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Abstract—We consider the downlink of an unmanned aerial
vehicle (UAV) assisted cellular network consisting of multiple
cooperative UAVs, whose operations are coordinated by a central
ground controller using wireless fronthaul links, to serve multiple
ground user equipments (UEs). A problem of jointly designing
UAVs’ positions, transmit beamforming, as well as UAV-UE
association is formulated in the form of mixed integer nonlinear
programming (MINLP) to maximize the sum UEs’ achievable
rate subject to limited fronthaul capacity constraints. Solving
the considered problem is hard owing to its non-convexity and
the unavailability of channel state information (CSI) due to
the movement of UAVs. To tackle these effects, we propose a
novel algorithm comprising of two distinguishing features: (i)
exploiting a deep Q-learning approach to tackle the issue of CSI
unavailability for determining UAVs’ positions, (ii) developing
a difference of convex algorithm (DCA) to efficiently solve for
the UAV’s transmit beamforming and UAV-UE association. The
proposed algorithm recursively solves the problem of interest
until convergence, where each recursion executes two steps.
In the first step, the deep Q-learning (DQL) algorithm allows
UAVs to learn the overall network state and account for the
joint movement of all UAVs to adapt their locations. In the
second step, given the determined UAVs’ positions from the
DQL algorithm, the DCA iteratively solves a convex approximate
subproblem of the original non-convex MINLP problem with the
updated parameters, where the problem’s variables are transmit
beamforming and UAV-UE association. Numerical results show
that our design outperforms the existing algorithms in terms of
algorithmic convergence and network performance with a gain
of up to 70%.

Index Terms—Beamforming, limited fronthaul, optimization,
reinforcement learning, UAV placement.

I. INTRODUCTION

The rise of diverse emerging communications types such
as Internet-of-Thing (IoT) [1], Machine-to-Machine (M2M)
communications [2], Internet-of-Everything (IoE) [3] incites
new wireless network infrastructures that lean towards a highly
agile network platform. Among others, UAV-assisted networks
[4]–[6] are considered the promising solutions. In particular,
UAV-assisted networks can flexibly form, destruct, and reform
any on-demand access networks by dispatching flying-capable
small base stations away from a fixed and grid-connected
wireless access infrastructure to communicate with UEs. UAV

Phuong Luong is with Resilient Machine Learning Institute (ReMi),
Montreal, Canada. François Gagnon is with École de Technologie
Supérieure (ÉTS), Montreal, QC, Canada. Le-Nam Tran is with Uni-
versity College Dublin, Ireland. Fabrice Labeau is with McGill Uni-
versity, Montreal, Canada (email: {phuong.luongthithu@mcgill.ca}, {fran-
cois.gagnon@etsmtl.ca}, {nam.tran@ucd.ie}, {fabrice.labeau@mcgill.ca}).

wireless communications not only provides ubiquitous cover-
ages and received signal strengths, but also embraces beyond
Line-of-Sight (LoS) transmissions and allows coordinated
UAVs’ communications for a better interference management,
higher cooperative gains, and lower network latencies [7].
Thus, it is natural to say that UAV communications can inherit
many advantages from distributed massive MIMO and ultra-
dense heterogeneous networks [?], [8].

Harnessing the aforementioned benefits of UAV-assisted
networks certainly requires addressing many technical chal-
lenges in terms of resource allocation design. Specifically,
UAV-assisted networks only perform best when UAVs’ po-
sitions or trajectories are properly planned, UAV’s transmit
powers are appropriately allocated, and UAV-UE association is
well managed to cope with the dynamic of CSI between UAVs
and UEs [9], [10]. Such joint designsoften require an accurate
CSI estimation. However, perfect CSI is not always possible
because UAVs can flexibly move in space, which causes CSI
to quickly change over time and location [11]. Additionally,
UAV-assisted networks still suffer similar challenges of co-
ordinated multi-point (CoMP) and multi-cast communication
networks [12]–[14]. More practical approaches for efficient
development of UAV-assisted networks are of timely impor-
tance.

A. Related Work
There have been several studies on a joint design of

UAVs’ locations, transmit powers and UE association for UAV-
assisted networks. For a single-UAV-assisted system, a three
dimensional (3D) UAV placement algorithm to maximize the
number of covered UEs was proposed in [15]. A 3D UAV posi-
tioning based on a Q-learning method considering UE mobility
was presented in [16]. The sum energy received by all UEs
was maximized in [17] by optimizing the UAV’s trajectory in
a UAV-enabled wireless power transfer system. The authors
in [?], [18] proposed a data offloading scheme through the
design of UAV’s trajectory. For multi-UAV-assisted networks,
an efficient iterative algorithm which alternately solves for
UEs’ scheduling, UAVs’ trajectories and transmit powers by
applying the block coordinate descent and successive convex
optimization techniques was proposed in [19] and [20]. In
[21], the quality-of-experience (QoE) of ground UEs was
maximized through a joint design of the deployment and
movement of multiple UAVs. The downlink sum rate max-
imization for UEs’ association, resource allocation and base
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station placement in multi-UAV-assisted cellular networks was
considered in [22].

Although multi-UAV-assisted systems were considered in
[19], [21], the UAVs’ locations and/or trajectories and power
control were mostly designed without considering UAVs’
cooperation. Like CoMP transmission in 4G systems, UAVs
cooperation can incur significant signaling overhead. To ad-
dress this issue, some work allows one user to be only served
by a subset of the favorable cooperating UAVs, which leads
to the problem of UAV-UE association. In CoMP, the design
of transmit beamformers and UE data allocation to minimize
the backhaul UE data transfer in a multi-cell CoMP network
was studied in [23].

Compare to the conventional CoMP networks in which the
base stations are static, UAV-assisted networks are highly dy-
namic. This means that the UAVs’ placement and movement as
well as UAV’s cooperation need to be designed in accordance
with the variation of UEs’ positions to achieve throughput
improvement over time. In this regard, [24] proposed a co-
operative beamforming technique for multi-UAV networks (as
known as CoMP in the sky) to maximize the uplink network
throughput using a proper design of UAVs’ placement. [11]
aimed at optimizing the decoding order of the NOMA scheme
and the cooperative UAVs’ positions in space to maximize
the sum UEs’ achievable rate. The hovering locations of two
cooperative UAVs were considered to maximize the signal to
noise ratio in [25]. In [26], UAVs’ location and transmit beam-
forming were jointly designed with content placement in a
swarm of cooperative UAVs. However, CSI was assumed to be
predetermined and used as input to the optimization problem to
solve for the UAVs’ positions and resource allocation in many
previous work such as [11], [19], [24]–[26]. In fact, CSI varies
with the UAVs’ positions that are also optimization variables.
Thus, solving for UAVs’ positions assuming the availability
of CSI in these aforementioned studies is not practical. In
summary, the unavailability of CSI in UAV-assisted networks
is the bottleneck which makes its underlying optimization
problem very difficult to solve.

Deep reinforcement learning (DRL) has recently been
shown as a promising solution for tackling the placement
and resource allocation problems in UAV-assisted wireless
networks [27]. In [28], a Q-Learning based resource allocation
algorithm was proposed for maximizing the expected long-
term reward, where each UAV can learn its local observation
to independently take an action without cooperation. The work
of [29] proposed a DRL algorithm based on echo state network
(ESN) cells for optimizing the UAV path, transmit power
level and cell association to minimize the intercell-interference
level and transmission delay. To cope with the continuous
action space, the authors in [30] presented a DRL algorithm
which uses an actor-critic method for the UAV coverage and
connectivity guarantee. The deployment of UAVs was studied
in [31], [32] to minimize the UAVs’ transmission powers,
where [31] proposed a Gaussian mixture model based machine
learning algorithm to predict the cellular traffic. In [32], an
ESN framework was used to predict the UEs’ content request
distribution in a cache-enabled UAV system. Similarly, an ESN
algorithm was used to predict the future positions of UEs in

[33] where a multi-agent Q-learning based UAVs’ trajectories
and power control algorithm was then proposed to determine
the positions of UAVs. UAV trajectory was also studied in [34]
for maximizing the sum UEs’ rates by applying a Q-learning
based RL algorithm. Despite the proven gains arising from the
DRL technique to solve for UAVs’ positions/trajectories and
resource allocation in the UAV-assisted wireless network, the
DRL approaches proposed in previous work [30]–[32], [34]
could only tackle single-UAV-assisted or multi-UAV-assisted
systems with no UAV cooperation. Moreover, a few discrete
levels of power allocation were considered in the action space
and no beamforming design was considered in the DRL based
UAVs’ control policies mentioned above. Hence, the DRL
approaches proposed therein can not be readily applied for
jointly designing the UAVs’ positions, UAV-UE association
and transmit beamformers in the cooperative UAV-assisted
wireless networks.

B. Motivations and Novel Contributions
In this paper, we study the downlink of a multi-UAV-assisted

cellular network whose multiple UAVs can cooperatively
serve their UEs using joint processing techniques. A central
UAV controller located at the macro base station (MBS) is
responsible for processing all baseband signals, coordinating
resource allocation/computation, as well as transporting data
to the UAVs via wireless fronthaul links [24], [35]. Under
this setting, our objective is to maximize the overall system
throughput, for which we consider a joint design of UAVs’
positions, UAV-UE association, and transmit beamforming at
the UAVs. To solve the considered problem we propose a novel
deep Q-learning based method in conjunction with a determin-
istic optimization technique called difference of convex (DC)
algorithm. Our novelty lies in the application of a deep Q-
learning framework to the UAV-assisted network since it pro-
vides a more viable and practical approach to addressing the
inherent issue encountered by the optimization techniques for
UAVs’ positions determination. More specifically, as described
in [11], the issue is that an optimization technique requires the
CSI to be available without the knowledge of UAVs’ positions
to find an optimal UAVs’ position. Obviously, this requirement
is hardly met in practice since CSI itself depends on UAVs’
positions which are to be computed. However, since each UAV-
to-UE channel varies with UAVs’ positions and time, UAVs
must necessarily settle at one location for the sake of a highly
accurate CSI estimation. Our proposed deep Q-learning ap-
proach allows UAVs to learn their environment to jointly adjust
their locations in each iteration of the proposed algorithm.
In this way, CSI can be obtained based on UAVs’ positions
so that resource allocation algorithms can be executed. Our
contributions are as follows:
• Unlike [15], [16], [19], [29]–[33] where UAVs’ locations

and power allocation are jointly considered in the system
with one or multiple non-cooperative UAVs, we propose
a UAV cooperation strategy to better coordinate transmit
signals and inter-UAV interference to achieve higher
system throughput. Our consideration leads to an MINLP
optimization problem of jointly designing UAV’s posi-
tions, UAV-UE association, and transmit beamforming
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which incorporates all the network’s constraints including
the limited fronthaul capacity between the MBS and
UAVs.

• The considered problem is hard to solve because of its
non-convexity and the CSI unavailability to which the
methods in [19], [24]–[26] are no longer applicable. To
tackle these issues, we decouple and solve the main
problem by two separate phases. In the first phase, a
deep Q-learning based RL method (DQL) is adopted to
develop an algorithm which allows UAVs to jointly learn
the overall current network state and adapt their positions
according to the action transmitted from the MBS. Based
on the calculated UAVs’ positions, we propose a DCA
to deal with the resulting non-convex problem of solving
for UAV-UE association and transmit beamforming. The
output of the proposed DCA algorithm is then used to
compute the reward in order to construct the decision
policy of the DQL algorithm to update the UAVs’ po-
sitions. This process is iterated until convergence. To
the best of our knowledge, our work is the first to
develop an optimization-assisted DQL method for jointly
determining UAVs’ positions, UAV-UE association and
UAVs transmit beamfomers in a cooperative UAV-assisted
wireless network.

• We conduct extensive numerical experiments to evaluate
the convergence performance of the developed algorithm
as well as compare its achieved throughput to other
traditional approaches. In particular, to improve the con-
vergence rate of the proposed algorithm, we present
an efficient way to choose an initial state of the DQL
algorithm rather than an arbitrary one. Numerical results
demonstrate that this special way of choosing the ini-
tial state of the DQL algorithm significantly improves
the performance of the proposed algorithm in terms of
convergence rate and network throughput.

The remainder of the paper is as follows. In Section II, we
introduce the system model and formulate the problem of
interest. Section III presents the proposed solution. We explain
the method to choose the initial state of the proposed algorithm
in Section III-D. Section IV discusses our numerical results.
Finally, conclusion is drawn in Section V.

Notation: We use bold uppercase and lowercase letters to
denote matrices and vectors, respectively. C and R represent
the space of complex and real numbers. xT and xH stand
for the transpose and Hermitian operation of vector x. |x|
represents the modulus of x ∈ C, while ‖x‖2 is the `2-norm
of the vector x. The notation E {·} denotes the expectation
operator; x∗ represents the complex conjugate of x ∈ C;
Re(.) and Im(.) stand for the real and imaginary part of the
argument, respectively; O represents the big O notation.

II. SYSTEM MODEL

A. Spatial Model

We consider the downlink of a UAV-assisted wireless net-
work consisting of one MBS and a set U = {1, . . . , U} of
single antenna UAVs operated in a target area as shown in
Fig. 1(a). Each UAV has a communication range R and flies

at a fixed altitude H to serve a group of single antenna UEs.
The UEs are only served by the coordinated UAVs and UAVs
connect to the MBS through wireless fronthaul links [11],
[33], [34]. We treat the considered model as a multi-UAV
relaying system. This scenario is useful for the case in which
the signals from MBS to UEs are very weak due to blockages
from buildings or mountains or signals being transmitted under
expected natural disaster occurrence. In these situations, UEs
can only get wireless access through the deployed UAVs.

Let us denote the position of the kth UE, which is fixed on
the ground, by vk = (x̄k, ȳk, 0), where k ∈ K = {1, . . . ,K}
denotes the set of UEs’ indices. Without loss of optimality,
we set the MBS position to (0, 0, H̄) where H̄ is the height
of the MBS. The ith UAV is positioned at ui = (xi, yi, H).

B. Channel Model

We assume that the fading channel remains unchanged
within a coherence time. Following [11], [18], [36], we denote
by αAtG

ik (ui) the air-to-ground (AtG) channel from the ith UAV
to the kth UE, which is modeled as

αAtG
ik (ui) =

√
µAtG
ik (ui)h̃ik,∀i ∈ U , k ∈ K (1)

where µAtG
ik (ui) is the large scale fading coefficient accounting

for signal attenuation due to both pathloss and shadowing
and h̃ik is the small scale fading coefficient. Let us denote

dik(ui) =

√(
xi − x̄k

)2
+
(
yi − ȳk

)2
+H2 as the distance

between the ith UAV and the kth UE. As in [36], [37],
the channel between a UAV and a UE can be LoS or
non-line-of-sight (NLoS). The probability that the channel
between the ith UAV and the kth UE is LoS, denoted by
pLoS
ik (ui), depends on elevation angle steam from this UAV-

UE pair (as depicted in Fig. 1(b)) and is approximated as
pLoS
ik (ui) = 1

1+C exp(−D[ 180
π sin−1

(
H

dik(ui)

)
−C])

where C and D

are parameters that depend on the propagation environment
(cf. [36], [37] for the specific values of C and D for some
typical environments). Thus, µAtG

ik (ui) can be modeled as

µAtG
ik =

{
µ0d
−2
ik (ui) LoS (with probabily pLoS

ik (ui))
ηµ0d

−2
ik (ui) NLoS (with probabily 1-pLoS

ik (ui))
(2)

where µ0 =
(

4πf
c

)−2
and η < 1 are the average channel

power gain at the reference distance of 1 meter and additional
attenuation factor due to NLoS, respectively; f is the carrier
frequency and c is the speed of light. In addition, we consider
the Rician distribution for modeling the small scale fading
between the ith UAV and the kth UE as [11], [38]

h̃ik =
√
Kik/(1 +Kik)h̄ik +

√
1/(1 +Kik)ĥik (3)

where Kik is the Rician factor of channel between the ith UAV
at position ui and the kth UE. h̄ik is the deterministic LoS
component with

∣∣h̄ik∣∣ = 1, and ĥik ∼ CN (0, 1) is the random
scattered component. Note that Kik is related to the elevation
angle between the ith UAV and the kth UE and is computed
by Kik = A1 exp(A2 sin−1(H/dik(ui))), where A1 and A2

are constant coefficients determined by specific environment
[38].
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Fig. 1. (a): Cooperative multi-UAV-assisted wireless system;(b): Elevation angles.

Similarly, we denote by αGtA
i (ui) =

√
µGtA
i (ui)g̃i the

ground-to-air (GtA) channel from the MBS to the ith UAV,
where

µGtA
i (ui) =

{
µ0d
−2
i (ui) LoS (with probabily pLoS

i (ui))
ηµ0d

−2
i (ui) NLoS (with probabily 1-pLoS

i (ui)),
(4)

where di(ui) = [x2i + y2i +(H − H̄)2]1/2 is the dis-
tance between the ith UAV and the MBS, and g̃i =√
Ki/(1 +Ki)ḡi +

√
1/(1 +Ki)ĝi is the small scale fad-

ing coefficient between the ith UAV and the MBS. The
LoS probability pLoS

i (ui) between the MBS and the ith
UAV is pLoS

i (ui) = 1

1+C exp(−D[ 180
π sin−1

(
H−H̄
di(ui)

)
−C])

. In ad-

dition, g̃i follows the Rician distribution with Rician factor
Ki = A1 exp(A2 sin−1((H − H̄)/di(ui))). ḡi is the deter-
ministic LoS component with |ḡi| = 1 and ĝi ∼ CN (0, 1)
is the random scattered component.

C. Transmission Model

The data transmissions from the MBS to UEs occur in two
phases as follows:

1) Phase 1: Transmissions from MBS to UAVs: We as-
sume that MBS communicates with UAVs on orthogonal
subchannels by means of frequency devision multiplex access
(FDMA). Thus, the received signal at the ith UAV is given by

yi =
√
piα

GtA
i (ui)si + ñi (5)

where pi ∈ R+ is the power from the MBS to the ith UAV, si
is the message for the ith UAV where E{sis∗i } = 1 and ñi ∼
CN (0, σ2

n) is the additive white Gaussian noise (AWGN) at
the ith UAV, where σ2

n is the noise power. Thus, the achievable
rate (in b/s/Hz) at the ith UAV is

RGtA
i (pi, ui) = log2 (1 + SNR(pi, ui)) (6)

where

SNR(pi, ui) =
pi
∣∣αGtA
i (ui)

∣∣2
σ2
n

(7)

The total transmit powers from the MBS to all UAVs should
be less than or equal to the maximum power budget PMBS

max∑
∀i∈U

pi ≤ PMBS
max . (8)

2) Phase 2: Transmissions from UAVs to UEs: Since there
are possibly many UEs in the considered system, FDMA is
not adopted in this phase. The reason is that serving a large
number of UEs with orthogonal transmissions may reduce
the spectrum efficiency. Instead, we consider that all UAVs
can serve their UEs simultaneously in the same spectrum

by applying the linear beamforming technique. Specifically,
the UAVs will cooperate to form separate beamforming to
different UEs to reduce multiuser interference and improve
spectral efficiency. For notational convenience, we denote
the set of beamforming vectors intended for the kth UE as
wk , [w1k, w2k, . . . , wUk] ∈ CU×1 and the vector including
the channels from all UAVs to the kth UE as hk(u) ,
[αAtG

1k (u1), αAtG
2k (u2), . . . , αAtG

Uk (uU )]T ∈ CU×1 where u =
[u1, u2, . . . , uU ]T represents the location vector of all UAVs.
Using these notations, the received signal at the kth UE is

yk = hk(u)wkqk +
∑

j∈K\k
hk(u)wjqj + zk (9)

where qk is the message intended for the kth UE with
E{qkq∗k} = 1, zk ∼ CN (0, σ2

0) is the additive white Gaussian
noise (AWGN) and σ2

0 is the noise power. Note that in (9), we
have assumed that the kth UE is connected to all the UAVs, but
the ith UAV effectively serves the kth UE only if |wik|2 > 0.
By treating the interference as noise, the achievable rate in
b/s/Hz for a given set of channel realizations at the kth UE is
given by

RAtG
k (w,u) = log2 (1 + SINRk (w,u)) (10)

where

SINRk (w,u) =
|wH

k hk(u)|2∑
j∈K\k |wH

j hk(u)|2 + σ2
0

(11)

and w , [wT
1 ,w

T
2 , . . . ,w

T
k ]T ∈ C(KU)×1 is the vector

stacking the beamformers of all UEs.
To formulate the problem of interest we introduce binary

variables cik = {0, 1,∀i ∈ U , k ∈ K} to represent the
association between the ith UAV and the kth UE. We refer
to these binary variables as the UAV-UE association variables.
Specifically, cik = 1 implies that the ith UAV serves the kth
UE (i.e., wik > 0) and cik = 0 is otherwise (i.e., wik = 0). The
power at the ith UAV should satisfy the following constraints:

|wik|2 ≤ cikλik,∀i ∈ U ,∀k ∈ K (12)∑
∀k∈K

λik ≤ PUAV
i,max,∀i ∈ U (13)

λik≤ cikPUAV
i,max,∀i ∈ U ,∀k ∈ K (14)

where λik represents the soft power level of the ith UAV that
can transmit to the kth UE. More specifically, (12) and (14)
guarantee that the transmit power |wik|2 and λik are zeros if
cik = 0, respectively, and (13) force the actual transmit power
to stay within the power budget of the ith UAV. Note that
the association variables are also constrained by the ith UAV
coverage range. Particularly, the kth UE can be served by the
ith UAV if it is within the communication range R, leading
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to the following constraint
dik(ui) ≤ R+ S(1− cik),∀i ∈ U ,∀k ∈ K (15)

where S > 0 is sufficiently large to make (15) hold. The
meaning is that when cik = 1, the distance between the kth
UE and the ith UAV has to be equal to or smaller than the
communication range of the ith UAV. Otherwise, cik = 0 and
(15) is always satisfied.

Finally, for the transmissions from a UAV to its associated
UEs to be possible, the total UEs’ achievable rates served
by the ith UAV should be smaller than or equal to the
fronthaul capacity provided from MBS to the ith UAV, which
is expressed as

RGtA
i (pi, ui) ≥

∑
∀k∈K

cikR
AtG
k (w,u) ,∀i ∈ U . (16)

D. Problem Formulation

We aim at finding the UAVs’ positions u = {uik,∀i ∈
U , k ∈ K}, the UAV-UE association c = {cik,∀i ∈ U , k ∈
K}, MBS power allocation p = {pi,∀i ∈ U} and transmit
beamformers w to maximize the sum UEs’ achievable rates
in the considered cooperative multi-UAV-assisted network. The
problem is formulated as

(P) : maximize
c,w,u,p,λ

∑
k∈K

RAtG
k (w,u) (17a)

subject to RAtG
k (w,u) ≥ Rk,min,∀k ∈ K (17b)

(8); (12); (13); (14); (15); (16) (17c)
where Rk,min is the predetermined minimum rate required for
the kth UE, and the individual rate constraints in (17b) are to
ensure the QoS requirement forthe kth UE, ∀k ∈ K.

The following remarks characterize the difficulties in solv-
ing (P). First, due to the presence of binary association vari-
ables, non-convex rate functions RAtG

k (w,u), and non-convex
functions cikRAtG

k (w,u) in (16), problem (P) is a MINLP
which is generally NP-hard. Please see Appendix A for a proof
of (P)’s NP-hardness. Moreover, even when c is relaxed to
be continuous, the relaxed problem is still non-convex. Thus,
problem (P) is very difficult to solve and requires highly
computational complexity to find a globally optimal solution.
Given the inherent non-convexity and combinatorial nature of
(P), a pragmatic goal is to find a high-performance solution
in a reasonable amount of time.

III. PROPOSED DCA-ASSISTED DQL ALGORITHM

In this section, we present a novel framework to solve prob-
lem (P), which is called DCA-assisted DQL. This framework
is a combination of a deep Q-learning based reinforcement
learning (DQL) algorithm and DCA. The proposed DCA-
assisted DQL algorithm lets UAVs learn the entire network
environment to adjust their positions jointly with determining
the transmit beamforming and UAV-UE association to maxi-
mize the sum UEs’ achievable rates. In particular, the DCA-
assisted DQL algorithm comprises two phases: training and
testing phase. The former aims at building the optimal decision
policy for deep Q-network (DQN) in order to seek the optimal
positions of UAVs. The reward of the DQL algorithm in the
training phase is computed by solving the non-convex problem

of transmit beamforming and UAV-UE association using the
proposed DCA. The latter is the actual execution of UAVs to
observe the real estimated CSI from the network environment
and to fly to their optimal positions guided by the DQN output
obtained from the training phase. With the assistance of the
DCA, the DQL algorithm only needs to train UAVs with
respect to a smaller set of variables (e.g., UAVs’ positions), not
all the involved variables. As a result, the proposed algorithm
greatly reduces the state-action space, especially when all
UAVs are coordinated and jointly take actions. Another novel
aspect of the proposed DCA-assisted DQL algorithm is that
the DCA can produce high-quality transmit beamforming and
UAV-UE association, instead of setting a few discrete levels
of power as in [29], [33]. The training phase includes the
following two steps:
• First, UAVs fly to the positions ut according to the action
at received from the MBS at time step t of the DCA-
assisted DQL algorithm. UAVs estimate CSI associated
with ut.

• Second, given the estimated CSI, the remaining variables,
e.g., MBS transmit power, UAVs beamforming and UAV-
UE association, are found using the DCA. The obtained
solution is used to calculate the reward of the DCA-
assisted DQL algorithm.

• This process is iterated to build up the decision policy of
the DCA-assisted DQL algorithm.

In the next subsections we will present the details of the two
steps above.

A. Overview of DCA-assisted DQL Algorithm

In the proposed DCA-assisted DQL algorithm, UAVs are
seen as agents which are coordinated and controlled by the
MBS. UAVs interact with the system environment in a se-
quence of discrete times t. At each time t, the UAVs observe
the state st, take action at and receive the reward rt. The
system moves to the new state st+1 at time t+1. In the context
of the considered problem, we define the state st, action at
and reward rt at time step t as follows:
• State representation st: UAV agents determine state st

from the positions ut and CSI observation associated with
ut as st = {ut, αAtG

ik,t(uik,t), α
GtA
i,t (ui,t),∀k ∈ K, i ∈ U}.

• Action at = {φi,t, di,t,∀i ∈ U} which are decided for
all UAVs, where φi,t ∈ (0, 2π] and di,t ∈ [0, dmax] are
the movement direction and distance for each ith UAV,
respectively.

• After taking action at sent from the MBS, each ith
UAV moves to the new position ui,t+1 according to
movement direction φi,t and distance di,t, ∀i ∈ U . Given
the positions ut+1, the UAVs estimate the new CSI,
denoted as the state st+1. The transition from state st to
st+1 generates a reward rt (st, at). The reward is directly
related to the sum UEs’ achievable rates and defined by
the actions. Particularly, if the UAVs carry out action at
at time step t that improves the sum rates, then the reward
gets a high value and vice versa. This reward allows
UAVs to learn an action as a good or bad one in the
training process to create the optimal policy decision.
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Thus the reward is calculated as (18), where κ > 0,
V > κ are constant parameters and w?

t is the optimal
beamforming solution obtained by solving the following
optimization problem

(Pt) : maximize
wt,pt,λt,ct

∑
k∈K

RAtG
k (wt,ut) (19a)

subject to (8); (12); (13); (14); (15); (16); (17b).
(19b)

Note that the positions of UAVs ut at time step t are
already known and thus not the optimization variables
in the above problem.Therefore, unlike [5], [11], [24],
[26] where CSI availability is assumed without knowing
UAVs’ location, our work can obtain the real CSI asso-
ciated with location ut. In this way, the reward rt(st, at)
in (18) is calculated by the transmit beamforming w?

t

and UAV-UE association c?t which depends on the UAVs’
positions ut obtained at time step t of DCA-assisted DQL
algorithm. Remark that problem (Pt) can be infeasible
when individual UE rate requirements in (17b) are not
satisfied. Thus, if (Pt) is infeasible, the reward corre-
sponding to action at is assigned a negative value −V in
order to avoid this action.

It is now apparent that the challenge is how to calculate the
reward efficiently since solving

(
Pt
)

is intractable. This is
due to the binary variable c and the non-convexity of UE rate
functions in (19a) and the constraints in (16). To overcome
this issue, we propose a DCA to solve

(
Pt
)
.

B. DCA for Solving (Pt) to Calculate The Reward rt(st, at)
1) Difference of Convex Functions Reformulation: We ob-

serve that problem (19) is difficult to solve because of the non-
convex functions RAtG

k (wt,ut) and cik,tR
AtG
k (wt,ut). Based

on the concept of DC programming, we will express these
functions as difference of two convex ones. Specifically, we
rewrite RAtG

k (wt,ut) equivalently as

RAtG
k (wt,ut) = RAtG

k (wt,ut) + ξk,t
∥∥wt

∥∥2︸ ︷︷ ︸
fk(wt,ut)

−ξk,t
∥∥wt

∥∥2
(20)

for some ξk,t > 0. Intuitively if ξk,t is sufficiently large, the
quadratic term ξk,t

∥∥wt

∥∥2 will make fk(wt,ut) convex with
respect to wt. Particularly, ∇RAtG

k (wt,ut) is shown to be
Lipschitz continuous with a constant ξ̄ and thus, RAtG

k (wt,ut)
is ξ̄-smooth (cf. [12, Lemma 2] for further details on how to
calculate ξ̄). Note that for ξk,t > ξ̄, fk(wt,ut) is strongly
convex [12].

Next a DC decomposition of cik,tRAtG
k (wt,ut) is given by

(21), for any ζk,t ≥ 0. Similarly, for ζk,t > ζ̄, where ζ̄ is a
Lipschitz constant of ∇cik,tRAtG

k (wt,ut), yk(wt,ut, cik,t) is
strongly concave.

Furthermore, to deal with the binary variables c, we proceed
to equivalently rewrite the binary constraint cik,t ∈ {0, 1} into
the continuous DC form constraints as

cik,t − c2ik,t ≤ 0 (22a)
0 ≤ cik,t ≤ 1. (22b)

We note that the equivalent reformulation of a binary con-
straint into two continuous constraints as shown above is quite

popular in mixed integer programming in order to leverage
continuous optimization [39]. Although (22a) and (22b) do
not satisfy Slater’s conditions, we remark that (22a) is further
approximated by (23c) and (29c), and Slater’s conditions hold
for the continuous relaxation. The proof of this is omitted here
due to the space limitation.

2) Proposed Relaxation of (35): From the above refor-
mulations we now introduce a new slack variable zt =
{zik,t ≥ 0,∀i, k} and consider the following problem

maximize
wt,pt,ct,λt,zt

∑
k∈K

fk(wt,ut)− ξk,t ‖wt‖2 − υ
∑
i

∑
k

zik,t

(23a)
s.t.RGtA

i (pi, ui) ≥
∑
∀k∈K

yk(wt,ut, cik,t)

+ ζk,t

(
‖wt‖2 + c2ik,t

)
(23b)

cik,t − c2ik,t ≤ zik,t (23c)
(8); (12); (13); (15); (17b); (22b) (23d)

where υ ≥ 0 is a penalty parameter. It is clear that problems
(19) and (23) are equivalent when zik,t = 0, ∀i, k. A large
value of υ will force zik,t to be zero or close to zero. We
observe that the non-convexity of the objective function is
due to the maximization over the convex function fk(wt,ut).
Thus, we can iteratively approximate function fk(wt,ut) by
its first order Taylor linearization Fk(wt,ut; w

n
t ) around the

point wn
t at the nth iteration as fk(wt,ut) ≥ Fk(wt,ut; w

n
t )

where Fk(wt,ut; w
n
t ) is given by (24). In addition, we

have denoted wnH
t = (wn

t )
H to lighten the notation and

f̆k(wt,ut; w
n
t ) is given by

f̆k(wt,ut; w
n
t ) =

2 Re
(
wnH
t Hk(ut)wt −wnH

t Hk(ut)w
n
t

)
wnH
t Hk(ut)wn

t + σ2
0

−
2 Re

(
wnH
t H̃k(ut)wt −wnH

t H̃k(ut)w
n
t

)
wnH
t H̃k(ut)wn

t + σ2
0

. (25)

In (25), we define
Hk(ut) = Bdiag

(
H̄k(ut), . . . , H̄k(ut)

)︸ ︷︷ ︸
Kelements

H̃k(ut) = Bdiag(H̄k(ut), . . . , 0︸︷︷︸
kth element

, . . . , H̄k(ut))

where H̄k(ut) = hk(ut)h
H
k (ut). Similarly, it can be seen

that the non-convexity of (23b) is because of the concave
function yk(wt,ut, cik,t) on the right side of inequality. In the
same way, we can approximate function yk(wt,ut, cik,t) by
its upper bound Yk(wt,ut, cik,t; w

n
t , c

n
ik,t) around the point

wn
t , c

n
ik,t as in (26). As a result, constraint (23b) can be

approximated by the following generic convex constraint

RGtA
i (pi, ui) ≥

∑
∀k∈K

Yk(wt,ut, cik,t; w
n
t , c

n
ik,t)

+ ζk,t

(
‖wt‖2 + c2ik,t

)
(27)

To proceed further, we derive the upper bound convex
function in the left side of the constraint (22a) by deriving
the lower bound of function c2ik,t around the point cnik,t as

cik,t − 2cnik,tcik,t +
(
cnik,t

)2 ≤ zik,t (28)
Finally, by applying the above approximations, we can ap-
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rt(st, at) =


∑
∀k∈KR

AtG
k (w?

t ,ut) + κ if
∑
∀k∈KR

AtG
k (w?

t+1,ut+1) >
∑
∀k∈KR

AtG
k (w?

t ,ut)∑
∀k∈KR

AtG
k (w?

t ,ut) if
∑
∀k∈KR

AtG
k (w?

t+1,ut+1)=
∑
∀k∈KR

AtG
k (w?

t ,ut)∑
∀k∈KR

AtG
k (w?

t ,ut)− κ if
∑
∀k∈KR

AtG
k (w?

t+1,ut+1)<
∑
∀k∈KR

AtG
k (w?

t ,ut)
−V if infeasible solution w?

t+1

(18)

cik,tR
AtG
k (wt,ut) =

(
cik,tR

AtG
k (wt,ut)− ζk,t

(∥∥wt

∥∥2 + c2ik,t
))

︸ ︷︷ ︸
yk(wt,ut,cik,t)

+ζk,t
(∥∥wt

∥∥2 + c2ik,t
)

(21)

Fk(wt,ut; w
n
t ) = fk(wn

t ,ut) + f̆k(wt,ut; w
n
t ) + 2ξk,t Re

(
wnH
t wt − ‖wn

t ‖2
)

(24)

Yk(wt,ut, cik,t; w
n
t , c

n
ik,t) = yk(wn

t ,ut, c
n
ik,t) + cnik,tf̆k(wt,ut; w

n
t ) +

(
cik,t − cnik,t

)
RAtG
k (wn

t ,ut)

− 2ζk,t

(
wnH
t wt − ‖wn

t ‖2 + cnik,tcik,t −
(
cnik,t

)2)
(26)

proximate (23) at the nth iteration as

maximize
w,p,c,λ,z

∑
k∈K

Fk(wt,ut; w
n
t )− ξk,t ‖wt‖2 − υn

∑
i

∑
k

zik,t

(29a)
s.t.RGtA

i (pi, ui) ≥
∑
∀k∈K

Yk(wt,ut, cik,t; w
n
t , c

n
ik,t)

+ ζk,t

(
‖wt‖2 + c2ik,t

)
(29b)

cik,t − 2cnik,tcik,t +
(
cnik,t

)2 ≤ zik,t (29c)
(8); (12); (13); (15); (17b); (22b) (29d)

where wn, cn, υn are not the optimization variables but
parameters obtained from the previous iteration.

We remark that the value υ0 is initiated with some
small positive value and increased by multiplying with
% > 1 after each iteration to ensure that

∑
i

∑
k zik,t

approaches 0 when υn approaches some large values. Note
that that constraint (17b) is equivalent to the two SOC
constraints:

√
eRk,min/(eRk,min − 1) Re((hk(u))

H
wk) ≥∥∥∥[(hk(u))

H
w1, . . . , (hk(u))

H
wK , σ0]T

∥∥∥
2

and

Im((hk(u))
H

wk) = 0 [13]. Thus, problem (29) at the
nth iteration of the DCA-based algorithm is a convex
optimization problem which can be handled by off-the-shelf
convex solvers. As a result, a solution to (Pt) can be obtained
at the convergence of the DCA-based algorithm, which is
outlined in Algorithm 1. The proof of the convergence of
Algorithm 1 is similar to that in [12], and thus is omitted for
the sake of brevity.

Algorithm 1 Proposed DCA-based algorithm.
1: Set n := 0, υn := 0, and initialize starting points of

wn, cn;
2: repeat
3: Solve the approximated problem (29) to achieve the

optimal solution c?,w?,p?, λ?, z?;
4: Update wn+1 = w?, cn+1 = c?, and υn+1 := %υn;
5: Set n := n+ 1;
6: until Convergence of the objective (29a)

C. The DQL

In this section, we present the learning part of the proposed
DCA-assisted DQL algorithm whose decision policy is built
based on the reward rt(st, at) in (18) to update the UAVs’
position until convergence. We recall that DQL is a popular
method of reinforcement learning (RL) that incorporates a
deep neural network (DNN) as an approximator of Q(.)
function to seek the optimal actions from the current state. The
action-value function Qπ(st, at) is the expected accumulated
reward when an action at is taken in the environmental state
st under decision policy π

Qπ(st, at) = E [Rt|st, at, π(st)] (30)
where the cumulative discounted reward is defined as Rt =∑∞
j=0 γ

jrt+j+1(st+j+1, at+j+1) and γ ∈ (0, 1] is a discount
factor for weighting future rewards. The optimal action-value
function Q?(st, at) = maxπ Q

π(st, at) can be iteratively
estimated as

Q?(st, at) = Est+1

[
rt+1 + γmax

a
Q?(st+1, a)

]
(31)

In DQL, Q(st, at; θ) ≈ Q?(st, at) is the estimated action-
value function during the iterative process, which is approx-
imated by the DNN where θ is the weights of the edges in
the DNN. Q(st, at; θ) is updated by adjusting weights θ in
DQL through a training process. More specifically, weights θ
in DQL are trained and optimized by minimizing prediction
errors of Q(st, at; θ). This can be done as follows. At time
step t, state st is input into DNN which has weights θ, action
at is chosen as at = arg maxaQ(st, a; θ) where Q(st, a; θ) is
the output of the DNN corresponding to all different possible
actions a. When action at is taken, DQL generates reward
rt(st, at) calculated in (18) and the system moves to the next
state st+1. Let us define an experience sample (st, at, rt, st+1)
at time step t. Then, DQL is trained by minimizing prediction
error of Q(st, at; θ) through the loss function Lt(θ) defined
as

Lt(θ) = E [Zt(rt, st+1)−Q(st, at; θ)] (32)
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where Zt(rt, st+1) is the target value which can be estimated
as

Zt(rt, st+1) = rt(st, at) + γmax
a

Q(st+1, a; θ) (33)

Here, the target value is computed based on the current reward
as well as predicted discounted reward γmaxaQ(st+1, a; θ)
given by the DNN. Thus, weights θ of DNN can now be
updated by minimizing the loss function Lt(θ) using a semi-
gradient algorithm [40].

To improve the learning stability, we employ the experience
replay technique [41]. The agent stores the collected samples
into the replay buffer with capacity B and pick a mini batch
of them from the buffer to calculate the loss function rather
than using a single sample as in (32). Note that the buffer is
always updated by removing the oldest samples and adding
the newest samples whenever the buffer is full. Consequently,
by sampling N experience samples from the buffer B, the loss
function can be computed as

L̄(θ) =
1

N

N∑
i=1

(Zi(ri, si+1)−Q(si, ai; θ))
2 (34)

In addition, we also employ the target DNN with parameter
θtarget for training purpose. Particularly, after every E time
steps, the target DNN is replaced by the latest DNN by
assigning θtarget to the latest θ of the DNN and the target values
are computed based on this target DNN as Zt(rt, st+1) =
rt(st, at)+γmaxaQ(st+1, a; θtarget). The overall training and
testing phases of DCA-assisted DQL algorithm are presented
in Algorithm 2 and Algorithm 3, respectively.

1) The complexity and signal overhead analysis: The com-
putational complexity of our proposed DCA-assisted DQL
algorithm mainly comes from Step 6 of Algorithm 2, i.e.,
to run Algorithm1 for solving the problem (Pt) and Steps
12 and 14 of Algorithm 2, i.e., to update target values
Zi(ri, si+1), ∀i ∈ {1, N} for N experience samples in replay
buffer B and weights θ, respectively. Particularly, Algorithm 1
iteratively solves the convex problem (29) until convergence.
Since (29) is in fact a second order cone program (SOCP),
whose total number of variables is 4UK + U and total
number of constraints is 4UK + 2U + 1. Thus, the worst-
case per-iteration computational complexity of Algorithm 1
is O(log 1

εU
3.5K3.5), where ε is the required precision [42,

Chapter 6]. Thus, the overall complexity of Algorithm 1
is O(log 1

εLU
3.5K3.5) where L is the number of iterations

required for Algorithm 1 to converge. Note that the true
complexity is much reduced in practice. The computational
complexity of Algorithm 2 in each time step t is thus
O(log 1

εLU
3.5K3.5 +N + |θ|) where |θ| denotes the cardinal

of weights θ and N is the number of experience samples in
the buffer.

As can be seen, the amount of exchanged information in Al-
gorithm 2 is mainly for sending action information at from the
MBS to UAVs, i.e., Step 6, and CSI from UAVs to the MBS,
i.e., Step 7, via fronthaul links. Specifically, there are UK
channel coefficients hk(u) = [αAtG

1k (u1), . . . , αAtG
Uk (uU )]T ∈

CU , ∀k ∈ K, required to be transported from all the UAVs
to the MBS. The overhead for sending relevant information in
Steps 6 and 7 of Algorithm 2 is U and UK, respectively. Thus

the total cost of overhead should be ρ(UK + U), where ρ is
the constant representing the cost to transport each information
unit.

Algorithm 2 The training phase of DCA-assisted DQL Algo-
rithm

1: MBS initializes weights θ of DNN, weights θtarget of target DNN,
replay buffer with capacity B, ε , β, γ, ρ, N , E and global step
l := 0

2: for Episode: 0 : L do
3: UAVs are randomly positioned u0, estimate CSI state s0

which is then sent to MBS
4: for Time step: t = 0 : T do
5: Decide action at ={

arg maxaQ(st, a; θ) with probability 1-ε
random action with probability ε

6: Apply Algorithm 1 to solve (19) to obtain solution
{w?

t , c
?
t } to calculate rt(st, at) in (18); then MBS sends

the action at to UAVs via fronthaul links.
7: UAVs move to new positions ut+1 according to the action

at and new estimated CSI is sent back to MBS.
8: Store sample (st, at, rt, st+1) into replay buffer B
9: if Remainder( l

Ttrain
)== 0 and l > Tstart then

10: Randomly sampling N experience samples from the
replay buffer B

11: for i = 1 : N do
12: Compute target value Zi(ri, si+1) = ri(si, ai) +

γmaxaQ(si+1, a; θtarget)
13: end for
14: Update weights θ by minimizing the loss: L̄(θ) =

1
N

∑N
i=1 (Zi(ri, si+1)−Q(si, ai; θ))

2

15: end if
16: if Remainder( l

E
)==0 and l > Tstart then

17: Update θtarget := θ
18: end if
19: t := t+ 1; l := l + 1
20: end for
21: end for

Algorithm 3 Testing phase of the proposed DCA-assisted
DQL algorithm.

1: Initialize t = 0 and UAVs are randomly positioned ut to obtain
initial state st

2: repeat
3: Given state st, MBS sends an action at =

arg maxaQ(st, a; θ) to UAVs and solves (19) using
Algorithm 1 to obtain {w?

t , p?t , λ?t , c?t } to calculate reward
rt(st, at)

4: UAVs move to their new positions ut+1 according to received
at, estimate new CSIs which are sent to MBS

5: t := t+ 1
6: until Convergence of reward value
7: Given the UAVs’ positions u? obtained at the convergence, {w?,

p?, λ?, c?} solution is obtained by solving (19) using Algorithm
1.

D. Initial State of DCA-assisted DQL Algorithm

The initial state s0 is the estimated CSI associated with
UAVs’ positions u0 which is determined randomly as in Step
1 of Algorithm 3. Note that the convergence rate of the
proposed DCA-assisted DQL algorithm in the testing phase
varies according to the initial position of the UAVs. It can
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be seen that if the initial positions u0 are chosen closer to
the optimal UAVs’ positions, the convergence speed can be
faster. In this section, we present a method using the past
CSI to calculate the initial positions of the UAVs so that a
better performance of proposed algorithm can be achieved.
Obviously, the past CSI can reflect to some extent the current
CSI at any location within the region of service. Roughly
speaking, using the past CSI to maximize the average UEs’
rates can be viewed as the optimization of the long-term
network performance, which is reasonable for predicting the
initial UAV’s locations. We exploit this idea to determine an
efficient initial state, named seff

0 for the DCA-assisted DQL
algorithm. Specifically, we propose that the MBS can collect
and store the historical CSI forwarded from UAVs in order
to calculate the initial locations. We denote the historical
initial network state by sh = [s−M , . . . , s−1] which contains
all the M previous CSI. Hence, we harness these past CSI
in the historical state sh to efficiently determine the initial
locations of UAVs seff

0 . In what follows, we denote the past
CSI used to calculate the initial locations of UAVs as h̃ik,t,
g̃i,t ∀t = −M, . . . ,−1. Using these past CSI, we solve for the
initial location of UAVs u jointly with UE association c̃ =
{c̃t} ,∀t = −M, . . . ,−1 and transmit beamforming vector
w̃ = {w̃t} ,∀t = −M, . . . ,−1, p̃ = {p̃t} ,∀t = −M, . . . ,−1

and λ̃ =
{
λ̃t

}
,∀t = −M, . . . ,−1 in the following problem

(P0) :maximize
c̃,w̃,u,p̃,λ̃

1

M

−1∑
t=−M

∑
k∈K

RAtG
k (w̃t,u) (35a)

s.t. RAtG
k (w̃t,u) ≥ Rk,min,∀k ∈ K,∀t = −M, . . . ,−1

(35b)
|w̃ik,t|2 ≤ c̃ik,tλ̃ik,t,∀i ∈ U ,

k ∈ K,∀t = −M, . . . ,−1 (35c)∑
∀k∈K

λ̃ik,t ≤ Pi,max,∀i ∈ U ,∀t = −M, . . . ,−1

(35d)
dik(ui) ≤ R+ η(1− c̃ik,t),∀i ∈ U ,

k ∈ K,∀t = −M, . . . ,−1 (35e)
RGtA
i (p̃i,t, ui) ≥

∑
∀k∈K

c̃ik,tR
AtG
k (w̃t,u) ,

∀i ∈ U ,∀t = −M, . . . ,−1 (35f)∑
∀i∈U

p̃i,t ≤ PMBS
max (35g)

c̃ik,t ∈ {0, 1},∀i, k (35h)
Note that c̃, w̃, p̃ are different from c, w, p in problem (17)
while u in problem (17) and (35) is similar. The objective in
(35a) is in fact an estimate of the average sum rate evaluated
from the past CSI h̃ik,t, g̃i,t,∀t = −M, . . . ,−1 and thus
represents the long-term historical overall network perfor-
mance. The reason for the choice of this objective function
is that collecting CSI can be done offline in any previous
time before running our DCA-assisted DQL algorithm. Due
to the structural similarities between

(
P0

)
and

(
Pt
)
, we

slightly modify Algorithm 1 to solve
(
P0

)
. We briefly explain

some main modifications here. First, a lower bound function
Fk(w̃t,u; w̃n

t ,u
n) of fk(w̃t,u) around the point w̃n

t and un

is given by
Fk(w̃t,u; w̃n

t ,u
n)

= fk(w̃n
t ,u

n) + f̆k(w̃t; w̃
n
t ,u

n) + f̂k(u; w̃n
t ,u

n)

+ 2ξk Re
(
w̃nH
t w̃t − ‖w̃n

t ‖2 + unHuk − ‖un‖2
)

(36)

where f̆k(w̃t; w̃
n
t ,u

n) and f̂k(u; w̃n
t ,u

n) are respectively
given by
f̆k(w̃t; w̃

n
t ,u

n) =
2 Re

(
w̃nH
t Hk(un)w̃t − w̃nH

t Hk(un)w̃n
t

)
w̃nH
t Hk(un)w̃n

t + σ2
0

−
2 Re

(
w̃nH
t H̃k(un)w̃t − w̃nH

t H̃k(un)w̃n
t

)
w̃nH
t H̃k(un)w̃n

t + σ2
0

(37)

f̂k(u; w̃n
t ,u

n) =
2 Re

(
unHΦk(w̃n

t )u− unHΦk(w̃n
t )un

)
w̃nH
t Hk(un)w̃n

t + σ2
0

−
2 Re

(
unHΦ̃k(w̃n

t )u− unHΦ̃k(w̃n
t )un

)
w̃nH
t H̃k(un)w̃n

t + σ2
0

(38)

where Φk(w̃t) =
∑
∀j∈K ωjk(w̃t) ,Φ̃k(w̃t) =∑

∀j∈K\k ωjk(w̃t), φjk(w̃t) = w̃j,t ◦ h̃k,t, and
ωjk(w̃t) = φjk(w̃t) (φjk(w̃t))

H . In the same way, we
also can approximate function yk(w̃t,u, c̃ik,t) around the
point w̃n

t ,u
n, c̃nik,t as

Yk(w̃t,u, c̃ik,t; w̃
n
t ,u

n, c̃nik,t) = yk(w̃n
t ,u

n, c̃nik,t)
+ y̆k(w̃t; w̃

n
t ,u

n, c̃nik,t) + ŷk(u; w̃n
t ,u

n, c̃nik,t)

−2ζk,t

(
w̃nH
t w̃t − ‖w̃n

t ‖2 + unHu− ‖un‖2 + c̃nik,tc̃ik,t −
(
c̃nik,t

)2)
+ ẙk(c̃ik,t; w̃

n
t ,u

n, c̃nik,t) (39)
where
y̆k(w̃t; w̃

n
t ,u

n, c̃nik,t) = c̃nik,tf̆k(w̃t; w̃
n
t ,u

n) (40)
ŷk(u; w̃n

t ,u
n, c̃nik,t) = c̃nik,tf̂k(u; w̃n

t ,u
n) (41)

ẙk(c̃ik,t; w̃
n
t ,u

n, c̃nik,t) =
(
c̃ik,t − c̃nik,t

)
RAtG
k (w̃n

t ,u
n) (42)

and the function RGtA
i (p̃i,t, ui) around the point p̃ni,t, u

n
i as

RGtA
i (p̃i,t, ui; p̃

n
i,t, u

n
i ) = RGtA

i (p̃ni,t, u
n
i )

+
|uni g̃mi|2

p̃ni,t |uni g̃mi|
2

+N0

(p̃i,t − p̃ni,t) +
2p̃ni,tu

n
i g̃

2
mi(ui − uni )

p̃ni,t |uni g̃mi|
2

+N0

+ 2ψi,t

(
pni,tpi,t −

(
p̃ni,t
)2

+ uni ui − (uni )
2
)
. (43)

Now (P0) is approximated at the nth iteration as

maximize
c̃,w̃,u,p̃,λ̃,z

1

M

−1∑
t=−M

∑
k∈K

Fk(w̃t,u; w̃n
t ,u

n)

− ξk,t
(
‖w̃t‖2 + ‖u‖2

)
− υn

−1∑
t=−M

∑
i

∑
k

zik,t (44a)

s.t.Fk(w̃t,u; w̃n
t ,u

n)− ξk,t
(
‖w̃t‖2 + ‖u‖2

)
≥ Rk,min

(44b)
RGtA
i (p̃i,t, ui; p̃

n
i,t, u

n
i )− ψi,t

(
p̃2i,t + u2i

)
≥∑

∀k∈K

Yk(w̃t,u, c̃ik,t; w̃
n
t ,u

n, c̃nik,t)

+ ζk,t

(
‖w̃t‖2 + ‖u‖2 + c̃2ik,t

)
(44c)

c̃ik,t − 2c̃nik,tc̃ik,t +
(
c̃nik,t

)2 ≤ zik,t (44d)
(35c)− (35e); (35g); (22b) (44e)

where w̃n, c̃n, p̃n, υn are not the optimization variables but
parameters obtained from the previous iteration. In the rest of
the paper, Algorithm 2 with the initial state seff

0 obtained from
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Fig. 2. 3D deployment of UAVs at the initial position u0, the MBS and
ground UEs.

(44) is called Enhanced DCA-assisted DQL (EDCA-assisted
DQL) Algorithm.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our pro-
posed scheme. The parameters and simulation settings used
to produce our numerical results are listed in Table I. In
our simulation as (c.f. Fig. 2), the ground UEs are randomly
distributed in a square area of 500×500 m2. Unless otherwise
stated, we set Rk,min = 2.5 b/s/Hz, C = 10, D = 0.6, A1 = 1,
A2 = 4.39, f = 6 GHz, η = 0.2, and the communication
range R = 300 meters [29], [36], [38]. Here, the proposed
DQL algorithm was trained using Tensorflow 1.15 and Python
3.6 on Windows 10 for L = 1000 episodes, each of which has
T = 1000 time steps. In addition, the maximum distance is
set to dmax = 10 meters. In Fig. 2, we plot the 3D deployment
of the MBS at the position (0, 0, H̄) and UAVs’ positions u0

at the initial time.

A. Convergence Behavior of Our Proposed Algorithms

It is important to mention that at each iteration of Algorithm
2, we need to perform Algorithm 1. Clearly, the convergence
speed of Algorithm 1 directly impacts the performance of
Algorithm 2. To illustrate this point, we numerically show the
convergence of Algorithm 1 in Fig. 3(a) with three different
initial points and two different network settings U = 8,K =
12 and U = 10,K = 15. From Fig. 3(a), despite choosing
different initial points and relatively larger numbers of UAVs
and UEs, Algorithm 1 only requires a few iterations, e.g.,
approximately 20 iterations, to converge. This demonstrates
a fast and stable convergence speed of our proposed DCA-
based algorithm. Therefore, Algorithm 1 can be integrated into
Algorithm 2 without significant performance loss due to the
channel variations.

In Fig. 3(b), we show the convergence of the total reward
obtained by our proposed DCA-assisted DQL algorithm (Al-
gorithm 2) and the classical QL algorithm with different set-
tings of U = 2, 4, and K = 4. In this experiment, we consider
a small setting with 2 UAVs for the classical QL algorithm due
to the exponential increase of the possible number of states and
actions with the number of UAVs resulting in the increased
computational complexity in maintaining the Q-table in the
classical QL algorithm. Here, the total reward corresponding

to each episode is the sum of reward
∑T
t=0 rt(st, at) over

T = 1000 time steps. As seen in Fig. 3(b), our proposed
DCA-assisted DQL algorithm converges to a total reward
much higher and faster than that obtained by the classical
QL algorithm for the same number of UAVs. Particularly, the
proposed DCA-assisted DQL algorithm requires only around
300 episodes while classical-QL algorithm needs more than
500 episodes to converge. It can be observed that when U
increases, the convergence speed of proposed DCA-assisted
DQL algorithm varies slightly. For example, the total reward
converges at episode 300 and 400 with U = 2 and U = 4,
respectively. This shows the stable operation of the proposed
DCA-assisted DQL algorithm.

In Fig. 4(a), we illustrate the effect of infeasible cases during
the training phase of DCA-DQL algorithm by varying Rk,min.
We assume that Rk,min = Rmin, ∀k ∈ K. It is shown that the
convergence speed of DCA-assisted DQL algorithm at high
Rmin = 4 b/s/Hz is less than that at low Rmin = 2 b/s/Hz.
However, both scenarios saturate at the same value of total
rewards at the convergence. This is explained as follows. When
Rmin increases, the infeasible cases occur more frequently.
This slightly decreases the total rewards in the first episodes
and needs a few more episodes to learn the task compare to
the scenario of lower rate requirement. In addition, the deep
Q-network is completely trained at the convergence for both
scenarios. Thus, it can find the routes from the initial UAVs’
positions to the optimal UAVs’ positions which yield the same
objective of maximal sum user rate. Fig. 4(b) illustrates the
training loss calculated from (34). The loss first increases, then
decreases, and saturates at the minimum value. This means
that our proposed DCA-assisted DQL algorithm is quickly and
successfully trained to approximate the Q(s, a; θ) values of
states. This illustrates the effectiveness of our proposed DCA-
assisted DQL algorithm in judging the relative consequences
of different actions given a state so that higher reward deci-
sions can be made.

Fig. 5(a) compares the convergence speed and gains be-
tween EDCA-assisted DQL algorithm with the efficient initial
state seff

0 at two different initial points (IPs) and Algorithm 3
with a random initial state srand

0 . We observe that the curves
of the EDCA-assisted DQL algorithm with IP 1 and IP 2
have almost the same convergence rate and achieved sum
rate which are much better than that of the DCA-assisted
DQL algorithm with the random initial state. Particularly, the
EDCA-assisted DQL algorithm with IP 1 and IP 2 require only
around 10 time steps to converge, but Algorithm 3 with srand

o

requires up to 100 time steps to converge to a lower achievable
sum rate. This can be explained as the EDCA-assisted DQL
algorithm starts from the UAVs’ positions which are very close
to the optimal locations. Thus, it needs a small number of
steps to reach the optimal solution. This again illustrates the
effectiveness of our proposed EDCA-assisted DQL algorithm
since the performance of the DRL method is very sensitive to
the choice of the initial state.

The DRL based algorithm can adapt the resource allocation
with time-varying channels since the agents (i.e. the UAVs)
interact with the network environment in each iteration to
get the states updated. Thus, the channel evolution is taken
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TABLE I
SIMULATION PARAMETERS

Parameters Notation Value Parameters Notation Value
Height of UAV H 150 meters Replay buffer capacity B 2000
Height of MBS H̄ 30 meters Started training time Tstart 2000

Communication range of UAV R 300 meters Training time Ttrain 4
Discount factor γ 0.97 Batch size N 48
Learning rate β 0.001 Maximum transmit power of MBS PMBS

max 45 dBm
Random action probability ε 1.0 to 0.05 Maximum transmit power of UAV PUAV

max 30 dBm
Target network update steps E 100 Noise power σ2

0 , σ2
n -120 dB
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Fig. 3. (a): The convergence of Algorithm 1 with three different initial points and two network settings;(b): The convergence of training phase for DCA-assisted
DQL algorithm and classical-QL algorithm with U = 2, 4 and K = 4.
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Fig. 4. (a): The convergence of DCA-assisted DQL algorithm with two values Rk,min = Rmin,∀k ∈ K, U = 2, K = 4; (b): The loss behavior of
DCA-assisted DQL algorithm with U = 4 and K = 4.

into account in each iteration so that the impact of channel
time-variation can be reduced. In our proposed DCA-assisted
DQL algorithm, at each time step t we need to run Algo-
rithm 1 to compute the reward. Therefore, it is best if the
proposed solution for the problem (Pt) can be solved quickly

so that the CSI error has minimal impact on the eventual
resource allocation solution. To assess the time sensitivity of
our proposed solution, in Fig. 5(b), we plot the cumulative
distribution function (CDF) of the sum UEs’ achievable rates
for Algorithm 1 when the channels are time-varying. The CDF
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Fig. 5. (a): The convergence of testing phases for EDCA-assisted DQL algorithm with two different initial points (IPs), e.g., seff
0 IP 1 and seff

0 IP 2, and
DCA-assisted DQL algorithm with random initial state srand

0 ; (b): Cumulative distribution function (CDF) of achievable sum rate according to the channel
error variance of 0.01 and 0.1, respectively. In these results, we consider U = 8, K = 12.

is obtained as follows. First, problem (Pt) is solved for given
CSI using Algorithm 1. The resulting sum rate is denoted as
expected sum achievable rate. Then, the obtained solution of
UAVs’ beamforming, UAV-UE association and MBS power
allocation is used to calculate the sum UEs’ rates for the new
set of CSI, which is deviated from the given CSI. Particularly,
the new channel realizations are generated by adding errors to
the given channel realizations. The channel errors are drawn
from a zero-mean Gaussian distribution with a variance of
0.01. As shown from Fig. 5(b), even if the CSI is outdated,
the achieved performance is not far from the expected sum
achievable rate. These results are positive in terms of the
solution’s time sensitivity.

B. Performance Comparison Between Our Proposed Algo-
rithms and Other Existing Algorithms

To compare our proposed DCA-assisted DQL algorithm to
other traditional convex approximation based solutions, we
consider the following three optimization approaches: 1) the
block coordinate descent and successive convex approximation
based optimization methods in [19], [20] are applied to solve
for UAVs’ positions, UAV-UE association and transmit power
allocation. Note that CSIs obtained from our DCA-assisted
DQL algorithm are used prior to the knowledge of UAVs’
positions for solving the problem in [19], [20]. The perfor-
mance obtained from these two methods serves as the upper
bounds for our proposed schema’s performance; 2) UAVs are
randomly placed and a beamforming technique, where cooper-
ative UAVs transmit signals to their served UEs simultaneously
in the same spectrum, is employed. Then, the beamforming
and UAV-UE association variables are optimized by applying
Algorithm 1. This scheme is named as random placement-
DCA; 3) To further reduce the computational complexity, we
employ the FDMA scheme where UAVs serve their UEs on
their equally allocated spectrum fraction, e.g., 1/K. Then,
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Fig. 6. Performance comparison between DCA-assisted DQL algorithm and
three optimization approaches, namely UAVs’ positions optimization, random
placement-DCA and random placement-FDMA, respectively vs number of
UEs K.

power allocation and UAV-UE association solution can be
obtained by applying the successive convex approximation
(SCA) method in [19] and [24]. This scheme is called random
placement-FDMA. In Fig. 6, when the number of users K
increases, the sum of UEs’ achievable rates increases and sat-
urates after some large K. As shown in Fig. 6, the performance
of our proposed algorithm is very close to that of UAVs’
positions optimization solution and outperforms other random
placement based algorithms. Moreover, although the random
placement-FDMA has lower computational complexity, its
performance is far worse than that of other algorithms using
beamforming technique.

In the next experiments, we further evaluate the performance
of our proposed algorithm. In particular, the following schemes
are compared:
• Proposed scheme: Joint UAVs’ positions, transmit beam-
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forming and UAV-UE association in the UAV cooper-
ation based system is considered, where our proposed
Enhanced DCA-assisted DQL algorithm is employed.

• Scheme A: Joint UAVs’ positions, transmit beamforming
and UAV-UE association design without UAV coopera-
tion in [19] is considered, where our proposed Enhanced
DCA-assisted DQL algorithm is applied. To express the
“no cooperation between UAVs”, we additionally impose
the constraint

∑
∀i∈U cik = 1, ∀k ∈ K into the opti-

mization problem. This scheme is included to understand
the value of UAV cooperation in our considered system
model.

• Scheme B: Joint UAVs’ positions, power control and
UE association without UAV cooperation is considered,
where the ESN algorithm in [19], [29], [33] is applied.
For power control design, we consider the transmit power
for each UAV i: p̂ik,t = [p̂1, p̂2, p̂3, p̂4] corresponding
to 4 different maximum transmit power levels such that
p̂1 = 1/4PUAV

i,max, p̂2 = 1/2PUAV
i,max, p̂3 = 3/4PUAV

i,max and
p̂4 = PUAV

i,max.
• Scheme C: UAVs’ positions and UAV-UE association

without UAV cooperation and fixed transmit power is
considered, where the algorithm in [34] is involved.

In Fig. 7(a), we show the performance of different schemes
versus the number of UAVs. In this setting, K is set to 12. It
can be seen that the sum UEs’ achievable rates of all schemes
increase when the number of UAVs increases. The reason is
that when more UAVs are deployed, more UEs can be served.
In addition, we observe that our proposed scheme outperforms
schemes A, B and C, which verifies the benefits of adopting
the UAVs’ cooperation in the considered system model. Par-
ticularly, our proposed scheme outperforms scheme B and C
up to 70 % and 67% for high number of UAVs, e.g., U = 10,
respectively. This is because when there are more UAVs, the
interference issue becomes worse in scheme B and C than
our scheme due to no UAVs’ cooperation and interference
management.. In addition, scheme A outperforms schemes
B and C, which illustrates the effectiveness of the proposed
DCA-assisted DQL algorithm compared to the ESN algorithm
in [19], [29], [33]. This also demonstrates that choosing a
fixed number of transmit power levels in the ESN algorithm
yields lower performance compared to our proposed DCA-
assisted DQL algorithm for solving the transmit beamforming
optimization.

Fig. 7(b) demonstrates the impact of UAV communication
range R on the sum UEs’ achievable rates for our proposed
scheme and schemes A, B and C. In this figure, we set U = 8
and K = 12. It is clear that the sum UEs’ achievable rates
of all schemes increase with R. This is because a larger
communication range allows more UEs to be served and
subsequently increases the sum UEs’ achievable rates. It is
worth mentioning that when R becomes sufficiently large, the
performance gaps between our proposed scheme and schemes
A, B and C are more profound. This is because more UEs can
be served by coordinated UAVs as each UAV’s coverage area
overlaps with its neighbors. This leads to larger cooperative
gains and increases the sum UEs’ achievable rates in the

proposed scheme. This again proves the advantages of our
proposed method over the others.

In Fig. 7(c), we illustrate the impact of fronthaul rate
constraints in the considered UAVs-assisted wireless networks.
Particularly, we show the sum UEs’ achievable rates with
respect to PUAV

max for PMBS
max = 43 and 53 dBm. We again

observe that when PUAV
max increases, the sum UEs’ achievable

rates of all schemes increase and saturate at the high regime
of PUAV

max , where the proposed scheme always outperforms
schemes A, B and C. It is clear that, when PUAV

max is high,
the UAVs can allocate more power to increase the UEs’ rate.
Moreover, as explained earlier, with UAVs’ cooperation, the
system can achieve higher cooperative gains, as shown by the
remarkable gaps between the proposed scheme and the “no
UAV cooperation” schemes A, B and C. In addition, limiting
the transmit power to a few discrete levels in scheme B or
assigning a fixed transmit power to UAVs as done in scheme
C will reduce the flexibility of power allocation and cannot
attain the optimal transmit power solution. This decreases
the sum UEs’ achievable rates performance compared to our
proposed DCA-assisted DQL algorithm. Another observation
is that when PUAV

max is significantly high, UAVs do not allocate
all of their available powers to the served UEs due to the
bottleneck of the fronthaul capacity in (16). This results in
a saturation of sum UEs’ achievable rates in all schemes.
Besides, the higher PMBS

max is, the higher sum UEs’ achievable
rates can be obtained. This can be explained as when PMBS

max

increases, the MBS can allocate more power to increase the
fronthaul rate, which in turn allows UAVs to allocate more
power to their served UEs. Again, this corroborates the impact
of the fronthaul rate capacity on the performance of UAV-
assisted wireless networks as well as the improvement of our
proposed scheme compared to the others.

Table II shows the computational complexity and signal
overhead comparisons between our proposed algorithm and
the others. It can be seen that our proposed algorithm re-
quires lower computational complexity and signal overhead
than that in [19]. Moreover, the computational complexity
of other deep RL algorithms in [29], [33] is smaller than
that of our proposed DCA-assisted DQL algorithm since the
proposed DCA-assisted DQL algorithm needs to perform the
optimization algorithm (e.g., Algorithm 1) inside. However,
overhead signaling of our proposed algorithm is much less
than that in [29] and [33] because UAVs do not have to
exchange their information to each other. It is important to
emphasize that our proposed DCA-assisted DQL algorithm
outperforms other deep RL algorithms in [19], [29], [33] in
terms of the sum achievable rates as shown in Fig. 7(a), 7(b),
and 7(c).

V. CONCLUSION

We have investigated a joint design of UAVs’ positions and
resource allocation in the downlink of a multi-UAV-assisted
wireless network where cooperative UAVs are considered.
Specifically, we have jointly optimized the radio resource
allocation at UAVs and the MBS along with UAVs’ positions
to maximize the sum UEs’ achievable rates. To overcome
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Fig. 7. (a): Performance comparison of different schemes vs number of UAVs; (b): Performance comparison of different schemes when varying the UAV
communication range R; (c): Performance comparison of different schemes vs PUAV

max with PMBS
max = 43, 53 dBm. In these results, we consider U= 8 and

K = 12.

TABLE II
COMPLEXITY AND OVERHEAD COMPARISON

Schemes UAVs cooperation Computational Complexity Signal overhead
Our scheme Yes O(log 1

ε
LU3.5K3.5 +N + |θ|) ρ(UK + U)

[19] No O(2KUNK2U2N2) ρK(U − 1)UN
[29] No O(nU + U + U) ρ(3U +OU + SU)(U − 1)
[33] No O(U |S||A|) ρ|S||A|(U − 1)U

the difficulties of solving the problem pertaining to the non-
convexity and the CSI unavailability, we have proposed a
novel method based on the deep reinforcement Q-learning
framework in combination with a DCA based optimization
technique to jointly solve for the UAV’s positions and radio
resource solution. By exploiting the historical CSI to calculate
the long-term sum achievable rate of the network, we have also
derived an efficient initial state which can improve the con-
vergence speed of the proposed DCA-assisted DQL algorithm.
Numerical results have showed that our proposed algorithm
outperforms other known designs which aim at optimizing the
network performance without using cooperative UAVs.
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APPENDIX

Problem (17) is an MINLP, which is generally NP-hard in
the sense that we normally have to search over all possibilities
of the integer variables to find an optimal solution. Here, we
prove that (17) is NP-hard even when binary variable c, UAVs’
positions u are held fixed. For given binary variable c and
UAVs’ positions u, (17) is reduced to

maximize
w,p,λ

∑
k∈K

RAtG
k (w,u) (45a)

subject to (8); (12); (13); (14); (16); (17b). (45b)

We further fix the MBS power allocation p to simplify (45)
as

maximize
w,λ

∑
k∈K

RAtG
k (w,u) (46a)

subject to (12); (13); (14); (16); (17b) (46b)
where the left hand side of constraint (16) is now a constant.
We remark that (46) is nothing but the sum rate maximization
problem for spectrum management which was proved to be
NP-hard in [43] based on a polynomial time reduction from
the maximum independent set problem. This completes our
proof.
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