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Abstract

.-\utonomous robotic operation in an unstructured or partially known en,·ironment

requires sensing and sensor-based control. To overcome the problems with CUITent

-eye-in-hand" systems. miniature amplitude-based. infra-red proximity sensors are

being studied. Obtaining position and velocity estimates of a rigid body with these

sensors is a non-linear parameter and state estimation problem. Amang the methods

examined in simulation. Extended Kalman Filtering (EKF) was selected for imple­

mentation. A novel approach for abject localization was de,-eloped in which the objecr

geometry is known. sensing is performed by a proximity sensing network (PS~ J and

the object"s unknown reffective properties are estimated on-Hne. The method has

been tested extensi\-ely in simulation and experiments in which a target object's pla­

nar position and \-elocity were successfully estimated. Ta the author's knowledge this

is the tirst time amplitude based infra-red sensors have been used ta estimate a rigid

body's unknown trajectory.
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Résumé

en robot doit utiliser une commande à base de capteurs pour exécuter des tâches

autonommes dans un en\-ironnement non-structuré. Pour é,oiter les problèmes a5sociés

a,·ec les systèmes "caméra-en-mainO" d"aujourdohui. des mini-capteurs dïntensité de

lumière infra-rouge sont étudiés, Obtenir la position et la ,·itesse d"un objet avec ces

capteurs est un problème d'estimation non-linéaire de paramètres et d"états. Parmi les

méthodes cl°estimation examinées en simulation" celle choisie pour application fût le

filtre Kalman étendu (EKF). Cne nouvelle méthode a été dé,oeloppé où nous utilisons

un résau de capteurs de proximité (PS)."') pour estimer la position, la ,°itesse et les

proprietés de surface d"un objet dont la géométrie est connue. Des expériments où r

estimation fût accompli pour un objet manoeuvrant en 2D démontrent la practicabilité

du système, ALLX conaissances de rauteur. ce fût la première fOLx que des capteurs

pareils sont utilisés pour identifier la trajectoire inconnue cl"un objet.
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Chapter 1

Introduction

Object Localization

The determination of an abject ~s location is basic to human interaction with the ever­

changing outside world. The acquisition of this knowledge is necessarily sensor-based.

Research in systems which mimic human object localization capabilities has produced

such technologies as sonar~ radar and forward-Iooking infra-red (FL-IR). These sensors

have achieved extremely high levels of sophistication. Systems incorporating satellite

mounted sensors are now capable of tracking maneuvering air and ground targets at

the horizon and beyond. These systems are often composed of several independent

sub-systems whose data streams must be fused ta provide a single accurate estimate

[13]. A typical example is depicted in Fig. Li.

For robots to operate autonomously in unstructured environments~ they must be

provided with similar capabilities. abject recognition is a well established field of

study [21]. Typical systems have one or several overhead cameras and/or laser-range

finders which act in unison ta provide the robot with a model of its environment [l~ 2].

Large vehicle tracking systems and smaller robotic systems are similar in many

respects and thus suffer from the same problems. Of these~ one of the most important

is that! to acquire useful information~ the object must be in view of the sensors: the

1
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Figure 1.1: Tracking a free flying object with a multi-platform sensor network.

sensor's view must not be occluded by another object. For vehicle tracking systems.

the approach has been to provide the sensor \Vith an increasingly global point of view.

The Airborne \Varnings And Control Systems (A\VACS) systems and satellites shown

in Fig. 1.1 are examples of this. For robotic manipulators~ "camera-in-hand" systems

have been introduced to minimize the impact of occlusion. However. attaching directly

to the end-effector is problematic due to space limitations and increased manipulator

torque demands. Furthermore~since the camera is often attached to the link preceding

the end-effector, it may still he occluded by the end-effector itself.

Infra-red Proximity Sensing

To avoid occlusion, proximity sensors could he embedded directly within the surface

of the end-effector. This requires sensors which are small and light. Active infra-recl

sensors satisfy these conditions since miniature infra-red emitters and receivers are
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available in diameters as snlall as 1.57mm [17J.

Proximity sensing \Vith such electro-optieal sensors can be performed with one of

three methods: triangulation [20, 31J, difference of phase [28, 32J or received signal

amplitude [5, 23, 27J. Of the three. only the amplitude-based scheme can be pack­

aged small enough and retain a reasonable sensing range. .-\.mplitude-based infra-red

sensors with a head diameter of 5mm and a range of ~ 15cm are available commer­

cially but are not suitable for multiplexed proximity sensing networks [16J. \Vork is

underway to produce an equivalent sensor \Vith greater range and the multiplexing

circuitry necessary for networked operation [12J.

vVide-spread use of amplitude-based infra-red sensors in robotic applications has

been hindered by the difficulties associated with their use. They are vulnerable to

ambient light conditions; this can be eliminated with proper modulation [5]. They

are also subject to cross-talk if a system has more than one sensor: this can be

mitigated with proper multiplexing [11 J. By far the greatest shortcoming of these

sensors is their non-linear dependence on not only sensor-object distance but on the

angle of incidence between sensor beam and the object 's surface as weIl as the objeces

reflective properties (color, smoothness, collectively known as the reflectance gain)

[15, 21J. Since the output is a function of three independent variables (object-sensor

distance, object-sensor line-of-sight angle and object surface properties), aIl three

must be estimated for any one to be measured.

Because of these difficulties, sorne research has been done in using the sensor output

in a qualitative fashion, ie. using the magnitude of the sensor output as a measure of

abject "closeness~'. This approach has been implemented to perform obstacle avoid­

ance [Il], and autamated robotie grasping [151.

Research has thus far concentrated on solving sub-problems of amplitude-based

sensing by imposing restrictions on the object 's motion, geometry or both.

:\. single proximity sensor was used to estimate surface properties and the one

dimensional sensor-target distance in [151. The estimation \Vas performed as the
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sensor was moved towards planar surface at a known velocity.

In [22], an end-effector equipped \vith three sensors \Vas used to estimate the angle

between it and a planar surface. For this experiment the object surface properties

\Vere presumed known and the sensor output was assumed to be independent of the

angle between the sensor's line-of-sight and the target surface. Angle independence

\Vas made valid by restricting the angle between the end-effector and the target surface

ta less than 25°.

In further experiments [23), a single sensor was used to estimate the sensor-target

distance of a moving surface with unknown surface properties. The sensor output 's

dependence on the angle between the sensor's line-of-sight and the target surface \Vas

again assumed negligible.

Sensor Fusion

Tracking an object \Vith any sensor, be it radar or an amplitude-based proximity

sensor. requires a model of the relationship between the targefs kinematic states

and the sensor's output voltage. This modei is often non-linear and thus estimation

schemes which can handle such models must be employed. The estimation scheme

should also acconlmodate multiple sensors. A network composed of multiple sensors

provides redundancy in case of failure, minimizes the occurance of occlusion as weIl

as increases the robustness of the state estimation by providing additionai constraint

equations [14, 35].

The study of how to assimilate and reason \Vith data from disparate sources to

produce the best estimate of the state of a system is collectively known as sensor

fusion [26]. Although sensor fusion cao be the study of how to fuse data from different

types of sensors (eg. sonar and radar), it can aiso be the study of how to fuse the

data streams from many similar sensors. This work is primarily concerned with the

latter. From this body of knowledge, t\Vo state estimation schemes are especially

suited for object localization. The first, batch estimation, fits sensed data ta the sensor
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model in a least squares sense. Although primarily intended for parameter estimation.

the method has been adapted to perform state estimation [7]. The second~ Kalman

filtering and its derivatives (extended Kalman filtering and iterated extended Kalman

filtering), is one of the most popular state estimation schemes [3. 8. 6. 9. 18. 30~ 34].

This is due largely to its computationally inexpensive formulation but also to its many

design variables and thus configurability.

Author's Contribution

Although research on using amplitude-based infra-red proximity sensors has a long

history. estimating a non-planar objecfs position and velocity moving along an un­

known trajectory with these sensors is new. Of all the assumptions made in previous

experiments. one that seems to have been overlooked is assuming a known geometry

for the object. l have shown that by knowing the object geometry and using a network

composed of amplitude-based infra-red proximity sensors. an extended Kalman filter

can be derived to perform object localization. Furthermore. 1 sho\\" simultaneous es­

timation of the objecfs reflectance properties. Sinlulations and experiments in which

a maneuvering target object is acquired and tracked by the system demonstrate the

effectiveness of this approach.

Organization of the Thesis

The thesis has the foIlowing structure. The state estimation problem is presented for­

maIly in Chapter 2 and the four approaches are examined in simulation and discussed.

In Chapter 3~ the proximity sensor network for which the estimation scheme is being

constructed is described. Chapter 4 describes in detail the extended Kalman filter

implemented to perform the sensor fusion for the proximity sensor network (PS:\).

The experiments and their resuIts are presented in Chapter 5. A summary as weIl as

an outline of possible avenues for future work are given in Chapter 6.
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Chapter 2

Dynamic Object Localization

\\·e wish to estimate the position and velocity of a free-flying. maneu\'ering object

using infra-red sensing. The situation is depicted below in Fig. 2.1.

~ ~,
1 1 1

( l' \

! 1 i

I\~

Figure 2.1: Localization of an arbitrary abject. Position. q. and velocity. q. are es­

timated with respect to end-effeetor-fixed coordinates. G. The i sensors. each having

local coordinate axes~ Si ~ may be positioned and oriented arbitrarily orer the surface

of the end-effector. Object orientation is quantified using target fixed coordinates C.

In general. object localization in this manner is a difficult problem. In order to

build an estimation scheme. a relationship between the object's kinematic states and

the measured output must he obtained. This relationship. being a function of the

6
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object ~s geometry~ may be complex or even impossible to derive. Furthermore. as the

complexity of the object increases, additional parameters must be estimated.

To render the problem tractable~ the crucial assumption was made that the ge­

ometry of the object to be tracked is known. :\.lthough this may appear to be very

restrictive~ in reality it is quite valida In many industrial tasks~ the geometries of the

objects to be manipulated are well defined and known. .-\dditionally~ although the

geometry must be specified prior to the state estimation sequence. a rudimentary ab­

ject recognition phase can be performed by the sensing network prior ta tracking. .-\

limited form of object recognition can be accomplished concurrently \vith our object

localization as described in Sec. 5.2.3.

2.1 System Formulation

The dynamic system model is:

x=.-!x+Bu+v (2.1 )

The state vector! x! contains the abject states as weIl as any parameters we may

wish to estimate. A and B are the system and input matrices. respectively. The input

vector. u, is used to introduce any known inputs to the object dynamics. :\"ote that

u is zero for a free floating object. .\Iodel noise. v. allows for unmodelled dynamics.

Tts statistics are system specifie.

The system is being sensed by n sensors. The ith sensor is modelled as:

(2.2)

(

The relationships~ hi! between the state vector x and the sensed output. Yi. for

each of the n sensors is non-lïnear and eorrupted by noise! U'i ~ whose statisties are

also sensor specifie.

The traeking problem is therefore how to estimate the state veetor. x. whose evo­

lution in time is modelled by (2.1) and being observed by n sensors modelled by

(2.2).
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2.2 Estimation Schemes

8

.(

Four methods \vere examined in simulation ta perform the estimation: Batch. Kalman

Filtering (KF). Extended Kalman Filtering (EKF) and Iterated Extended Kalman

Filtering (IEKF).

2.2.1 Batch Estimation

Standard non-lînear parameter estimation schemes can be used to estimate time­

varying states. The one examined was recursive least squares (RLS). The algorithm

used to perform the RLS was a boxed routine available as part of the mathematical

modelling package used for the simulations. The advantages of using the packaged

routine were that it \Vas error-free and thus the time to develop the simulation was

reduced. This allowed more time to examine its performance vis-a-vis the case in

point.

The RLS method minimizes an error function 9 with respect to the states x. For

object localization the error function is:

k

g(x) = 2:(h(x) _ y)2
t= l

(2.3 )

where h(·) is the non-finear sensor model. y is the measured value and k is the number

of measurements. To accommodate time-varying object positions we estimate locally

the initial conditions and a constant velocity as parameters:

x = X o + lx Ï=O (2..1)

(

The primary advantage \Vith this method is its simplicity. Little time \Vas needed

to produce simulations for batch estimation since only the error function had to be

written. The actual RLS function was available as part of the mathematics software

package used for the simulations [37J.

There were~ however~ two important disadvantages with batch estimation. First. it

was too computationally intensive and thus too slow to implement in real-time. This
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computational overhead is due ta the structure of the estimation scheme. For aH es­

timation schemes, the computation time increases \Vith the number of measurements~

k used in the routine. This number can be increased by either increasing the number

of sensors or, in the case of the RLS, retain past sets of measurements. The minimum

k would be equal ta the number of states, ie. a system of k equations for k unknowns.

However. due ta sensor noise~ unmodeHed dynamics and other sources of error. the

number of measurements must he significantly larger. Second, the simplicity of (2.3)

is misleading. Ta obtain even marginally acceptable resuIts, the measurements, y~

should be weighted: measurements from accurate sensors more than inaccurate ones~

newest data more than old, etc. Proper assignment of these weights is non-trivial and

has been adressed [36].

2.2.2 Kalman Filter

The Kalman filter is based on the assumption that an estimate of the system's next

state can be obtained by combining a prediction of the system 's state and the newest

received measurement data such that the increase in the estimated covariance of the

states is minimized. A full annotated derivation is given in Appendix B.

The Kalman Filter (KF) requires both state and measurement models to be linear.

Since the measurement model (2.2) is non-linear, this method must be rejected. It is

described~ however, as the next two methods are derived from it.

There are several advantages to using a Kalman filter. First, the filter equations

are simple matrix equations in which the most computationally expensive operation

is inverting an n x n matrix. Since n is the number of sensors, which is often less than

the number of states, this is an improvement over the batch method as processing

time is reduced. ~Ioreover, the model and sensor noise statistics appear in the filter

equations explicitly as the covariance matrices, Q and R, respectively. Investigation

into the effects of varying the elements of these matrices independently could proceed

in a more structured manner than for the RLS method. For example, the weight
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assigned to the velocity estimates could be altered independently from the position

estimates providing insight into their relationship within the estimation scheme. This

contrasts with the batch method where aU the noise characteristics must be included

in a single~ composite weight for each state.

2.2.3 Extended Kalman Filter

Even though the measurement model (2.2) is non-linear. it can be used in the Kalman

tilter after linearization. A Kalman tilter which employs linearized measurement mod­

els is called an Extended Kalman Filter (EKF). The linearization is a first order Taylor

expansion of the measurement equation:

(') -)_ . .J

(2.6)
( where

Hi = [ahi(X)]
aXj

is the Jacobian of the non-lînear measurement function~hi(xL of the ith sensor. \Yhen

the system has more than one sensor they are stacked into a single matrix equation.

y = H8x+v. (2.7)

{

This linearized measurement equation may now be used rn the derivation of the

extended Kalman filter. See the complete derivation of the EKF in Appendix B

Sec. B.2.

The extended Kalman filter has aIl of the advantages of the Kalman tilter while

accommodating non-linear measurement models. This ftexibility cornes at a cost

however~ the linearization may introduce numerical errors into the state estimates.
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2.. 2 .. 4 Iterated Extended Kalman Filter
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Asjust mentioned~ use of the Jacobian of the measurement model may cause numerical

errors in the estimates. These errors may be significant depending on the curvature of

the measurement function [6]. Iterated Extended Kalman Filtering (IEKF) minimizes

this error by performing local iterations between measurements to improve the value of

the .Jacobian. The reasoning is as follows. In the EKF, the Jacobian, H, is evaluated

with the last estimate of the states, ie. linearization is performed about the last

estimate. It is then used ta calculate the newest estimates. Since the new estimates

are an improvement over the old ones (the filter would be diverging othenvise) these

new estimates can be used to produce an improved Jacobian. This new Jacobian can

then be used to reprocess the old data to increase the accuracy of the states. This is

repeated until subsequent values of the states differ by less than a preset tolerance.

The IEKF is derived in Appendix B Sec. B.3.

The advantage of this method is obvious; by reducing the effects of numerical errors.

a more efficient filter is obtained. This improvement cornes at the cost of increased

processing time required by the local iterations.

2.3 EKF vs. IEKF

Prior to implementation, a choice had be be made between the EKF and IEKF. In

simulation both methods gave equivalent results. Convergence was slightly faster

with the IEKF but only when the simulated noise levels \Vere unrealistically low.

Because the gains accrued using the IEKF were not large enough to justify it 's longer

processing time, the EKF was chosen for final implementation.
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Chapter 3

The Proximity Sensor Network

To perform aCCllrate and robust abject locaIization~a network of proximity sensors is

necessary. :\. network composed exclusively of amplitude-based infra-red sensors was

developed specifically for this task in a campanion Nlasters of Engineering thesis [12}

is described in Sec. 3.1. The first step after the construction of the sensors was their

characterization. described in Sec. 3.2.

3.1 Sensor Hardware

The sensors and their associated circllitry were designed to conform to the following

specifications:

• range of 0 - 100mm

• single-valued function in operational range

• ambient light rejection

• head diameter Jess than 7mm

• muJtiplexed sensor operation

• sensor scan less than 2ms

12
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A commercial sensor was found whose range, ambient light rejection and diame­

ter were suitable [16], but it did not support fast switched operation necessary for

multiplexing.

One of the sensors developed is shown in Fig. 3.1 without its protective casing.

Figure 3.1: Miniature infra-red proximity sensor.

3.2 Sensor Characterization

(

The output voltage of an active infra-red sensor is a function of not only object

distance, d, but also of the local surface angle, B~ the reflectance gain. À. and local

surface curvature. Object features were assumed to be large compared to the sensors

and thus the effect of local surface curvature was neglected.

The sensors were characterized by experiment: sensor output voltage was recorded

while a white paper covered cylindrical object, 60mm in diameter, whose longitudinal

a..xis was perpendicular to the sensor's line-of-sight, \Vas moved in front of the sensor.

For every reading, the Cartesian coordinates of the center of the abject were used ta

calculate the sensor-target distance, d, and the object surface angle, B.

A typical raw data set is presented as a surface plot in Fig. 3.2.

The data obtained was used to establish the sensor model to be used in the extended
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Figure 3.2: Proximity sensor output voltage vs. abject angle, () and sensor-target

distance, d.
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Kalman filter. Two avenues for constructing this model were pursued. At first. an

analytical model \Vas used but when this proved unsatisfactory~ a Dumerical model

had to be used. Both avenues are now discussed.

3.2.1 Analytical Formulation

In simulation~ an analytical formulation was used for the sensor mode!. At first. as

there \Vas no actual sensor data for comparison~ the following equation \Vas used:

,\
h :=; rF cas( fJ) (3.1 )

(

The relationship between sensor output~ h~ (which is proportional ta the intensity

of the received infra-red light reflected by the object) and sensor-target distance~ d.

is the weIl known inverse square law [15. 2L 23J. The angle dependence relationship

was obtained by assuming the object's surface was Lambertian [19~ 21]. Finally~

the surface properties of the object (color, texture~ finish) were lumped into a single

'~reflectance gain~' as in [15, 23].

Once the sensors were built and the calibration experiment canducted. (3.1) was

used as the functional form ta which the data \Vas fit using a least squares parameter

identification scheme. The parametrized sensor model was:

(3.2)

{

The i subscript refers to the ith sensor in the network. In general~ each sensor would

have its awn model but since aIl the sensors in the PSN are infra-red sensors. their

structures are identical and only their parameters (i31.i~ {32,i, ,83,i' J34.d differ. The fact

that the parameters differ between sensors is due to variations in the sensor heads, in

turn caused by our current manual production method. Eventually~ aIl sensors will

be characterized by the same h(·).

Note that while [23] assumes that surface angle dependence is negligible, Fig. 3.2

shows that this was Dot the case with our sensors as there is a definite attenuatioD of
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(

the output signal with increasing angle. These findings agree with other researchers'

findings and and the theoretical development found in [15].

The parameters 31.2.3.4 were determined by fitting (3.2) to experimental data using

recursive least squares (RLS). Due to the large variability between the output ranges

of the different sensors (minimum range lA volts. maximum range 3.3 volts) which

were to make up the PS~. each was calibrated independently. Since the overall shape

of each sensor~s output curve was the same. each sensor~s output was scaled in software

to a range of 0 - 3.5 \'olts prior to use in the parameter identification routine. The

scaling and offset values for each sensor were saved for use in the filter. The relation

(3.2) fit each sensor~s data with a maximum root mean square (R~IS) error of less

than 6m\ 0.

Cnfortunately. R~IS error is a good indicator of model fit only if errors are due to

gaussian noise [33}. E\'en though our R~IS error was smal!. the surface plot of the

error between measured data and the fit surface vs. object angle and sensor-target

distance in Fig. 3.3 show that significant systematic errors existed. The lobes ta

either side of () = 00 suggests that the angle dependence isn't modelled correctly by

the cosine function. The error is due to the fact that our model assumes an incident

light beam painting a point on the sensed object whereas. in reality. the sensor emits

a cone and thus paints a circle on the object. The geometry in\"oh"ed in determining

ho\\" much of that circle is refiected back to the sensor's receiyer is complex [1.5].

3.2.2 Numerical Formulation

Acknowledging the presence of systematic errors raised the question of whether further

theoretical analysis should be performed in hopes of producing a more faithful model

or to forego the analytical model and resort to a numerical characterization. It was

decided to follow the latter to keep the focus of the research on producing a working

system.

The sensor model now takes the form of tabulated data and is eyaluated by 2D linear
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Figure 3.3: Analytical formulation for the measurement model: raw data from charac­

terization run (left)~ surface plot of model (middle). Surface plot of errOT (in percent

of current value) between model and Experimental data (right). note the lobes to both

sides of () = 00
.

interpolation. The process to produce an array suitable for table lookup inyol\"ed two

steps. First. an interpolation scheme was used to produce a regularly spaced matrix

from the irregular \"ectors of sampled data. The resulting t x d matrix mapped rows

ta increments of lOin () and Imm in distance~ d. Drawing upon image processing

techniques. the data was then smoothed by convolving it with the following mask. .\1:

1 2 1

JI = 2 -! 2

1 2 1

(3.3)

{

and dividing the value of each element by 16~ the SUffi of the elements in the mask.

The resulting array was then stored for use in the filter. These steps were aIl per­

formed using functions available in the mathernatical software package used for the

simulations [37].

It should be noted that~ from a computation stand point. tabulating the function

should have been the method to adopt from the start as it reduces computation time l
.

This is of prime importance since the goal was implementation in real-time.

1To evaluate the analytical model (3.2) 4 multiplications. 1 addition and 2 function calls (cosine

and exponential) are needed. This is replaced with three linear interpolations which onlY require 4

additions! 1 division and 1 multiplication~ each.
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{

(

A second set of data. obtained in the same fashion as the data used to create

the table~ \Vas used for validating the table. The error between the output voltage

of the new data set and the output obtained from the table evaluated at the same

coordinates \Vas plotted to verify that the systematic errors had been eliminated. The

covariance of this error \Vas calculated and saved as it \Vas required for implementing

the extended Kalman filter.
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Chapter 4

Data Fusion for the Proximity

Sensor Network

( 4.1 übject Model

{

4.1.1 Geometry

As discussed in Chapter 2~ the complexity of the filter depends to a large extent on

the abject:s geometry. For simplicity: the object selected for localization \Vas a circle

which does not require the estimation of orientation. As can be seen in Fig. --l.l. the

relationship between the sensed distance~ di~ the local surface angle, Bi: and the center

coordinates of the circle~ (Xl.i~ x2,d, will be identical for each of the n sensors. The

circle was also chosen because the task for which the PSN system was being developed

was robotie grasping. Since many "grippable:: abjects, especially for anthropomorphic

robot hands~ are cylindrical in shape~ using the simplest 2D projection of a cylinder

seemed a natural starting point.

19
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X., .
-.1

di

Xl,j

Figure 4.1: Sensor i viewing object. Sensor output is a function of di and Bi and the

abject surface properties, À. The sensor model must relate these variables to the states

of interest, (Xl,i, x2,d·

4.1.2 Dynamic Model

The object 's dynamic equation was given in (2.1). Since the filter will be implemented

in discrete time, that equation, discretized, is:

(-1.1 )

where Xk is the state vector at step, k and we have added the vector m which

captures known displacement of the manipulator. For the circ1e, the state vector is

arranged as follows:

(-1.2)

(

where Xj and Xj are the components of position of the center of the circle and their

derivatives, respectively. vVe are estimating the albedo parameter À on-Hne and ap­

pend it to the state vector, assuming it has no dynamics, Àk+l = Àk + Vk.
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The state transition matrL"{! <I> 1 is defined as:

(4.3)

(

1 0 T 0 0

0 1 0 T 0

<I> - 0 0 1 0 0 (4.4)

0 0 0 1 0

0 a 0 0 1

(4.5)

vVe assume we have no knowledge about the system inputs. u! and therefore set

Uk = O. Thus accelerations are modelled as disturbances. Finally! the abject model

noise, v, is assumed stationary and Gaussian. Furthermore, it is not correlated in

time and therefore does not have a k subscript:

(4.6)

where Q is the system covariance matrix and 6kl is the Kronecker delta.

4.2 Sensor Model

The measurement model (2.2) is composed of n non-linear equations. or n look-up

tables! where n is the number of sensors acquiring valid data. The non-linear rela­

tionship, h i (·), is a function of di, Bi and ,.\ which must he evaluated from the state

variables x. From the geometry in Fig. 4.1, the following kinematic relations are

drawn:

(
. (Xl,i)asln -

r

X2.i - r cos(Bd·

(4.7)

(4.8)
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The sensor noise. w~ was characterized as described in Sec. 3.2 and therefore.

(4.9)

(

where the elements on the diagonal of the measurement covariance matrix! R. are

equal to the experimentally obtained sensor covariances.

4.3 Calculating the Jacobian

The final step before using the extended Kalman filter is to obtain the .Jacobian. H

of the rneasurement function~ h, with respect to the state vector in end-effector-Iocal

coordinates, Gx . :\.S described at the end of the previous section, hi, is a function of di

and Bi which are in turn functions of the object state in the ith sensor-Iocal coordinate

system~ SiX. Furthermore. SiX is related to Gx through a coordinate transformation.

Since we are considering only a planar scenario. this transformation is

cos Qi - SIn Qi Six
Sil: sin Qi SiyC= cos Qi

0 0 1

(4.10)

where Qi is the angle between the x-axis of the end-effector and sensor coordinate

systems. and Six, Si y are the components of the distance between the origins of the

two coordinate systems.

Thus! the Jacobian with respect to C x can be derived by applying the chain rule.

(-tII)

(

The functional forms of the three terms can be found in :\.ppendix A where the

Jacobian is derived. Note that for the analytical formulation of the sensor model

the first term in the Jacobian has an analytical forme For the numerical formulation

the first term must be obtained from the look-up table. The partial derivatives of

the function \Vith respect to d and {} were obtained numerically and stored in two
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additional tables. The partial \Vith respect to À is simply the original function divided

by the latest estimate for À.

4.4 An Extended Kalman Filter for the Proximity

Sensor Network

The EKF equations are presented below:

Prediction

(

Xk+ llk = <I>Xk

Pk+11k <I>Pk<I>T + Q

Update

Xk+llk+1 Xk+llk + K[Yk+l - h(Xk+llk)]

Pk+llk+l - [1 - K Hk+dPk+llk[1 - K Hk+d
T + K RKT

the Kalman gain is defined as~

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)

(

The subscripts are in standard conditional probability notation. Conditional prob­

ability and other statistical concepts are covered in any statistics textbook. ego [29J.

4.5 Filter Implementation Issues

From the extensive simulations performed, several issues were raised and handled

prior to experimentation.

4.5.1 State Vector Initialization

Although in simulation the initial values for the states, xo, can be set arbitrarily near

or far from the actual values, in practice this cannat be done. Thus~ a method ta
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initialize the states had to be devised.

The method adopted was a purely geometric one: at initialization~each sensor was

checked to see if it was acquiring valid data. The lines of sight of those sensors which

were valid were used to approximate the object's initial location. .-\ graphical view of

the method is given in Fig. 4.2.

{
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(

Figure 4.2: initialization procedure: from left to right examples of two. three and fouT

point initialization.

Single sensor initialization was not implemented since this would lead to an unob­

servable system. Observability is discussed in Sec. -1.5.5. The velocities were always

initialized to zero and the reflectance gain to one.

4.5.2 Model Covariance Matrix Initialization

A more difficult problem was initializing the model covariance matrix~ Q. This matrix

greatly affects the speed of convergence and steady state noise of the state estimates.

Theoretically, the Q matrix is a measure of the system model noise and is therefore

used to account for unmodelled plant dynamics. Alternatively~ the Q matrix can be

thought of as a measure of the confidence the filter has in its estimation of each state.

Thus large values in Q indicate that the confidence is low. ~Iathematically! large

values weigh that state's estimation so that it is more sensitive to measurement data.
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Since Q is an input to the filteL its elements can be designed to produce specifie

filter behaviour. The Q matrix for the PSN \Vas designed as follows.

Since only the positions and the reflectance gain appear in the measurement equa­

tion! these are assigned higher confidence than that which is assigned to the velocities.

Assigning low confidence to the velocity estimates has a positive side-effect. Since the

accelerations are not being estimated. uncertainty in the velocities allows the object

to maneuver without causing the filter to diverge. The drawback of assigning greater

uncertainty to the velocity is that its estimate will be noisy even after the filter has

converged. This will make it difficult ta trust the velocity estimates for use in a control

algorithme Appropriate low-pass filtering can be used to smooth the velocity~ how­

eveL since the estimate is reacting to sensor noise~ not accelerations. A comparison

between two filters with different Q!s is made in Fig. 5.6 with experimental data.

4.5.3 State Covariance Matrix Behaviour

The state covariance matrix. P. performs a similar function to that of the model

covariance matri.x. Q: it weighs the state estimates by their uncertainty. It is therefore

initialized in the same way as Q.

The P matrix can be used to measure the progress of the filter~s performance..-\s

the fiiter converges. its elements tend towards zero. Since the diagonal elements are

the covariances of the estimated states. the trace of P is comnlonly used to determine

filter convergence.

.-\. final note on the P matrix. Sinee the calculation of the Kalman gain involves an

inverse! numerical stability issues arise. .-\.s the P matrix forms the core of the matrix

that is inverted~ if it is badly conditioned! numerical errors may cause the fil ter to

diverge. For this reason~ the condition number of the P matrix provides an indication

of the numerical stability of the filter.
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4.5.4 State Covariance Resetting

\Vhen a Kalman filter (EKF or IEKF as weIl) converges. there is a danger that the

state covariance matrix, P, will become 50 small that the filter ignores new measure­

ments. Recalling the discussion in Sec. 4.5.2, this is equivalent to assigning a weight of

zero to a state's estimate. This effect can be seen by examining the filter equations. If

the state covariance matrix tends towards zero so does the Kalman gain (4.16). Thus.

the measurements' contribution to the state update equation (4.14) is zero.

'Vanishing covariance occurs when the object to be located by the PS:\" is station­

ary or moving \Vith constant velocity for extended periods of time. This cOllld be

catastrophic if the object suddenly accelerated since the filter would not be able to

respond and would diverge. To prevent this. the trace of the covariance matrix is

checked against an arbitrary minimum and, if it is below, reset to its initial value [30J.

4.5.5 Observability Analysis

Since the extended Kalman filter acts as an observer. observability theory \Vas used

to analyze the system. The observability matrix for the PS:\ system is:

H

Hep

LJ = Hep2

Hep3

Hep"

(-1. 17)

(

where H and <I> are the Jacobian and state transition matrices~ respectively.

Observability theory states that if the rank of LJ is less than the number states

being observed, the system is unobservable [3]. Since the Jacobian, H. is a function

of the relative positions of the sensors and the object, the system could become

unobservable in certain configurations. An investigation ioto which configurations

wOllld be unobservable was therefore conducted.



(
The obsen-ability matrix for the system is:

(.\fi .V1 0 0 Pl)

(.\fi .V1 J[t .Y1 Pl)

0--2
(-'[t .Yt 2J[1 2.V1 Pt)-1

(.\fl .V1 3J[1 3.\"1 Pd

(.\[1 .Y1 -L\[1 ..LVt Pd

where.

(-t.18)

(-t19)

(-t20)

(4.21)

{

(

and each bracketed row is conlposed of n. the number of sensors. rows. The variables.

e. n and Il are defined in .-\.ppendi.x .-\._

Let us consider the situation in which the PSX is composed of a single sensor. In

this case. the first. second and fifth columns are identical. making the rank of this

matrix. at most. two. Thus. a PS:\ composed of a single sensor could estimate. at

most. two states simultaneously and the yalues for the other states would ha\'e to be

obtained independently. Recalling that the state yector is ordered (Il . .r2. Î l . I2' À)

and each column of 0 is associated with its respecti\-e state. the only possibility for

an observable system is to estimate one of the yelocities with one of the positions or

the reflectance gain.

\Yhen the PS:\' contains more than one sensor. the first. third and fifth columns no

longer haye identical elements and thus the system should be observable. Howeyer.

as mentioned abo\·e. the system may become unobsen"able in certain sensor-object

configurations. Since a measure of how near a matrix is to losing rank is its condition

number. this was used as a basis for a "generate and test" optimization scheme to find

the optimal arrangement for the sensors on the end-effector. For each configuration.

two indices were calculated:
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1. the sum of the condition numbers of the observability matrix (4.18) over the

number of discretized locations in a fixed sensing region.

2. the number of locations in the region in which the object is out of view of one

or more of the sensors.

The first index is a measure of how observable the system is throughout the sensible

region. Since large condition numbers arise from matrices which are near to losing

rank~ the larger the sum~ the poorer the configuration. The second index is an indi­

cation of the coverage provided by the configuration. The more the object is in view

of aIl the sensors~ the better the configuration.

Since the general optimization problem (placing n sensors in arbitraIJ· positions and

orientations over the full surface of the end-effector) could not be solved in a feasible

amount of time~ sorne restrictions were imposed on the final sensor configuration.

First there Was to be four sensors: two on the horizontal edge of the end-effector and

two on opposite vertical edges at 40mm from the horizontal edge. Second. the sensor

arrayment was to be symmetric about the centerline of the sensible region. Finally.

the orientation of the twa sensors on opposite edges could ooly be outward looking.

thus 0 < () < 90 0
• \Vith these restrictions~only two parameters enter the optimization:

the distance from the centerline~ .\, between the sensors on the horizontal edge and

the angle, ()~ of the other two sensors.

The results of the optimization are plotted in Fig. 4.3. :\s can be seen from the

plot of condition number vs. .\ and B~ the regions to be avoided were at distances

of ::::::: 30mm between the angles of 40 - 500 and 75 - 780
• The plot of the number

of locations in which the abject is out of view of one or more sensors shows that the

angle should be greater than 60° and distances less than 20mm. The values used for

our implementation were .\ = 15mm and () = 60°. The sensor arrangement is also

shown in Fig. 4.3.
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Figure 4.3: FinaL sensor configuration, () = 60° and .\ = 15mm (Left). Regions of Law

observability characterized by high condition numbers in the observability matrix (top

right). N'Umber of locations in which the object is out of one or more of the sensors·

views (bottom right).
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4.5.6 Sensor Validity Checking

A method for checking whether a sensor was providing valid data had ta be imple­

mented. Once a sensor was determined invalid~ a method to remove it from the filter

on-line was also developed.

Two checks were made to determine valid sensors. The first was based on the

estimated position of the object: if the object's estimated position was out of a

sensor's lateral field of view it was rejected. Second, if the measured value from the

sensor was below the noise threshold, it was also removed from the fUter.

To reform the filter equations on-line~ a "Select" matrix was constructed based on

which sensors were valid or not. This matrix operated on vectors, removing undesired

elements but maintaining the order of the remaining elements. Once the valid sensors

were selected, the new size of the measurement vector was propagated through the

filter equations.
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Chapter 5

Experimentation

5.1 Hardware Description

A custom autonomous robotic test-bed was constructed for sensor calibration and aIl

experimental \Vork. The test-bed is composed of two seriallink manipulators: a PPR

actuated linkage named ~'Calvin" and an unactuated RRR linkage named "Hobbes::.

AIl data was handled by custom software running on a two-node transputer network

composed of a T800 and a T222 IN~IOS © processors [24. 25]. Control programs

are downloaded from, and post-process data logging uploaded to. a C;";IX workstation

over an ethernet connection. The system is shown in Fig. 5.1

Calvin

The actuated manipulator configuration was chosen for its analytical simplicity: its

forward kinematic equations are identical to its inverse kinematics. The base link

known as the x-stage, is a belt driven linear stage and has a travel of 600mnl. Its

actuator is a brushless OC motof. The second link: or y-stage: is a ballscrew driven

linear stage \Vith a travel of 300mm. Ifs motar \Vas a brushed OC motor. The final

link or B-stage is a worm gear driven rotary stage. Its mator is a brushless OC motor.

Each link's motor was instrumented with an optical encoder having a resolution of 0.09

31
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Figure 5.1: Experimental setup
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degrees. Power to each motor was controlled by a servo-amplifier. The end-effector

was a parallel jaw gripper.

Hobbes

To validate the estimates provided by the PSN~ the object~s actual position and ve­

locities had to be determined. The second linkage was built for this purpose. Each

of the three links was instrumented with an optical encoder having a resolution of

0.0071 degrees. Fig..5.1 does not show Hobbes: distal link as it has zero length and

thus not needed with a circular object.

The Transputer

The software controlling the r/o~ running the servo-Ioops and handling postprocess

storage, was written in C. However, because of the parallel architecture of the trans­

puter network, the manufacturer:s parallel process library routines also had ta be

used. The 32-bit TaOO processor ran high level state machines, data storage and path

planning calculations. The 16-bit T222 processor \Vas responsible for riO with the

hardware as weIl as low-Ievel data manipulation such as numerical differentiation of

the position signal and low-Ievel command calculations.

5.1.1 Calibration

:\ kinematic calibration was performed to identify Hobbes' position relative to Calvin's

workspace (linkO) as weIl as determining Hobbes~ link lengths (linkL link2). Since

Hobbes is initialized by pushing its links against their respective hard-stops. offset

angles between their assigned coordinate a..xes and this position, Bl of! and fJ2 0 ffl were

also determined. Calibration followed the method described in [4]. First~ the last

link of both linkages were fixed together forming a redundant closed chain. Then the

joint angles \Vere recorded as the pose of the redundant chain was changed manually.
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Finally, a recursive least squares algorithm \Vas used to perform the parameter iden­

tification. The results are given in the table below.

Parameter Nominal Value Calibrated Value

linkOx (mm) 20 18.69

linkOy (mm) -385 -369.33

linkl (mm) 400 400.34

link2 (mm) 200 200.02

Bioll (deg) 240 239.43

B2ol1 (deg) -155 -156.95

5.2 Experimentation and Results

The behaviour of the proximity sensing systenl is presented in a combination of sim­

ulated and experimental results. Simulation results are presented first. showing the

feasibility of the system. Experimental results of the working system are then pre­

sented as proof of implementability.

5.2.1 Dynamic Object Localization: Simulation

The following results were generated from the final version of the simulation. In this

version, an object could be made to follow an arbitrary trajectory and this trajectory

\Vas estimated by a PSN fixed ta an end effector controlled using the following control

law:

(5.1 )

{

where, T is the two dimensional torque vector. K p , K v are the proportional and

derivative gains respectively, X a , xa are the current end-effector position and velocity

and X, x are the latest estimates of the target's position and velocity, respectively.
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(

The components of aIl the vectors were in the x~ and y directions. The offseL tS. is the

desired distance between the end-effector-fixed coardinate system and the object-fixed

coordinate system.

The end-effector was modelled as an undamped mass. The controllaw is a modified

PD control in which actuator sensor feedhack is replaced with the filter~s estimates of

the target 's kinematic states. The errors go to zero when the end-effector~s position

and velocity match the target 's estimated position and velocity [10].

The sensors were modelled using the analytical measurement model given in Sec. 3.2.

The noise characteristics used matched those identified from the actual sensors.

An important assumption was made concerning the placement of the sensors. It \Vas

assumed that the location of each sensor was exact and kno\vn. \Vhen the orientation

or position differ from that assumed by the filter systematic errors are introduced into

the filter which may cause it ta diverge.

Results from a typical simulation are given in Fig. 5.2. In the simulation shown. the

object followed a linear trajectory to the right at 3.5 cm/sec upon which sinusoidal

disturbances in the ..Y and }~ directions were superimposed. The disturbance in the

X· direction had an amplitude of 0.2 cm and a period of 0.4 seconds. The disturbance

in the Y direction had an amplitude of 0.5 cm and a period of 2.86 seconds. The

resulting object trajectory is shown in the upper left panel of the figure. The filter's

estimate of the object's trajectory is presented in the same graph. The errors in

each of the five states are presented in the other five panels. The effect of assuming

linear behaviour for the object in the filter is highlighted by the periodic nature of

the errors. The filter's performance in the linear regions of the trajectory is very good

but degrades significantly in the regions with more curvature.

To keep the object in view of the PSN, the end-effector was aIlowed to move accord­

ing to the controllaw stated in (5.1). The two plots in Fig. 5.3 demonstrate how the

filter's estimates of the object 's position and velocity can be used as feedback signaIs

for use in controlling the end-effector. The plots show the trajectory of the center of
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Figure 5.2: Output from a typical simulation experiment: actual and estimated ob­

ject trajectories (top left) , refiectance gain error (top right) , error in the X and Y

components of position (middle left and right, respectively) and errOi in the X and Y

components of velocity (bottom left and right, respectively).
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the end-effector superimposed on the trajectory of the object. The trajectories were

superimposed by adding the offset. cS in (5.1). to the end-effector~s trajectory. This

\Vas done so that the performance of the filter may be more easily evaluated.

From the first plot we see that the end-effector acquires and tracks the abject closely.

In the second plot. however. we see a phase lag between the object and end-effector~s

trajectory. This lag is due ta the simplistic contrallaw used to control the end-effector

and could be mitigated by adding an integral term. The control law would then be a

modified PID controller which would exhibit better tracking properties.

Object and End-Effector Trajectories
3.6,..------.,.---....------r-------,.------,.---......-----r-----,

3.4t-

3 ;-Object
: - - End ertector
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X (cm)

Figure 5.3: Object and end-effector trajectories uszng estimated object position and

velocity for feedback: object following linear trajectory (above) and object following

trajectory with disturbances (below).

(

From Fig. 5.2 we see that the filter provides sufficiently accurate for abject tracking.

Simulations were also conducted ta determine the filter's behaviour when faced with

a changing reflectance gain. The results of a simulation in which the reflectance gain

changed suddenly are also presented in Fig. ·5.4. Xote that the actual reflectance gain

and not the error is plotted in the top right panel.

The simulation changes the reflectance gain from 0.8 to 3.0 at t = 3 seconds and

changes it again ta 0.45 at t = 7 seconds. As can be seen from the plots the error
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Figure 5.-t: Tracking the refiectance gain. The reduction of the signal to noise ratio

at large reflectance gains causes the efficiency of the flller to increase.
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(

(

of the states is significantly reduced at larger albedo parameters. This is due to the

fact that when the reflectance gain is large. the signal to noise ratio is reduced. thus

improving the efficiency of the filter.

As seen in Fig. 5.4 the system is able to track abjects of unknown surface properties.

This is important since the measurement model for a given geometric class (in this

case a circle) obtained in calibration is valid for other, naturally occurring, abjects of

the same class. Thus the PSN calibrated with a white paper covered surface could

track green paper covered objects, wooden objects, etc. as welle

5.2.2 Dynamic Object Localization: Experimental

As a first iteration experiment the PSN was attached to a stationary fixture and the

object was mounted on the Calvin robot sa that its motion could be controlled.

As rnentioned in the previous section an important assumption was overlooked

during the simulations: the filter needs to know the position of each of it's sensors

or systematic errors are introduced in calculating the measurement function and the

Jacobian. This is a definite drawback since proper implementation hinges on correct

knowledge of where each sensor is located. For the experiments conducted a precisely

machined fixture was used. An alternative method is suggested for future work in

Chapter 6.

In the experiment, the object moved from (-5, 55)mm to (O,-lO)rnm in 5sec. The

coordinates are in the PSN's local coordinate system. The object was in view of aIl

the sensors throughout the experiment.

Thus, with proper tuning of the system covariance matrix, Q, a real object can be

successfully tracked. The system acquired the target and tracked it over a period of

5 seconds. The state errors converged to zero in less than 0.5 seconds.

The data from this experiment was also used to demonstrate the effects of tuning

the system noise covariance matrix, Q. The raw data from the run ,vas filtered post­

process twice, once with QI = Diag(O.OOOl, 0.01, 0.0001, 0.05, 0.001) and then with
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Figure 5.5: Experimental Results: actual and estimated trajectories (top left). re­

flectance gain error (top T'ight) , errors in X and Y position (middle left and right~

respectively) , errors in X and Y velocity (bottom left and right, respectively).
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Q2 = Diag(O.l, 10,0.1,20,0.01). The results are given in Fig. 5.6.
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Figure 5.6: State errors of two fllteTs with different Q matrices. The filter which

generated the output on the left had smaller elements than the filler on the right.

Note the differences in speed of convergence and steady state noise.

(

The errors in the states estimates are given for both filters, QI on the left and Q2

on the right. Comparing the convergence of the velocity estimates, it can be seen

that by assigning larger weight, convergence time decreases and steady-state noise

increases, as explained in Chapter 4.
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5 .. 2.3 übject Recognition: Experimental

-t2

{

(

The EKF assumes a known object shape. If the PS0J' acquires data from a different

shape, the fil ter will diverge. This observation led to a series of experiments to

demonstrate the system 's ability to perform rudimentary object recognition.

The object recognition procedure was as follows. At initialization, several filters,

each assuming a different abject geometry, were launched in paralleL Each filter was

given a finite period of time in which to converge. The object in the filter which

converges is assumed to be the object being sensed.

The experiment performed launched several filters, each assuming a different radius

for the object. The object is stationary. The results are given in Fig. 5.7.

.-\s can be seen in this first iteration experiment, rudimentary object recognition

can be performed by the system. From these experiments, however. the system could

not discriminate between abjects whose radii differed br less than 5mm. This is due

to the measurement function where a change in radius can be compensated by a

change in reflectance gain. Thus. although the system can be used to perform abject

recognition , it can only do sa \Vith abjects which have sufficient1y different geometries.



( CHAPTER 5. EXPERI1\,fENTATION 43

150oo,......--------~--..,

6

6

2 4
TIme (sec)

2 4
TIme (sec)

100

Trace vs. TIme

300

2.5r-------~---.....,

400..-----------,

2a

-1
(cm)

-2

-6 -4 -2
(cm)

aL...------~_ ____4 ---J

-3

45

r=25mm

5000

Trajectory

_55
E
(J

-50

10000

Ê.e

62 4
TIme (sec)

1L- --======-_-J
a

600.----~--~---.....,

2.5r-------~-----,

2
CD
(J

e
1-

1.5

2o-2
(cm)

-4

x 10·
15r---~-----~.._--,

(

10

Ê
.e

o 2
(cm)

r=45mm

400
C1'l
(J

f!!
1-

200

oo..-o=::=;~~ ~__--'

o 2 4 6
TIme (sec)

(

Figure 5.7: Object recognition with a P8N. Four fllters, each assuming a different

radius for the abject are given 5 seconds in which to converge. The estimated trajectory

(left) as weil as the trace of the state covariance (right) matrix are given for each fllter.

Two fllters converge in the alloted time of 5 seconds.
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Chapter 6

Conclusion

Accurate sensing of one's environment is a precursor to autonomous operation within

it. A network of miniature, amplitude-based, proximity sensors coupled \vith an ex­

tended Kalman filter has demonstrated it's ability to provide estimates of a sensed

object's velocity and position. This information has been used in a sensor-based con­

trol algorithm to track a moving object. Although the vehicle used for demonstration

\Vas autonomous grasping, this technology can be applied to any other task requiring

precise, non-contact object localization.

6.1 Future Work

Although experimentation on the C&H robotic testbed demonstrated the basic track­

ing of aIl parameters, the full extent of the system's capabilities, and limitations, have

yet to be tested. The following avenues of experimentation should be explored.

The simulation results should be reproduced in reality. The system should be tested

with data from the PSN used for control of the Calvin robot.

The object recognition phase should be studied further. How sensitive is the pro­

cedure to errors in the objeces radius? \Vhat is the system's resolution? LateL when

filters are derived for other objects such as ellipses or edged shapes, other abject

44
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'.(

recognition experiments could be conducted.

The effect of sensing ellipses \Vith a filter which assumes circular objects was not

investigated. Since the goal is to grasp 3D objects, the cylinders to be grasped will

not always have their longjtudinal a..xes perpendicular to the grasping plane. .-\n

analysis of how the filter degrades with increasingly elliptical cross-sections should be

performed.

The system has only been tested on the 2D testbed. Generalization to a 3D envi­

ronrnent is a natural extension of this work.

:\.S mentioned in Chapter 5, the relative positions of aIl the sensors which make

up the PSN must be known by the filter. otherwise systematic errors are introduced.

Since making a precision fixture for the PSN is expensive and inconvenienL a method

ta perform the kinematic calibration of the PSN should he developed. One method

which used the sensor outputs in an identification scheme to estimate the positions

and orientations of the sensors \Vas tried with mixed success. This research should be

continued.

Finally. aIl experiments conducted were with a PS:N with a static configuration.

:\. PS:N in which the sensors can move with respect to each other could madify it's

coverage ta adapt to certain conditions. Thus, a PS~ cauld \Viden its caverage when

no abject is in sight to increase the likelihood of acquiring a target. The benefits and

drawbacks of a "dynamic PSN" should be investigated.
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Appendix A

Jacobian Derivation

The full analytical derivation of the Jacobian is presented here.

The measurement model (3.2) for the ith sensor is repeated below:

( (.-\.1)

where the .8k.i are the curve fitting coefficients. Let us define the parameter vector

(.-\.2)

.-\S described in Sec. 3.2! di is the sensor-target distance. (Ji is the object angle \Vith

respect to the sensor's line of sight and À is the lumped parameter of the object's

surface properties. The parameters~ p~ are related to the object states in sensor-fixed

coordinates! SiX, by geometry as presented in Sec. 4.2, repeated belo\v:

(--\.3)

(.-\..t)

(

The object states in the end-effector-fixed frame of reference, Gx. are related to the

46



( .-\PPE1VDIX A.. J.-\COBl.4.1V DERIv:4.TION -l7

states in the sensor-fixed frame of reference. Six~ through a simple transformation:

SiRe ci

where~

Si _ [CQi SOi]Re -
-sni cai

is the rotation matrix relating the two frames of reference and~

(:\.5)

(:\.6 )

(.-\. ï)

(

is the distance between the origins of the two coordinate frames. The angle of rotation

between the sensor-fixed and end-effector-fixed frames of reference is Qi. The cosine

and sine functions have been abbreviated to c and S~ respectively.

\Ve can now derive the Jacobian of the measurement model with respect to the

states in end-effector-fixed frame representation. Csing the chain rule of differentiation

we have:

(:\.8)

where~

(

-31.•.33.1'\ sin(,33.• 8,) - J 1.1 COS(.33.• 8, } r(d.+B~.1)32.1 (dl +,3,1.' )32 ••

T

tan Bi 1 0 0 0

1 0 0 0 0
cos 8,

0 0 0 0 1

T
siRc 02x2 02xl

02x2 siRc 02xl

Olx2 Olx2 1

(:\.9 )

(:\.10)

(:\.11)
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For the case in which the sensor model is numeric rather than analytic. the \"alues

for (A.9) are tabulated rather than calculated. The rest of the derivation is identical.

~Iultiplying the three matrices yields the Jacobian.

\\"here.

o

o

o = -31.zJ2.iÀcos(33.1Bz)
··1 (di + 3~.1)32 .. ~1

(.-\.12 )

(.-\.13 )

( 3u 33.iÀ sin( 33.J}i)

rcosBi{dj + 3-t.l)32 .1

(.-\.1-1)

{

(.-\.1.) )
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Appendix B

Filter Derivations

The derivations of the Kalman filter. extended Kalman filter and iterated extended

Kalman filter are presented below. These derivations may he found in the literaturp..

but not aIl together. nor with a consistent notation from one derivation to the next.

Funhermore. deri\·ation was not just an academic excercise. In deriving the filters.

important insights were gained in how to tune. initialize and implement them.

B.I The Kalman Filter

\\·e are observing a discretized linear dynamicai system:

(B.1 )

with the following Iinear measurement equation:

(B.2)

(

where lL'k and l:1e are white. zero mean. gaussian noise processes.

If Île is the latest estimate of the state. then the estimated state at k ~ 1 given the

state at k will be:

(B.3)

49



( A.PPENDIX B. FILTER DERlv:4.TI01VS 50

The Kalman Filter forms a linear combination of the latest state estimate and the

latest measurement in which the increase in the state estimate covariance matrix. p!

is minimized.

The linear combination takes the following form. constants J and K to be deter­

mined:

(BA)

vVe now take the expected value of both sides of B.4:

(

Therefore!

E[ik+d

E[ik+d

E[Jk+lik+lIkl + E[Kk+1Yk+d

Jk+IE[Xk+llkJ + Kk+IE[Ck+1Xk+l + vk+d

- Jk+1Xk+l + Kk+LCk+1Xk+l

(B.5)

(B.6)

By substituting the newly found expression for J into BA we get the familiar

Kalman Filter update equation:

Xk+l (1 - Kk+1Ck+dik+llk + Kk+LYk+L

Xk+L - Îk+llk + Kk+L[Yk+l - Ck+lÎk+llkl (B.l)

(

vVe now derive the expression for the Kalman gain K. \Ve do so recalling that the

linear combination in equation B.7 must minimize the increase of Îk+11k!s covariance

matrix, P.

\Ve begin by deriving the covariance matrix update equation.

Pk - E[(Xk - E[ik])(·)T]

E[(Xklk-1 + Kk[Yk - CkÎklk-d - Xk)(·)T]

E[((I - KkCk)(iklk-1 - Xk) + Kk(Yk - CkXk))(·)T]



51( A.PPE1VDIX B. FILTER DERIV..4.TI01VS

- E[((I - KkCk)(Îklk-l - Xk))( -)T]

+E[(I - KkCk)(Xklk-1 - xk)(Kk(Yk - CkXk))T]

+E[(Kk(Yk - CkXk))(Îklk-1 - xk)T(I - KkCk)T]

+E((KkCYk - CkXk))(·)T] (B.8)

- E[(I - KkCk)(Îklk-1 - xk)(-)T(I - KkCk)TJ + E[Kk(Yk - CkXk)(·)TKJJ

- (1 - KkCk)E[(Îklk-1 - xk)(·)T](I - KkCk)T + KkE[(vkH-)TJKr

(1 - KkCk)E[(<I>Xk-1 - <l>Xk-l + rk_1Wk_I)(·)T](I - KkCk)T + KkRkKJ

- (1 - KkCk)cI>E[(Îk- 1 - E[Xk_rJ)(·)T]epT + E[(rk_Lwk_r)(·)T](I - KkCk)T

(

+KkRkK[

(1 - I<kCk)[<I>Pk- L<I>T + rQkrT](I - !{kCk)T + !{kRkKJ

(1 - KkCk)Pklk-I(I - KkCk)T + KkRkKr

- (1 - KkCk)Pklk-L(I - CrKr) + KkRkKr (B.9)

The middle two terms of equation B.8 vanish under the assumption that the system

error and the measurement error are uncorrelated random processes.

\Ve now minimize ~p with respect to a change ~K.

~P P(K + ::lK) - P(K)

- (1 - (Kk + ~K)Ck)Pkjk+L(I - Cr(Kk + il/()T) + (Kk + ~I{)Rk(Kk + ~!\)T

-(1 - KkCk)Pklk-L (1 - CrKr) + KkRk!(r

~ ~Kk(-CkPklk-I(I - crKr) + RkK[) + (-(1 - KkCk)Pklk-ICr + KkRk)::lK[

!J.Kkw + Y~K[ (8.10)

In deriving this last equation we have neglected second arder terms. \Ve no\\" force

~P to zero by setting 'li and T to zero. Setting 'li = 0 we can solve for Kk .

0 - -CkPklk-l(I - CrKr) + RkKJ

{ 0 - -CkPklk-1 + CkPklk-ICrKr + RkK[

0 - CkPklk-1 - (CkPklk-LC[ + Rk)K[
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KJ - (CkPklk-lCJ + Rk)-lCkPk/k_l

Kk - [Ck?klk_d T (CkPklk-lC[ + Rk)-T

Kk - P[;k-lCJ(CkP[;k-lC [ + Rk)-l

Kk - Pklk-lCJ(CkPklk-lC[ + Rk)-l

.52

(B.11 )

Equation B.11 is obtained by recognizing that P and R matrices are symmetric. Had

we started with Y equal to zero the result would have been identieal to the one above.

vVe can now write the Kalman Filter equations.

Given

Xk+l <f>xk + rWk

Yk - CkXk + Vk

Prediction

(B.12)

(8.13)

(
Xk+llk (8.14)

(8.15 )

Update

Xk+l = Î k+11k + Kk+dYk+1 - Ck+IÎk+llkl

Pk+ 1 - (1 - }(k+ICk+r]Pk+ljk(I - C[+lKJ+ll + Kk+IRk+II{[+l

where~

(B.16)

(B.17)

(B.18)

B.2 The Extended Kalman Filter

(

Extended Kalman Filtering is a derivative of the regular Kalman filter which allows

for non-lïnear measurement and system model equations. In this ease we are solely

eoncerned with measurement non-linearity and thus the following derivation will be

specifie to this case.



( APPE1VDLX B. FILTER DERJVA.TI01VS

vVe are observing a linear dynamical model:

with the following non-linear rneasurement equation:

53

(B.19)

(B.20)

where Wk and Vk are again white, zero-mean, gaussian noise processes.

Since we wish to use linear filtering theory, we will linearize the rneasurement func­

tian about sorne nominal trajectory Xk:

(B.21)

Let us therefore define the nominal measurement as:

( (B.22)

and the measurement variation as:

(B.23)

Therefore~ using B.22 and B.23 in B.20 we have:

(B.2-1)

(B.25)

(

Equation B.24 is the first order Taylor expansion of h(x). The linearized measurement

matrix! H! is defined as:

Hk = [8h i (Xk)]
aXj

which is the Jacobian of the measurement equation. The index, i. on the measure-

ment equation, h, reminds us that it is possible to have more than one measurement

equation. The index on the state x in the denominator specifies that the partial is ta

he taken \Vith respect to each variable in the state vector. Thus! H, is an i x j matrix.
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After linearizing the rneasurement equation, we have the fol1owing pair of linear

equations:

Ik+l <f>xk + Wk

6Yk - H k6xk + Vk (B.26)

but what is the nominal trajectory Ï k ? The obvious choice is the latest estimate

Xk+llk·

\tVe now use these linear equations in the Kalman Filter. The only equation affected

is the update equation. Substituting dYk+1 for Yk+l and Hk+16xk+llk for Ck+IÎk+llk in

equation B. ï we get:

(8.27)

(
but.

(B.28)

Equation B.28 requires sorne additianal explanation. Let us consider the definition of

dx in equation B.21. Following its farm. we see that:

\tVhen k = 0, the initial condition is Ia =: iOlo, Therefore,

dXOID = .raiD - .roiD = 0

And thus,

(B.29)

(B.30)

(B.31)

\tVhen we go ta the next time step, the abave repeats, since when k = L il = xIII.

Thus for aIl k:

{
(B.32)



( APPENDI..Y B. FILTER DERJv:4.TI01VS

Therefore, ta complete the derivation we have:

Î k +1 Î k + 11k + K k [6Yk+l - H k+ 1 ·01

i k +1 - Î k + 11k + K k [6Yk+d

Xk+l - Î k+ 11k + Kk[Yk+l - h(ik+ lIk )]

which is the update equation for the EKF with measurement non-linearity.

The fiiter equations are therefore:

Prediction

.55

(B.33)

(8.34)

(B.35)

(

Update

Ik+llk+l - Î k + 11k + K[Yk+l - h(Xk+llk)]

Pk+llk+l [1 - K Hk+dPk+llk[I - K Hk+d
T + K Rh~T

the Kalman gain is,

(B.36)

(B.3i)

(B.38)

B.3 The Iterated Extended Kalman Filter

The logic behind the IEKF was explained in Sec. 2.2.4. The derivation for the local

iterations begins \Vith equation B.27. repeated below:

(B.39)

{

In the EKF it \Vas shown that 6Xklk and 6Xk+lIk were always zero. For the IEKF.

however, additional iterations between successive measurement updates occur and

thus the linearization is being performed around the lth local iteration 's estimate

Î k +111 , not Î k+ 11k • The update equation should therefore read:

(B.40)
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In the IEKF 8xk+ III does not go to zero as did the analogous term in the EKF. This

is seen by noting, for local iterations i:

l5Xili xiii - Xi

dXolO - i oro - Eo

dÎolo 0

but for local iterations,

(BAl)

(

Therefore,

dXI/O - Illo - i o

dÎ llo Illo - Î olo :j:. 0

Note that in the before last equation above io = Î lrO cannat be used since Illo is a

function of Ioro.

The derivation is now completed. continuing from equation BAD.

il ... 1 - Ik+llk + !\"1[8Yi - Hl(i:k+llk - id]

X[+l Î k+ 11k + KdYk+l - hi1 - HI(ik+ll k - id] (B.-!2)

which is the IEKF update equation. Thus the iterated extended Kalman filter

equations are:

Prediction

Sarne as for extended Kalman tilter.

Iterations

(

il=o Xk+lfk

Î I+ 1 Xk+lIk + }(C[Yk+l - h(id - H[(Îk+ 11k - id]

KI - Pk+lIkHr[H[Pk+llkHr + R]-l

(BA3)

(BA-!)

(B.45 )
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Iterations stop when the difference between two successive estimates of i is less than

an arbitrarily set tolerance. The resulting estirnate at the end of the local iterations~

ie. at l = lf, are:

Estimation

(

(

Xk+llk+l - Ilf

Pk+l!k+l [1 - J{lfHlf]Pk+l/k[I - KlfHlf]T + KlfRKT;

(BA6)

(BA7)
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