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Abstract—In this paper, a mixed Finite-Element Time-Domain
(FETD) method is presented for the simulation of electrically
complex materials, including general combinations of linear dis-
persion, instantaneous nonlinearity, and dispersive nonlinearity.
Using both edge and face elements, the presented method offers
greater geometric flexibility than existing Finite-Difference Time-
Domain (FDTD) implementations, and in contrast to existing
nonlinear FETD methods, also incorporates both linear and non-
linear material dispersion. Dielectric nonlinearity is incorporated
into the Crank-Nicolson mixed FETD formulation via a straight-
forward Newton-Raphson approach, for which the associated
Jacobian is derived. Moreover, the dispersion is modeled via the
Möbius z-transform method, yielding a simpler more general
algorithm. The method’s accuracy and convergence are verified,
and its capability demonstrated via the simulation of several
nonlinear phenomena, including temporal and spatial solitons in
two spatial dimensions.

Index Terms—Nonlinear Media; Dispersive Media; Finite-
Element Methods; Time-Domain Analysis.

I. INTRODUCTION

THE need for fast, efficient, and effective telecommu-
nications has become paramount in today’s world as

people and devices are ever more connected. Consequently,
the requirement for rapid and reliable communications infras-
tructure has also grown tremendously, resulting in the research
and development of numerous electromagnetic devices for
the transmission and reception of data. Most notably, the
field of nonlinear optics has yielded significant advancements,
and continues to be an important evolving area of research,
propelled by additional advances in fabrication and material
sciences.

With the ubiquity of these devices, the need for design
tools and simulation techniques, as low-cost alternatives to
expensive prototyping and physical experimentation, has also
increased. As a result, a myriad of methods and techniques
have been developed to aid in the study and design of elec-
tromagnetic devices exhibiting complex material behaviour,
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such as material dispersion and dielectric nonlinearity. Such
methods could have wide ranging applications, even outside
the world of optics. For example, it has been known for some
time that biological tissues can exhibit both dispersive [1] and
nonlinear [2] behaviours. Such techniques could thus even be
used to study abnormalities in biological systems, such as
metabolic disorders within mitochondria [3].

Many of these methods, however, tend to include simpli-
fying assumptions about the nature of the propagating waves,
which restricts their applicability and versatility. Furthermore,
while full-wave time-domain methods, in which no simpli-
fications have been made, have been developed, the current
existing families of methods either have geometric constraints,
do not yet have integration for more general combinations of
both dielectric nonlinearity and dispersion, or do not easily
scale to arbitrary dispersive and nonlinear orders.

In this paper, a novel technique based upon the mixed Finite-
Element Time-Domain (FETD) method will be presented to
address these shortcomings. In contrast to existing techniques,
the presented method can handle general arbitrary combina-
tions of material dispersion and nonlinearity. Moreover, by
leveraging both the implicit mixed FETD method and z-
transform techniques, the presented scheme has geometric
flexibility, stability, and scales easily to higher order phenom-
ena. In the following sections, a brief summary of existing
approximative and full-wave techniques will be discussed,
followed by an overview of the standard mixed FETD method.
The new method will then be derived, and its accuracy and
convergence verified. Lastly, it will also be used to demonstrate
the occurrence of several well-known nonlinear phenomena.

II. BACKGROUND

A. Nonlinear Theory

Electromagnetic devices exhibiting material dispersion, di-
electric nonlinearity, or both, have been in use for many years
and have resulted in a variety of techniques for their design
and simulation. The underlying theory remains Maxwell’s
equations; however the associated material permittivity is
altered to reflect the complex behaviour. Specifically, in the
case of material dispersion, convolutions are introduced in the
time-domain, as the permittivity is now frequency dependent.
In the nonlinear case, the permittivity is dependent on the
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magnitude of the electric field. This is often expressed in terms
of the material’s polarization, ~P , namely:

~D = ε0 ~E + ~P (t, E) (1)

in which ε0 is the permittivity of free space, ~D is the electric
flux density, ~E is the electric field, E = | ~E|, and convolution
occurs within ~P . Furthermore, it is often convenient to expand
the material polarization as a power series in ~E. Such an
expansion would in general involve tensors [4], however for
many material models an adequate expansion is:

~P = ε0χ
(1)(t)∗ ~E+ε0χ

(3)
(
αE2 + (1− α)g(t) ∗ E2

)
~E (2)

in which the susceptibility χ(1) models linear dispersion, the
susceptibility χ(3) an instantaneous Kerr and/or dispersive
stimulated Raman nonlinearity (with the α term controlling
their relative strengths) [5], [6], and ∗ denoting convolution.
The χ(2) term has been omitted, since it is usually absent
due to inversion symmetry [4]. Nonetheless, the method to
follow can easily incorporate such effects if desired. This ~D
field expression can then be inserted into Maxwell’s equations,
yielding a nonlinear wave equation of the form [4]:

∇2 ~E − µ0εL ∗
∂2 ~E

∂t2
= µ0

∂2 ~PNL
∂t2

(3)

where εL is the usual linear dispersive term (related to χ(1)),
µ0 is the permeability of free space, and ~PNL is the nonlinear
part of (2), related to χ(3). Closed form solutions of this
equation are in general difficult to obtain, resulting in most
techniques adopting simplifying assumptions.

Among the most popular approximations are the Slowly
Varying Envelope Approximation (SVEA) [4], the Beam Prop-
agation Method (BPM) [7], and the Nonlinear Shrödinger
Equation (NLSE) [8]. However, these methods generally strug-
gle with higher order nonlinearities or dispersion, may require
slowly varying structures, may impose restrictions on how
quickly material parameters can change, and may depend on
guided modes or propagation restricted to a relatively small
angular area [5]. As a result, often only a full solution of
(3) can yield the complete behaviour of a given system. For
instance, Joseph & Taflove [9] found several instances in
which the NLSE disagreed with a method which solved (3)
directly.

Given these potential shortcomings, the best way to ensure
the full response of an electrically complex material is cap-
tured is via a method which solves the nonlinear Maxwell’s
equations directly, such as those discussed in the next section.

B. Numerical Methods for the Nonlinear Wave Equation

One of the first techniques adapted to solve (3) directly
in the time-domain was the Finite-Difference Time-Domain
(FDTD) method [5]. The resulting algorithms proved simple,
powerful, and, by solving the nonlinear wave equation directly
in the time-domain, were capable of capturing the full non-
linear, dispersive, and wideband response of the system in a
single computation. Unfortunately, these FDTD methods do
also have some drawbacks, such as difficulties in modeling
curved interfaces and boundaries, as well as sharp material

discontinuities. Furthermore, the most popular FDTD algo-
rithms tend to be explicit in time and as a result may incur 
reduced stability.

An alternative to FDTD which alleviates these concerns 
(at the cost of some added computational complexity) is 
the Finite-Element Time-Domain (FETD) method. In many 
respects, FETD is very similar to FDTD, and therefore it is 
unsurprising that existing generalizations of FETD to disper-
sive and nonlinear media utilize the same techniques as in 
FDTD. For instance, dispersion in FETD is generally treated 
using any of three standard techniques initially developed in 
FDTD: Recursive Convolution (RC) [10], Auxiliary Differen-
tial Equation (ADE) [11], and Z-transform [12], [13]. While 
each approach has been successful in its own right, the RC 
and ADE methods produce formulations that rapidly become 
intractable as the dispersive order of the material is increased. 
Z-transform-based methods, by comparison, tend to produce
relatively simpler update schemes which remain so for higher
dispersive orders. It is for these reasons that the z-transform
technique will be employed in this paper, as further discussed
in Section III-B.

Progress in nonlinear FETD has, however, not seen as wide-
spread development or documentation. Instantaneous (non-
dispersive) nonlinear methods have been devised for nonlinear 
permeability and magnetic hysteresis [14], [15], which is 
useful in magnetic machines. Additionally, problems involving 
nonlinear conductivity and dielectric breakdown have also 
received attention [16], [17], though here again the permittivity 
is assumed to be linear. In contrast, a parametric quadratic 
programming method for piecewise linear permittivities has 
been presented in [18]. At present, this is one of very few 
papers to address instantaneous nonlinear dielectrics in Finite-
Elements, though it does not address the need to model 
arbitrary nonlinear functions.

As for modeling dispersive nonlinearities with Finite-
Elements, at present only the method presented in [19], an ex-
plicit mixed method using the ADE formalism for hexahedral 
elements, has been reported. While this does represent quite a 
general formulation, the use of the ADE technique for the 
permittivity rather than the more straightforward z-transform 
leads to increased complexity for high order dispersion. More-
over, since explicit time stepping is used, the scheme may 
prove less stable. Indeed, the authors reported that in many 
cases, time steps of at least half the linear Courant-Friedrichs-
Lewy (CFL) condition were needed for stability. Furthermore, 
the method does not specifically treat linear dispersion or in-
stantaneous nonlinearity. Lastly, the method’s efficiency relies 
primarily on the use of hexahedral elements rather than the 
more popular triangular and tetrahedral elements.

In contrast, the method proposed in this paper aims to deal 
with both dispersion and dielectric nonlinearity in a versatile 
and easily generalizable way. For the first time, both 
instantaneous and dispersive nonlinear algorithms will be 
derived for the implicit mixed FETD method, offering 
increased geometric freedom, triangular elements, increased 
scalability, and stability. Moreover, by leveraging existing 
work on linear z-transform methods, the presented algorithm 
easily generalizes to arbitrary dispersive and nonlinear orders.
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The resulting scheme is among the first to comprehensi-bly 
model linear dispersion, instantaneous nonlinearity, and 
dispersive nonlinearities, all within a single Finite-Element 
simulation.

III. DERIVATION

A. The Mixed FETD Method

There are two main variants of the FETD method in use:
second order vector wave equation (VWE) formulations [20]
and mixed formulations [21]. As the name implies, the former
approach solves the vector wave equation for the electric
field only, using edge elements to represent the field. In this
paper, the focus will be on the latter mixed formulation,
which solves the first order coupled Maxwell’s equations
for both the electric and magnetic fields, using both edge
and face elements. Even though the VWE technique is the
more popular, the mixed approach does have advantages. For
instance, it does not suffer from late time growth as the
VWE can. Additionally, it has been posited that, under certain
conditions, the two methods are homologous [13]. The mixed
formulation presented here can therefore be easily adapted to
the VWE in the future.

To begin, Faraday and Ampère’s laws are expressed for
linear non-dispersive media:

∇× ~E = −∂
~B

∂t
(4)

∇×
~B

µ0
= ~J +

∂ ~D

∂t
(5)

where ~B is the magnetic flux density, ~J is a source volume
current density, and in the linear non-dispersive case, ~D = ε ~E.
After meshing the domain, Whitney triangular or tetrahedral 1-
forms (edge elements) and 2-forms (face elements) can be used
as basis functions to express the electric and magnetic fields
within each element [22], [23]. These can then be used within
a standard weak variational form of (4) and (5), producing the
following spatially discretized linear systems:

[C]T {e} = −∂{b}
∂t

(6)

[C][Mf ]{b} = [M ]
∂{e}
∂t

+ {g} (7)

in which brackets denote matrices, braces denote vectors, and
the elemental matrices and source term are given by:

[Mf ]ij =

∫
Ω

1

µ0

~W
(2)
i · ~W (2)

j dΩ (8)

[M ]ij =

∫
Ω

ε ~W
(1)
i · ~W (1)

j dΩ (9)

{g}i =

∫
Ω

~J · ~W (1)
i dΩ (10)

where ~W (n) represents a vector n-form. It is also well known
that the curl of the 1-forms is a subset of the 2-forms, and
as a result, ∇× ~W

(1)
i can be written as a linear combination

of ~W
(2)
j [24]. Correspondingly, the [C] matrix is composed

solely of ±1s and 0s and relates the two according to their
connectivity: ∇× ~W

(1)
i =

∑
j [C]i,j ~W

(2)
j .

From here, any number of temporal discretizations may be
used. One popular variant uses central differences, resulting in
a leap-frog scheme similar to the FDTD method [13]. While
all the work presented in this paper is also applicable to this
method, it is unfortunately only conditionally stable. However,
one other possibility is the use of the Crank-Nicolson method,
which when used with mixed FETD has recently been posited
to be unconditionally stable [13]. Applying Crank-Nicolson to
(6) and (7) yields:

{b}n+1 − {b}n

∆t
= −1

2
[C]({e}n+1 + {e}n) (11)

[M ]
{e}n+1 − {e}n

∆t
=

1

2
[C]T [Mf ]({b}n+1 + {b}n)

− 1

2
({g}n+1 + {g}n).

(12)

From here, (11) can be used to eliminate {b}n+1 from (12),
which after simplification gives the following update equations
for both the electric and magnetic fields:(

[M ] +
∆t2

4
[C]T [Mf ][C]

)
{e}n+1 =(

[M ]− ∆t2

4
[C]T [Mf ][C]

)
{e}n

+ ∆t[C]T [Mf ]{b}n − ∆t

2
({g}n+1 + {g}n)

(13)

{b}n+1 = −∆t

2
[C]({e}n+1 + {e}n) + {b}n. (14)

The solution process now involves two major steps:
1) Using (13) and known quantities from the previous time

step, solve for {e}n+1.
2) With {e}n+1 known, use (14) to solve for {b}n+1.
3) Repeat until the desired end time.

B. Linear Dispersion

As detailed in Section II-B, a well developed literature exists
surrounding the treatment of linear dispersion within 
computational electromagnetics. While each of the previously 
discussed techniques has achieved notable success, the z-
transform approach exhibits several additional attractive prop-
erties, such as simplicity and the ability to easily generalize to 
high dispersive orders. For this reason, the following nonlinear 
algorithms will leverage the z-transform technique in their 
derivation. Specifically, the method initially derived in [13] for 
linear media will be briefly detailed here as the foundation for 
the nonlinear dispersive algorithms to follow.

As outlined earlier, having a dispersive medium implies 
that the permittivity is now a function of time, requiring the 
computation of a convolution:

~D = ε0 ~E + ε0χ
(1) ∗ ~E (15)

= εL ∗ ~E. (16)

It can be shown that after spatial discretizations have been
applied, the convolution which must be advanced in time is
of the form:

{L}(t) , εL(t) ∗ [M̃ ]{e}(t) (17)
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where [M̃ ] is defined similarly to [M ] in (9), except for the
lack of the permittivity:

[M̃ ]ij =

∫
Ω

~W
(1)
i · ~W (1)

j dΩ. (18)

To alleviate this burden, a z-transform approach may be
adopted, in which the convolution is instead converted into
a series of multiplications. The Laplace transform of (17)
can be taken, immediately converting the convolution into a
multiplication. Generally, the resulting expression for εL(s)
will be the quotient of two polynomials:

{L}(s) = εL(s)[M̃ ]{e}(s) =
cps

p + . . .+ c0
dpsp + . . .+ d0

[M̃ ]{e}(s).
(19)

The key step is to then apply a bilinear Möbius transform,
to map from the s-domain to the discrete z-domain:

s 7→ 2

∆t

1− z−1

1 + z−1
. (20)

Applying this transformation to (19), normalizing the first
term in the denominator, and cross multiplying gives:

(1+. . .+bpz
−p){L}(z) = (a0+. . .+apz

−p)[M̃ ]{e}(z). (21)

By leveraging the time shifting property of the z-transform,
(21) can be transformed back to the time domain, yielding an
update equation for the convolution:

{L}n = a0[M̃ ]{e}n + . . .+ ap[M̃ ]{e}n−p

− b1{L}n−1 − . . . − bp{L}n−p. (22)

Rather than explicitly storing past field and convolution 
values, the Transposed Direct Form II method suggested in [13] 
can be used. In essence, rather than explicitly storing past 
values, they are accumulated into auxiliary variables as time 
stepping progresses, with the number of required auxiliary 
variables depending on the amount of history needed (itself 
controlled by the dispersive order p):

{W}nα = aα[M̃ ]{e}n − bα{L}n + {W}n−1
α+1 α < p (23)

{W}nα = aα[M̃ ]{e}n − bα{L}n α = p (24)

{L}n = a0[M̃ ]{e}n + {W}n−1
1 . (25)

The modified form of (13) can now be obtained, incorporat-
ing the dispersion, by substituting the convolution at a given
time step with (25):(

a0[M̃ ] +
∆t2

4
[C]T [Mf ][C]

)
{e}n+1 =(

a0[M̃ ]− ∆t2

4
[C]T [Mf ][C]

)
{e}n + ∆t[C]T [Mf ]{b}n

−
(
{W}n1 − {W}n−1

1

)
+

1

2
∆t
(
{g}n+1 + {g}n

)
. (26)

The solution procedure is now quite similar to before, with
the exception of the need to also update the auxiliary variables:

1) Using (26) and all known values from the previous time
step, obtain {e}n+1.

2) Using this result, obtain {b}n+1 using (14).
3) Advance each of the auxiliary variables and the convo-

lution to n+ 1 in order, using (23) - (25).
4) Repeat until desired end time.

C. Instantaneous Nonlinearity

In the case of an instantaneous nonlinearity, convolutions are
absent; however the permittivity now depends on the electric
field strength (α = 0):

~D = ε0

(
1 + χ(1) + χ(3)E2

)
︸ ︷︷ ︸

ε

~E. (27)

As mentioned earlier, this type of problem has not received 
much treatment in the literature, and so the following deriva-
tion serves as an important foundation of FETD, both for 
instantaneous nonlinearity, and the dispersive nonlinearities 
to follow. The spatial discretization of (5) remains much the 
same, except that the matrix [M ] is no longer constant in time 
due to its dependence on E:

[M ]ij =

∫
Ω

ε(E) ~W
(1)
i · ~W (1)

j dΩ (28)

=

∫
Ω

ε0

(
1 + χ(1) + χ(3)E2

)
~W

(1)
i · ~W (1)

j dΩ (29)

and must remain within the temporal derivative:

∂

∂t
[M ]{e} ≈ [M ]n+1{e}n+1 − [M ]n{e}n

∆t
. (30)

The resulting update equation for the electric field appears
identical to that in (13), but it is now nonlinear thanks to (30):(

[M ]n+1 +
∆t2

4
[C]T [Mf ][C]

)
{e}n+1 =(

[M ]n − ∆t2

4
[C]T [Mf ][C]

)
{e}n

+ ∆t[C]T [Mf ]{b}n − 1

2
({g}n+1 + {g}n) (31)

and should be solved via an iterative method such as Newton-
Raphson.

In the Newton-Raphson method, a system of nonlinear
equations of the form {f} = 0, dependent on a set of variables
{x}, may be solved by iterating in the following manner [14]:

{x}(k+1) = {x}(k) − [J ]−1{f}(k) (32)

in which (k) is the iteration number, and [J ] is the Jacobian
matrix defined as:

[J ]ij =
∂{f}i
∂{x}j

. (33)

By moving all terms of (31) to one side, the Newton-
Raphson method can easily be applied, assuming the Jacobian
can be found. The derivation of the Jacobian that follows is
very similar to that presented in [14] for nonlinear magnetic
materials and produces similar expressions.

Here, the unknown variable of interest is the vector {e}n+1,
and so the Jacobian will only take derivatives with respect to
this quantity. As a result, only the left-hand side of (31) will
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have a non-zero contribution to the Jacobian. Expressing the
matrix multiplication with {e}n+1 explicitly yields:

[J ]ij =
∂{f}i
∂{e}n+1

j

=

∂

∂{e}n+1
j

∑
k

(
[M ]n+1

ik +
∆t2

4
[C]T [Mf ][C]ik

)
{e}n+1

k .

(34)

Distributing the derivative into the sum and making use of
the product rule produces:

[J ]ij = [M ]n+1
ij +

∆t2

4
[C]T [Mf ][C]ij+

∑
k

∂[M ]n+1
ik

∂{e}n+1
j

{e}n+1
k .

(35)
This last term can be further refined by returning to the

definition of [M ] and bringing the derivatives and sum inside
the integral, in addition to using the chain rule:∫

Ω

∑
k

∂εn+1

∂En+1

∂En+1

∂{e}n+1
j

~W
(1)
i · ~W (1)

k {e}
n+1
k dΩ. (36)

Recalling that within each element, the electric field is
represented as:

~En+1 =
∑
k

~W
(1)
k {e}

n+1
k (37)

permits a further simplification to:∫
Ω

∂εn+1

∂En+1

∂En+1

∂{e}n+1
j

~W
(1)
i · ~En+1dΩ. (38)

Lastly, using (37), it can be shown via straightforward
computation that:

∂En+1

∂{e}n+1
j

= ~W
(1)
j ·

~En+1

En+1
. (39)

Making this final substitution produces the desired compact
form of the Jacobian:

[J ]ij = [M ]ij +
∆t2

4
[C]T [Mf ][C]ij

+

∫
Ω

1

En+1

∂εn+1

∂En+1
( ~W

(1)
i · ~En+1)( ~W

(1)
j · ~En+1)dΩ (40)

where in the present case:

∂εn+1

∂En+1
= 2ε0χ

(3)En+1. (41)

With this result, the solution may now be found in a straight-
forward, albeit computationally intensive, manner. While the
Jacobian in (40) is symmetric, it will in general change during
each iteration of (32), as will the [M ] matrix in (29). They
will therefore need to be recomputed within each nonlinear
element and globally reassembled multiple times within each
time step.

The general solution procedure is now as follows:
1) Iterate (31) using (32) and (40), recomputing and assem-

bling [J ] and [M ] each time, until {e}n+1 converges to
the desired tolerance.

2) Compute {b}n+1 using (14).
3) Repeat the process until the desired end time.

D. Dispersive Nonlinearity
Attention is now turned toward the most general form

of the permittivity, including linear dispersion, instantaneous
nonlinearity, as well as dispersive nonlinearity:

~D = εL ∗ ~E + ε0χ
(3)
(
αE2 + (1− α)g(t) ∗ E2

)
~E. (42)

Such a general formulation is nascent within the FETD
method, and the ensuing novel approach is quite versatile.
When (42) is inserted into (5), and the spatial discretization
applied, the resulting equation contains terms of the following
form:

εL ∗ [M̃ ]{e}+ [M̂ ]{e} (43)

where [M̃ ] is the same as in (18) and [M̂ ] is given by:

[M̂ ]ij =

∫
Ω

ε0χ
(3)
(
αE2 + (1− α)g(t) ∗ E2

)
~W

(1)
i · ~W

(1)
j dΩ.

(44)
The first term in (43) is clearly a result of the linear

dispersion and is identical to that obtained previously in (17),
while the second term encapsulates the nonlinearity and is
of the same form as (29). The linear dispersive term can be
treated identically as before and produces the same auxiliary
variable update procedure, transforming (43) into:

a0[M̃ ]{e}n+1 + {W}n1 + [M̂ ]n+1{e}n+1 (45)

or, defining [K] = a0[M̃ ] + [M̂ ]:

[K]n+1{e}n+1 + {W}n1 . (46)

This [K] matrix, however, now contains a convolution for
which an update procedure must also be derived. Using the
same procedure as before, the z-transform can be used to
generate an update equation for B , g(t) ∗ E2:

Bn = h0(E2)n + . . .+ hq(E
2)n−q

− w1Bn−1 − . . .− wqBn−q. (47)

Furthermore, a set of auxiliary variables can also be intro-
duced to facilitate the update as before:

Gnα = hα(E2)n − wαBn + Gn−1
α+1 α < q (48)

Gnα = hα(E2)n − wαBn α = q (49)

Bn = h0(E2)n + Gn−1
1 . (50)

Given this convolution is a scalar function, as opposed to 
the vector quantity used in the linear case, it can be directly 
substituted into the [K] matrix at the required time step using 
(50), yielding:

[K]n+1
ij =

∫
Ω

(
a0 + αε0χ

(3)(E2)n+1 + (1− α)ε0χ
(3)·

[
h0(E2)n+1 + Gn1

])
~W

(1)
i · ~W (1)

j dΩ (51)

with the final update equation for ~E given as:(
[K]n+1 +

∆t2

4
[C]T [Mf ][C]

)
{e}n+1 =(

[K]n − ∆t2

4
[C]T [Mf ][C]

)
{e}n + ∆t[C]T [Mf ]{b}n

−
(
{W}n1 − {W}n−1

1

)
+

1

2
∆t
(
{g}n+1 + {g}n

)
. (52)
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The derivation of the Jacobian proceeds in much the same 
way as it did before. Indeed, the derivation presented in the 
previous section can be repeated replacing the [M ] matrix with 
the [K] matrix, leading to the same Jacobian expression as in 
(40), except for a change in (41):

∂εn+1

∂En+1 = 2ε0χ(3)E (α + (1 − α)h0) . (53)

The general solution procedure is now as follows:
1) Iterate (52), using (32) and (40), re-computing and 

assembling the [J ] and [K] matrices each time, until 
{e}n+1 converges to the desired tolerance.

2) Compute {b}n+1 using (14).
3) Update the linear auxiliary variables using (23)-(25) to 

n + 1.
4) Update the nonlinear auxiliary variables using (48)-(50) 

to n + 1.
5) Repeat the process until the desired end time.

IV. IMPLEMENTATION

In this section, a few of the specific details concerning 
implementation of the above algorithms are discussed and 
presented.

A. Newton-Raphson Iteration

(0)

Given the computational cost associated with nonlinear 
iteration, it is important to attempt to minimize the number 
of iterations required to achieve convergence. One way to do 
this is to choose the initial solution guess {e}n+1 to be as
close as possible to the true solution.

If the time step ∆t chosen in the FETD update procedure 
above is sufficiently small, then the solution at time n + 1 
should be relatively close to that at n. As a result, a natural 
choice for a starting guess is the previous time step’s solution 
[25]:

{e}n+1
(0) = {e}n. (54)

B. Evaluation of Elemental Matrices

For many linear elements, the entries of the [M ] matrix 
can be found analytically and tabulated for easy use [20]. 
In the nonlinear case, however, the dependence of ε on {e} 
no longer permits such simple formulae. In most cases, this 
leaves little choice but to numerically compute the entries of 
each nonlinear elemental [M ], [J ], and [K] matrix. Luckily, 
Gaussian quadrature rules can be found for triangles and 
tetrahedra to quite high order [20], facilitating the integrations. 
In particular, quadrature rules given in terms of simplex 
coordinates easily permit the computation of the requisite 1-
forms W~

(1)
i in (51).

Moreover, since the nonlinearity introduces a dependance on 
the unknown variables, additional code and data structures are 
required beyond the usual geometric mesh data. For instance, 
each element is required to monitor its associated edge values 
and basis functions, and generate the field strength at each 
quadrature point within the simplex.

C. Auxiliary Variable Updating

While the update procedure for the linear convolution aux-
iliary variables in (23)-(25) is relatively straightforward, those 
for the nonlinear portion in (48)-(50) are less so. For instance, 
while the nonlinear convolution may produce a scalar result, 
as opposed to the vector result in the linear case, it is located 
within the integral for [K] in (51). As such, in order to be 
numerically integrated, as discussed in the last section, the 
convolution must be known at each of the quadrature points, 
within each element.

The simplest approach is to store the convolution values at 
each quadrature point, within each nonlinear element, for as 
many past time steps are required for the current dispersive 
order q. The auxiliary update equations are then applied to 
every quadrature point, for each time step. The resulting 
implementation trades space for simplicity.

However, an alternative may be possible in which the convo-
lution is itself expanded in terms of scalar basis functions. This 
would have the benefit of only needing to store and advance the 
expansion weights, at the cost of now interpolating the 
convolution at each quadrature point. Care must be taken, how-
ever, such that the accuracy of the convolution representation 
not affect the global solution accuracy.

Such an expansion of the convolution (or even of the per-
mittivity itself) may introduce an additional advantage. If the 
same scalar simplex interpolation functions are used for ε as 
are used in the construction of the edge and face elements [23], 
closed-form analytic expressions for the nonlinear matrices can 
be recovered. For example, one well-known formula evaluates 
the integral of products of simplicial basis functions as [20]:∫

Ω
N1
lN2

mN3
ndΩ =

l!m!n!

+ m + n + 2)!
2∆. (55)

A possible complication arising from this method, however, 
is in allowing the permittivity to be discontinuous across 
material boundaries. While solutions to this are possible, 
they may result in increased complexity. These interpolation 
methods were not employed in this paper and are suggested 
as possible alternatives or future improvements.

D. Stability

When formulating a numerical method, an important con-
sideration is that of stability. In the case of linear materials, 
with or without dispersion, the above implicit mixed Crank-
Nicolson scheme has been posited to be unconditionally stable 
via an equivalence with the Newmark-β method [13].

Unfortunately, unlike in the linear case, there are few 
general techniques available to determine the stability of a 
nonlinear numerical method. Attempts at analyzing the above 
algorithms have not yet provided any insight into their stability. 
Moreover, while it is hoped that the unconditional stability of 
the underlying linear method is maintained in the nonlinear 
case, there is no guarantee that this will occur. Nevertheless, 
for all numerical tests performed in the generation of the data 
presented in the next section, no instabilities were found.
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Fig. 1. Convergence in the L2 and L∞ norms for the nonlinear dispersive
Crank-Nicolson mixed FETD method.

V. RESULTS

In this section, the algorithms presented in the previous sec-
tions will be benchmarked to verify their accuracy and conver-
gence. Furthermore, the methods will be used to demonstrate
the occurrence of some well-known nonlinear phenomena.

A. Convergence

As mentioned earlier, the nonlinear wave equation (3) is in
general very difficult to solve exactly in closed form. As a
result, it can be challenging to judge the accuracy of a new
numerical method without a known test case. For this reason,
an approach is here adopted in which a solution is artificially
manufactured. An arbitrary function is first selected to be the
exact solution, to which the differential equation of interest is
then applied. Since this function will not solve the equation
exactly, there will naturally be a residual. By selecting a source
term which exactly equals this residual, the selected function
becomes the exact solution. A simulation can then be run with
this source term, and the computed solution compared to the
selected exact one, yielding convergence and accuracy data.

In the present case, the sample problem studied was that
of a simple unit square domain in two spatial dimensions,
Ω = [0, 1]× [0, 1], in which perfect electric conductor (PEC)
boundary conditions were imposed on each of the four edges.
Triangular elements were used to mesh the area, and the
manufactured exact solutions for the ~E and ~B fields were
selected as follows:

~E =

− sin(2πx)
3∑

n=1
ann sin(nωt)ây 0 ≤ t ≤ T

0 otherwise

(56)

~B =

− 2π
ω cos(2πx)

3∑
n=0

an cos(nωt)âz 0 ≤ t ≤ T

0 otherwise

(57)

where:

a0 =
3179

9000
a1 = −4392

9000
a2 =

1305

9000
a3 = − 92

9000
(58)

s

Fig. 2. Computed and exact solutions as functions of time.

and ω ≈ 1.0530× 109 rad/s, such that the temporal shape of
the ~E and ~B fields are the Differentiated Blackman-Harris and
Blackman-Harris pulses, respectively.

Since the linear dispersive algorithm has already been
verified in [13], the test permittivity presented here contains
only the nonlinear dispersive term (α = 0):

ε = ε0

(
1 + χ(1) + χ(3)g(t) ∗ E2

)
(59)

where χ(1) = 2.2, χ(3) = 4.1, and g(t) was chosen to
represent a first order Debye-like dispersion:

g(t) = et/τe (60)

with τe = 10−9 s.
While an instantaneous nonlinearity is not included in the 

present results, its accuracy was also verified with a similar 
outcome. Lastly, the selected permittivity parameters above 
(and in all subsequent simulations) were chosen and scaled ei-
ther to facilitate the calculation of the necessary source term or 
to have the phenomena of interest be readily observable within 
the given computational domain, and do not necessarily reflect 
any particular existing material. To that end, the required J~
term in (10) was determined via the procedure outlined above. 
While a closed form expression for J~ is obtainable via a rather 
tedious computation, the expression is quite large and so has 
been omitted for clarity.

The accuracy and convergence of the method were obtained 
by performing several computations on progressively refined 
spatial grids, with the temporal time step held fixed at ∆t = 
h/c, where h is the average element side length in the mesh. 
The tolerance of the nonlinear Newton-Raphson stop condition 
was set to 10−6, and the error was measured in terms of the 
L2 and L∞ norms, defined here as:

L2 =
1√
Nt

[
Nt∑
n=1

∫
Ω

| ~En − ~Enex|2dΩ

]1/2

(61)

L∞ = max
t,x
| ~E − ~Eex| (62)
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Fig. 3. Beam diffraction while propagating in a bulk linear medium.

where ~E is the computed solution and ~Eex is the exact
solution.

The convergence results are presented in Fig. 1, in which
the error of both the ~E and ~B fields are plotted in the
aforementioned norms. From this plot it is apparent that all
four error traces are converging to first order in h (and
therefore also in t). While the Crank-Nicolson method is
globally second order in time (like Newmark-β), this first order
convergence is expected since the Whitney forms used in the
representation of ~E and ~B here are only complete to zeroth
order [20], thus lowering the global accuracy.

Additionally, in Fig. 2 both the exact and computed solu-
tions are plotted as functions of time, for h = 0.0082, at the
point (x, y) = (0.8325, 0.7314). In both cases there is very
good agreement between the computed and exact solutions,
corroborating the trends of Fig. 1.

B. Spatial and Temporal Solitons

Having demonstrated the accuracy and convergence of the
method in the previous section, here the algorithm is applied
to a few physically significant problems, demonstrating the
occurrence of some well-known nonlinear phenomena.

1) Spatial Soliton: In linear bulk media, as an electro-
magnetic wave propagates, it naturally diffracts and spreads
out. As a result, any initial beam rapidly widens and loses
intensity. In a nonlinear material, however, the dependence of
the permittivity on the field strength can result in a lensing
effect, negating the tendency for the beam to diffract. Given
the correct combination of field strength, beam shape, and
nonlinear susceptibility, the resulting self-focusing can permit
the propagation of a confined beam over large distances within
a homogeneous material, known as a spatial soliton.

To demonstrate the occurence of these two phenemona, a
slab of bulk 2D rectangular media was simulated, in which an

Fig. 4. Creation of a spatial soliton in a bulk nonlinear medium.

initial confined beam was injected on the left-hand side and
allowed to propagate. The simulation domain was a rectangle
30 cm wide by 100 cm long, with PEC boundaries. The beam’s
transverse shape was that of a hyperbolic secant, with a full
width at half maximum (FWHM) value of 1.46 cm and a
frequency of 2.4 GHz. The case of a linear non-dispersive
medium is demonstrated in Fig. 3 for εL = 4.2. Here the initial
bright localized beam can be seen on the leftmost boundary,
but rapidly spreads out over time, rebounding off the PEC
upper and lower boundaries and creating a diffuse interference
pattern.

In contrast, Fig. 4 shows the result of filling the domain with
a material exhibiting an instantaneous nonlinearity (α = 1),
with χ(1) = 3.2 and χ(3) = 1.5 × 10−19 m2/V 2. The
effect of nonlinearity is immediately apparent, as the beam
has remained roughly confined to its original transverse shape
during propagation. Note that in this simulation the beam
intensity is ramped up from zero, and as a result the soliton
is not established until the beam has reached an appropriate
strength, leading to the initial diffuse wave front.

2) Temporal Soliton: Unlike the previous section, here
attention is turned toward guided waves, such as those that
exist within optical fibers and cables. As opposed to prop-
agation in bulk media, the guiding structure ensures that the
transverse shape of the wave is maintained during propagation.
However, if linear dispersion is introduced, the wave or pulse
can still become distorted. Since the permittivity is dependent
on frequency, each spectral component of a propagating pulse
travels at a different speed, resulting in a group delay which
causes the pulse to broaden over time. On the other hand,
if the material also exhibits nonlinearity, much like in the
previous case, it is possible to tune the pulse parameters such
that the linear dispersion is effectively cancelled out by the
nonlinearity. The result is a pulse which does not change shape
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Fig. 5. The effects of anomalous linear dispersion, leading to pulse broadening
over time.

as it propagates, known as a temporal soliton.
As before, a 2D problem was selected to recreate the

behaviours described above. Rather than a bulk medium, a
dielectric slab waveguide was chosen to more closely mimic
the operation of an optical fiber. The rectangular domain
measured 10 µm wide by 100 µm long, and was composed of
three dielectric layers. The center dielectric measured 2 µm
wide, with the remaining areas being free space. The pulse
was excited on the leftmost boundary in the fundamental TM
mode, with a modulated hyperbolic secant envelope in time.
The pulse envelope had a FWHM of approximately 52.7 fs and
a fundamental frequency of 50 THz. Approximately 6 periods
of the carrier wave were contained within the pulse.

In both cases, a second order linear Lorentz dispersion
was present, with the corresponding time-dependent linear
susceptibility expressed as:

χ(1)(t) = χ∞δ(t)+
(χs − χ∞)ω2

0√
ω2

0 − δ2
e−δt sin

(√
ω2

0 − δ2t

)
u(t)

(63)
in which ω0 is the resonant frequency, δ is the damping
constant, u(t) is the unit step function, and δ(t) is the delta
function. Additionally, the following values were selected to
obtain easily observable pulse broadening over the distance
simulated: ω0 ≈ 1.885 × 1014, δ = 2 × 1011, χs = 6.1, and
χ∞ = 4.7.

Fig. 5 shows the effects of the linear dispersion on the pulse.
While initially compact, the pulse rapidly experiences anoma-
lous linear dispersion, in which higher frequency components
travel faster than their lower frequency counterparts, producing
an increasingly distorted and stretched wave. This negative
chirp is partially visible in Fig. 5 upon close inspection.

In the nonlinear case, not only was the above linear
dispersion present, but also an instantaneous and dispersive
nonlinearity. The nonlinear dispersive term g(t) was also

Fig. 6. Production of a temporal soliton within a dielectric slab waveguide.

selected to yield a Lorentzian-type dispersion:

g(t) =

(
τ2
1 + τ2

2

τ1τ2
2

)
e−t/τ2 sin

(
t

τ1

)
u(t) (64)

where τ1 represents the optical phonon period, and τ2 the
phonon lifetime [5]. In the present case, the following nonlin-
ear values were selected: χ(3) = 1.1×10−18 m2/V 2, α = 0.7,
τ1 = 3.358× 10−14 s, and τ2 = 1× 10−13 s. Note that these
values should result in the anomolous linear dispersion being
stronger than its normal nonlinear counterpart.

Fig. 6 shows a dramatic contrast to Fig. 5, as a result of
including nonlinear effects, resulting in the production of a
temporal soliton. As the pulse propagates its shape and size
remain roughly constant, with no significant chirping detected.

VI. CONCLUSION

In conclusion, a novel mixed finite-element time-domain
method for the simulation of nonlinear dispersive materials has
been derived, verified, and used to demonstrate the occurrence
of several well-known nonlinear phenomena. In contrast to
existing methods, the presented technique is capable of han-
dling the most general combinations of problem geometry and
material behaviour, including linear dispersion, instantaneous
nonlinearity, and dispersive nonlinearity. Moreover, by making
use of the Crank-Nicolson mixed FETD formulation, the re-
sulting scheme is in no danger of late-time growth, and has so
far proven to be stable and accurate. The similarities between
the Crank-Nicolson mixed formulation and the Newmark-β
VWE can also be leveraged in the future to easily produce a
method which uses only edge elements.

By leveraging the Möbius transform method, the presented
algorithm is quite versatile. While the simulations presented
in this paper contained, respectively, only up to second and
third order dispersion and nonlinearities, the generalization to
higher dispersive and nonlinear orders is very straightforward.
In the dispersive case, this results only in the introduction
of additional auxiliary variables, while in the nonlinear case,
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only ε and ∂ε/∂E are altered. It is also worth noting that
while in this paper the permeability was assumed constant, the
incorporation of magnetic dispersion would not pose any issue
and would simply result in another set of auxiliary variables,
as detailed in [13].

Lastly, one major issue in the application of the above
method is the intense computational burden posed by the
nonlinear iteration. The requirement for multiple matrix solves
per time step, as well as the need to recompute and reassem-
ble the elemental matrices, results in significant computation
times. One possible mitigating strategy for this is the use
of parallelization via graphics processing units (GPU). For
instance, the linear dispersive algorithm used in this paper
has already seen a parallel GPU implementation in [26].
Likewise, a cursory glance at the above algorithm shows that
the elemental matrices can all be independently numerically
integrated and computed before being combined into their
global counterparts. This exposes significant parallelization
and may help alleviate some of the computational burden
when executed on a GPU. Similarly, it may be possible to
expose parallelism in other aspects of the algorithm or to
port the nonlinear dispersive theory above to other more
readily parallelizable methods, such as the Gaussian Belief
Propagation [27] or Discontinuous Galerkin [28] methods.
This remains an active area of research for future work.
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