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Abstract 

PETS 1 t-.1 , a Monte Carlo simulation program of Positron Emission TOlllography 

(PET) systems, was improved in tcrms of accuracy and efticiency. Fir~t, the accuracy, the 

speed and the ease of lise of PETSIM were improved by llsing tahulatcd values of the 

Compton scattering and photoelectric absorption partial interaction attenuatillil cocfticlent~ 

for ail common biological, collimator and detector l11atcrials. Thcse werc gcncrated from 

chemical formula, or physical composition, and density of the absorbtng medlulll. 

Furthermore, simulations of PET systems waste considerable lime generatlng cvcnts 

which will never be detected. For events in which the original pholons arc lIsually dircctcd 

towards the detectors, the efficiency of the simulations was improvcd hy giving the photons 

additional chances of being detecled. For simulation programs which cascade the simulation 

process into source, collimation, and detection phases such as PETSIM, the additional 

detections resulted in an improvemcnt in the simulation preCision without reqtllring larger 

files of events from the source/phan tom phase of the simulation. This also rcduccd the 

simulation time since fewer positron annihilations were ncedcd to achicve a givcn ~tatistical 

precision. This was shawn to be a useful improvement ovcr canvcntional Monte Carlo 

simulations of PET systems . 
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• 

• 

Résumé 

PETSIM, un programme de simulation Monte Carlo des systèmes de Tomographie 

par Émission de Positrons (TÉP), a été amélioré au point de vue précision et efficacité. 

Premièrement, la précision, la rapidit~ et la facilité d'utilisation de PETSIM a été améliorées 

grâce à l'utilisation de valeurs tabulées des coefficients partiels d'atténuation des interactions 

Compton ct photo-électriques pour tous les matériaux bIologiques et ceux des collimateurs 

ct des détecteurs communément rencontrés en TÉP. Ceux-ci ont été générés a partir de leur 

formule chimique ou de leur composItion physique et cie leur densité. 

De plus, les simulations de TÉP perdent énormément de temps à générer des 

événements qui ne seront jamais détectés. POlir les événements dont les photons sont 

généralement orientés vers les détecteurs, l'efticacité d'une simulation complète a été 

améliorée en donnant aux photons de nouvelles chances d'être détectés. Pour les 

programmes de simulations qui effectuent la simulation en phases, soit la simulation de la 

source, des collimateurs et des détecteurs, les dét~ctions additionnelles améliore la précision 

des simulation sans nécessIté de fichiers d'événements de plus grande dimension de la part 

de la phase source de la simulation. Ceci a permis de réduire aussi le temps de simulation 

puisque moins d'annihilations de positrons sont nécessaires pour obtenir une précision 

statistique donnée. Ceci s'avère une amélioration utile des simulateurs Monte Carlo 

conventionnels . 
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CHAPTER 1 

Positron Emission TOlllography 

1.1 \Vhat is Positron Emission TOl11ogmphy 

Positron Emi~sion Tomography (PET) 15 a medical imaging tcchniquc that 

quantitatively maps the di~tribution of phy~iologically intcrcsting chl.'mic.il ('ompounds 

present in living biological systems. The compound of intcrest is lahclh.'d wlth a positron­

emitting isotope sllch as carbon-Il Cie), nitrogen-13 (llN), oxygcn-15 e'O) or nuonne-I~ 

eSF). The tirst threc are isotopes of the elements occlIrnng 1110st frcqucntly in organic 

compollnds. They are thercforc particularly slIltable for labellll1g biolllo!t:culcs and drllg'i 

without changing thcir chemical and physical bchaviour in the living orgal1l'llll. PIF is uscd 

as a substitute for hydrogen or hydroxyl groups. 

The positron-emitting labcllea compound is then administercd hy inhalation 

or intravenollsly to the subject under study. It is distriblltcd throllghout the organism in a 

manner determined by the biochcmical processes which it lIndcrgocs. Wlth the time, the 

number of llnstable atoms labellillg the compound dccrcase exponcntially, cach of them 

undergoing positron emlssion into its more ~tabk form. Thc cmittcd pmitron travcls up to 

a few millimetres from ils nucleus ong1l1 bcfore combining itself with a frcc clectron of the 

surrounding medium. Thi~ lIn~lable ~pecie then annihilatcs. The annihilation procc~s is 

characterized by the transformation of tlK Lotal encrgy of the po~itron-elcctron ~y<;tcrn into 

electromagnetic energy. This u<iuall y takes the form of two ~lIn ultancou 'il y crcatcd photons 

with an energy of 511.1 keV each which diverge in opposite direction. If thcse two photons 
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arc obscrved by two detectors in time coincidence on a detector ring surrounding the subject, 

the annihilation is assumcd to have taken place on the line joining the two detectors. The 

dctcctcd cvents arc thcn sorted 10 the forl11 of projections of the actlvity distribution (of the 

annihilations) and can be convertcd to transaxial images by computation methods similar to 

thosc uscd in x-ray computcd tomography. The projections measured ale convolved with 

a filtcr fur,ction and projected back onto the image plar.e to produce an image matrix of the 

activity distribution. For a more detailcd and completed description of PET systems, the 

rcadcr is referred to [1,2]. 

This chapter introduces the rtader to the basic principles and terminologies 

which are essential to understand this work. Section 1.2 discllsses the interactions and decay 

processes which occur in PET. Section 1.3 mtrodllces the three types of coincident detection 

which are possible. Section 1.4 deals \VIth the basic princlples of Monte Carlo simulation 

program before glving the descrIption of PETSIM, a Monte Carlo simulation program used 

to sil11ulate PET systems. 

1.2 Derays processes and photon-matter' interactions in PET studies 

As discussed in the previous section, the two pnncipal decay processes in PET 

are the positron ({3+) decay all(~ the ({r ,'Y) decay (annihilation). The annihilation photons 

which have an initial energy of 511. 1 keV can intemct with matter by undergoing Compton 

scattering or photoelectric absorption. Pair production is not possible at 511.1 keV since the 

threshold for the pair production process is 1.022 MeV. The previous decay processes as 

well as the possible photon-matter interactions in PET studies are treated separately in the 



• following sub-sections. One of these sub-sections also dctines the linear attclluation 

coefficient, an important parameter to determine the rangf' of the photons in the medium and 

the relative probabilities of interaction. 

A. {J+ decay 

If a nucleus has one or more protons than a morc stablc nuclcus, ;1 call 

undergo {3+ decay. In this radioactive decay, a proton of the ul1stable nuclcus is tran'iforll1l'd 

into a neutron and a positively charge electron or positron ({3i). Thi'i positron and a neutrino 

are th en ejected from the nucleus. Schernatically, the process is 

A A ZX -Z -1 y + fr + v + cnergy. (1.1 ) 

The parent radionuclide, X, anà the daughter product, Y, reprcscnt differcnt chcmical 

elements because the atomic numbcr, Z, of the parent decrcases by one in the proCCS'i. 

However, the mass number, A, does not change. 

When a positron is emitted it has an encrgy ranging frorn zero to a maximulll 

energy EmlLt' The value of Emcu and the shape of the energy probability density dcpend on 

the parent nuc1ide, with the value of El/w .• for positron emitters ranging from tens of keV to 

severa! MeV. Table 1.1 shows the value of EmcJ.X for the most frcquently uscd isotopes in 

PET . 

• 
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• Table 1.1 Maximum positron cnergy for the most frequently used radionuclides in PET. 

Radionuclides Maximum Positron Energy 
(MeN) 

C~rbon Il 0.97 
Nitrogen 13 1.19 
Oxygcn 15 1.70 
Fluonne 18 0.64 
Rubidium 82 3.35 

B. Anllihilatioll 

The pmitron lS the antipartlcle of an ordinary eJec:tron. After ejection from 

the nucleus, the positron Jases more than 99% of its energy through ionization and exci~tion 

interactions with the orbital eJectrons of the medium (collisional losses) and less lhan 1 % 

through bremsstrahlung processes. During these collisions, the positlùl1 traveIs a few 

millimetres into the surrounding media in a zigzag path until it is finally brought to rest. 

This OCClII s v.'ithin about 10 9 sec. The actual range of the positron deIJends on its lI1itiaI 

energy and the electron dcnsity of the absorbing l11èdium. Because of the influence that the 

positron range can have on the spatial resolution of a PET system, several studies have 

examined the range of positron emitted from biomedically important nuclides in water (which 

is a tissue-cqlllvaient matenal) [3,4 ,5]. The range probability density in water can be 

described by a sum of two exponentials sllch that the probability density funn for a positron 

ta travel a distance r [cm] can be expressed as [3]: 

r r 

A e '1 + (1 - A) e '2 

fa,.,.(r) = Ar
l 

+ (1 - A)r
2 

(1.2) 

• 



• where A, ri and r2 are three empirical parameters. They dep~nd on the nuc1idc's maximum 

energy EnuJ.( given to the positron and the electron density of the medium. For cxamplc, for 

lie in water, the parameters are A = 0.916, ri = 0.078 mm and r2 = 0.457 mIn [3}. 

When the positron is ncarly at rest, it then combincs with one of the quasi-free 

(loosely bounded) electrons of the medium in an annihilation dccay in wll1ch its ma~s and 

that of the electron are converted into energy to produce two photons. Annihilation into 

more th an two photons is also possible but with Cl much smallcr probability than two photon 

annihilation (10-4 times lower) [6]. Since two electron masses are converted, the total cnergy 

release is 1.022 MeV. To conserve momentum, the two photons or gamma rays, c,ach 

hdving an energy of 511.1 keV, are ejected in opposite directions From the Sel'ne of the 

anmhilation. 

However, in general, the positron has a residual momcntum, as does the frce 

electron with which it interacts. The resulting centre-of-mass motion of the electron-positron 

system causes a Doppler bro1dcning of the two 511.1 keV photon t:!l1crgies and a deviation 

of their relative directions From 180"'. For PET systems, the Doppler broadcning is not 

significant since energy resolution is not a critical factor, but the non-collincarity is, for large 

volume or high resolution deleclion systems. The probability dcn\ity of the two photons' 

relative directional angle j(Q) can be approximately describcd as a Gau\sian in watcr-

equivalent materials with a mean of 1800 and a full width at half maximum (FWHM) of 0.5 0 

[7,8], that is: 

• 
1( If -180' )2 

1 . e 2 ';8' ln2 . OS • f (a) = -;::::;::=:;::;-~ 
J161t ·ln2 . 0.5 0 

( 1.3) 
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Thi~ cffeet IS ncgliglble in PET if the coincident deteetors are relatively close. Be fore 

explaining the possible photon interactions in matter, let define an important parameter, the 

Iinear attenuation coeflicicnt. 

C. Defillitioll of Iillear attelluatioll coefficient 

Suppose a beam of N photons impinges on a thin iàyer, dx, of an attenuator. 

The change in the nllmber of photons in the beam, dN, is proportional to N and dt and may 

be wntten 

dN = -IJNdx (l.4) 

where JJ. is the constant of proportionahty called linear attenuation coefficient. The solution 

to this differential equation is 

N = Ne-Px, 
o 

(1.5) 

where No is the initial nllmber of photons and N is the number of photons which went 

through the layer. 

After its creation, an annihilation photon of energy h~, (511.1 keV or less if 

it already had an interaction) can, through its trajectory, interact with the surrounding 

medium. From Equation (l.5), the number of photons tran~mitted decreases exponentially 

with the thickness of the material. The range probability density f./'() for a photon is thus 

(1.6) 
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• where x is the range and IJ. is the linear attcnuation coefticient. At 511.1 kcV or lcss only 

Compton scattering and photoelectric absorption are possible. Thus in PET, the linear 

attenuation coefficient is 

Jl=(J+!" ( 1.7) 

where (J is the Compton scattering partial interaction linear attcl1uatiol1 cocftidcnt and T is 

the photoelectric absorption partial interaction linear attenllation coefficient. The linear 

attenuation coefficient depends on the energy of the photon sinœ both the Compton scattering 

and photoelectric partial interaction Iinear attel1l1atiol1 coefficients depencl on the energy. 

These coefficients are defined in the following sub-sections. 

D. Comptoll scatterillg 

After its creation, an annihilation photon of energy hl' (511.1 keV or lcss if 

it a1ready had an interactIon) can, through is trajectory, collicle with a free clectron. Aner 

the collision, the photon is detlected and some of its initial kinctic encrgy and 1110mcntlllll 

are transmitted to the recoil electron which is set in motion. Figure LI (a) iIlustrates the 

process. Since energy and momentllm are conserved, it can be shown using c1as~ical 

mechanics (see for example reference [9]) that if the scattcred photon is emiUcd at an angle 

(J to the incident photon direction, its energy, 11/.1' , is givcn by: 

hv 1 = ___ h_v __ _ 
hv • 1 +--(l-cos8) 

m c2 
o 

( 1.8) 

• 



8 

• where mJ-,). is the rest-mass energy of the eJectron (moc). = 511.1 keV). 

The relative probabihty density of Compton scattering at an angle e may be 

determined by quantum mechanics analysis by calculating the probability of transition from 

the initial state of the system to the final state, both being described with suitable wave 

functions. By a complex analysis of this type, Klein and Nishina showed [10, Il] that the 

differcntial Compton partial interaction linear attenuation coefficient da [cm-I] !~er unit solid 

angle dU IS givcn by: 

2 

da '0 ( 2e~ F - = p - 1 + cos 1 KN' dn t 2 
(1.9) 

where '0 is the classical electron radius (2.817938 x 1O-13cm) and Pt! is the electron density 

of the material [electrons/cm3
]. The Klein-Nishina factor FKN is: 

{ 
1 }2 { «2 (1 - cos8)2 } FKN = 1 + , 

1 + «(1 - cos8) (1 + «(1 - cos 8)) (1 + cos2e) 
(1.10) 

where a is the initial reduced photon energy (hl'/rni_·2). The probability density of Compton 

scattering at an angle 0 is then 

da 

(1.11) 

where a is the Compton partial interaction linear attenuation coefticient. It is obtained b, 

integrating Equation (1.9) over the solid angle. Afler integration, the Compton partial 

• interaction linear attelluation coefficient ais: 
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Incident photon 

he 
E=~ 

h 
p=~ 

y Scattel'ed photon 

he 
E, .. ~ 

~~~~~~~--~r-~~~-----+------~x 

Quasi rrte e1ectron 

Belore collision 

(a) 

Incident photon 

(h) 

E=mc'l 

Artel' collision 

Characteristic 
radiation 

Pbotoelectron 

Figure 1.1 Schematic representation of (a) Compton scattcring, (0) photoclcctric 
absorption. 
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• 0= P '2rtr;{}+« (2(1+«) _ lnfl+2«)) + ln(I+2«) _ 1+3«}. 
~ ,; (1 +2«) « 2« (1 +2«)2 

(1.12) 

Notice that Equation (1. 11) depends on the energy of the incident photon but does not 

depcnd on the electron density of the surrounding medium. However, Equation (1.12) shows 

that the Compton partial interactIOn linear attenuation coefficient depends on both the energy 

of the incident photon and the electron dcnsity of the medium. 

The relatIve probability that a photon will Interact with a free electron in a 

Compton process is ~imply the ratio between the Compton partial interaction linear 

attenuation coefficient and the linear attenuation coefficient (a/Il, where Il IS defined by 

Equation (1.7». As illustrated in Figure 1.2, Compton scattering is the most important 

Interaction mechanism In bIOlogical tissues (2:::::: 8 for biological materials) for photons of 

the encrgles of Interest in PET (from about 75 keV to 511.1 keV). 
1 0 0 ""'~""'-=111"77.:~"," 

0.1 1.0 10 100 

Photon fIIr.IU (MeV) 

• Figure 1.2 Dominant photon-matter interaction for various energies and absorbing 
materials (from ref. [9]). 
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E. Photoelectlic absorption 

An annihilation photon of encrgy hl' ean also coll ide with an atom and cJcct 

one of the orbital electrons l'rom the K, L, M, or N shells. The ejectioll of the ekdron 

leaves the atom in an excited state 50 the atom cmlts characterbtic X-ray radiatIOn or Auger 

electrons. The process is illustrated in Figure 1.1 b. Figure 1.:! shows thal thls pwcess j'i 

the dominant interaction mechanisl11 for photons of the cncrgies of \I1tcrest in PET for 

materials having an atomic l1umber larger than about 50. ThiS is lIsually the case for 

collimator and detector materials. 

Photoelectric absorption is most likely to occllr if the energy of the photon is 

slightly larger than the binding energy of the clcctron. Energies .lll'i! IeS'i than the hindl11g 

energy cannot eject the electron and therefore the cro,>s sectIOn varies wlth energy in a 

cOl11plicated way with discontinuities at the energy corrcsponding to each shel!. 

Experimentally, the photoelectric absorption partial mteraction linear attenuation coefficient 

(7') varies approximately as 

where a and b are two fitting paral11eters which depends on the matcrial. Parameter h is 

approximately equal to -3. The relative probability that a photon will undcrgo photoc1cctric 

absorption is the ratio between the photoelectric ab'iorption partial lincar attenuatio/l 

coefficient and the linear attenuation coefficient (1/iJ.) . 
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1.3 Possible types of coincident detection in PET 

The reader is now aware of the possibility for the photons to interact with the 

surrounding medium and be either scattered or absorbed. Of course, the desirable type of 

detection in PET to reconstruct the activity distribution properly is the one which occurs 

when the two annihilation photons travel without any interaction and are observed by two 

detectors in time coincidence on the detector ring of the system. These are called true 

coincident evt!nts. UnfortunateIy, as explained in the previous section, as the annihilation 

photons pass through the biologicai tissues, they can interact with them and can undergo 

Compton scattering or photoelectric absorption. Photoelectric absorption, unimportant in 

biological tissues for photon of the energies of interest, transfers ail the photon energy to an 

elcctron in the medium so coincident detection of the corresponding photon pair can not 

occur. Although thlS reduces the number of coïncident events detected, it does not Iead to 

an erroneous image. Compton scattering, however, is the most important interaction 

mechanism in biological materials. This type of interaction causes one or both photons of 

the pair to change direction before detection. This leads to erroneous information about the 

source location. Sorne of the scattered photons can be rejected by energy discrimination 

since the energy of the photon is changed when it scatters. However, since the average 

scattered photon energy 10st is relatively small, a significant number of these events are still 

accepted. They are called scattered coincident events and constitute the second type of 

coincident detection in PET. 

A third type of detection can aiso occur: two photons from two different 

annihilations can be detected in coincidence. These are called random coincidences. Thus, 
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as summarized in Figure 1.3, three types of coincident events exist in PET. Minimizing the 

detection of scattered and random coincident events while maintaining a high sensitivity for 

true coincident events is essential in the design of a PET system. 

DETECTOR RING 

HUMAN BODY 

SCATTER 
POINT 

POSITRON 
SOURCE 

(a) TRUE COINCIDENCE (b) SCA TTERED COINCIDENCE 

(c) RANDOM COINCIDENCE 

PHOTON PASSES THROUGH 
..... OR MISSES DETECTOR RING 

Figure 1.3 The three types of coincident events occurring in PET (from ref. [12]). 
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1.4 Monte Carlo ~imulatiol1 01' PET Sy!oJtcms 

Since tnminllling the detection of scattered and random coincidences whi1e 

maintaining a high semitivity for true coincident events is essential in the design of a PET 

system, ~imulatlon of PET sy~tcms is a solution of choice and possibly the only one available 

for designer of PET systems ta provide a knowledge of the performance of an imaging 

system bcfon! manufacturing IL Advantages of simulations over experimental measurements 

arc that .,1 Illulationc; on a digital computer can often be perforl11eù cheaply, quickly and yicld 

information about the imaging system that would be diftïcult or evcn impossible to establish 

by dIrect physical measurement (for ex ample, wa~ the coincident event a true coincidence?). 

Recent advanccs in proceS'Illlg power and disk storage capacity as well as a continlling cost 

redllctions have made simulation the Illost widely Llsed and accepted tools to evaluate the 

performance of PET systems as weil as other medical imaging devices. 

Monte Carlo simulation [13,14,15,16] is a precminently realistic simulation 

technique. It is pcrformed by actually following each of a set of partic1es from the source 

throughout its life hi'itory ta its "death" in some cases, its escape from the system or its 

dctcction in other ca~es. To determtne lts fate, the random quantities needed to track the 

particl~ arc computed U!:Ill1g, random numbers and the elcmentary probability densities of the 

quantltics at each stage of the partide hi~tory. Usually, a random quantity x having a 

probability dcnslty of the form.ft r) i~ round from the relationslllp 

(1.14) 

wherc € is a random l1umber in the unit interval [0,1] and FI(x) is the inverse of the 

probability distribution functÎon detined by: 
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( 1.15) 

From these equations, It comes up. for example, thnt taking the logarithm of the randol\\ 

number gives an exponential probabihty di~tribution of x, and taking the ~qllare of tlll' 

random number gives a square root probability distribution ofx. To dctcrllline thesl' randlllll 

quantities which are very often rl'lated to the state of thc particks, each partidc is romplctely 

charactcrized by a set of paramcters which are sufticient to dderminc il~ behaviour in ail 

situations it may encounter during its hi~tory. Thcse always include its position, it~ di rcction 

coordinates and Its energy. 

Monte Carlo Simulation Illcthod is appropriate to si III li 1 ail' PET systems siner 

all the probabilities are known for the clel11entary events susceptible to occur in the lire 

history of bath the pusitron and the annihilation photons. The prc'icnt 'ilale of dcvc10pmcnt 

of high-speed digital complIlers pcrmits the lI~e of sarnple~ of il SI/.I: sunïcicntly large 10 

enslIre satisfactory accuracy for the evalllation of the performance of a PET sy~telll 

(sensitivity, count-rate performance and resolution). 

In the last 12 years, several Monte Carlo program have bcen dcvelopcd 10 

simulate linear PET detcctor arrays [17], single ring positron tomograph'i [18,19,201. MlIltl­

Slice Positron Emission Tomography ')y~tell1~ (MS-PET) [21,22,23,24,25,26] and, more 

recently, both !\rIS-PET and Po..,itron Volume Imaging <;y'itcllls (l'VI) [27,28]. The Monle 

Carlo simulation programs used for the simulation of PET licanners at the Montreal 

Neurological Institule are callcd PETSIM. These program~ are dcri ved from the work of 

Lupton and Keller [19,29]. Tilt! onginal programs have becn 1l10ditied considcrably 10 
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permit more realistic simulations of modern PET scanners such as MS-PET and PVI systems 

[30,31,32,33,34,35]. The simulation programs are written in YMS FORTRAN and are now 

run en a VAXstatIon 4000/60. Monte Carlo simulation of PET systems using PETSIM is 

donc in thrcc pha')es lISIIlg IIldep~ndent programs: the PHANTOM program is llsed to 

simulate thc ')ourcc/phantol11 pha~e, the COLLIMATOR program, to simulate the collimation 

phac;e and the DETECTOR program, to simulatt;! the detectIon phase. The phases are linked 

togcthcr with intcrmcc!Jate gamma ray history (GRH) files stored on a disk or a tape. A 

GRH file IS also produced by the DETECTOR program to analyze the results and compute 

the rcsollltion of the scanner. Each GRH file is of identical format. It consists of a file 

header (64 lines of 80 characters) into which each program writes its geometric data in 

prcallocated area. The bulk of the file con tains aIl needed data on each photon processed. 

The data is saved in the most compact form pos<;ible to maxllnize the disk storage efficiency. 

Hs format IS glven in Table 1.2. Executll1g the SImulation in phases is more efficient when 

ll1any collimator or detector geomctries and materials are being compared for a given source 

distribution in the phantolll, since the source dIstribution is simulated only once. The 

disadvantage is that for a gIven statistical precision of the tinal results large files of the 

gamma-r.lys emerging from the COLLIMATOR program and especially from the 

PHANTOM program are required. 

The simulatIons are lIsually executed by running a VMS batch file containing 

the namc of the simulation programs which the user wants to run and the data required for 

cach of these programs. These independent programs are described below . 
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Table 1.2 Information stored for each photon in GRH file. 

Details Sin> Rana:e Prcriliiion 

x, y, Z origin l 3x2 bytes ±64 cm 0.002 cm 
x, y, Z current position2 3x2 bytes +64 cm 0.002 cm 
a, (3, 'Y direction angles Jx2 bytes ±180C> 0.01° 

Photon status: 2 bytes: 

Photon type3 2 bits 0-3 Exact 
Number of scatters4 3 bits 0-7 Exact 
Number of interactions~ 2 bits 1-4 Exact 
Energy6 9 bits 0-511 kl!V 1 kcV 

TOTAL: 20 bytes 

1 fir~t photon of a pair ha~ positron creation coordlllates; second photon has po~itron 
annihilation coordinates 
2 or position of the interaction centroid within a detector block aftcl detcction phase 
3 first (0) or second (1) photon of a pair, unpaired photon in (2) or aftcr (3) phantolll phase 
4 before entering detector ring 
5 within a detector block, used only aftcr dctector phase 
6 of photon or deposlted in a detector block after detection phase 

A.DRGpl'Ogram 

The complete Monte Carlo simulation of a PET sy~tel1l llsing PETS1M con'\i'\ts 

in tïrst modelling the geomctry of the imaging deviec in a batch filc as weil a'\ the phantorn 

to be imaged, inc1l1dmg the attenllation eharacteri~tics of cach matcrial prc'lcnt within thc 

sOllrce/phantom phase, the coll imation phase and the dctection pha'lc. Tlm i<; donc by 

entering the coordmates and the dill1cn~ions of several ne~tcd soilds sllch a<; boxc'), cylindcr~ 

or spheres. The source di~tnblltion of the activity IS al~o gcometrically Illodelled. Il 

consists of Iines, hollow or solid cyl inders, sphercs or boxe~ placed anywherc in the 

scanner's tield of view (fOV). The liser al~o specifies the pol,itron ernittcr's EmtLC and the 
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non-collincarity angle FWHM. A relative activity concentration of the positron emitter 

undcr study is also assigncd to each source. An example of a typical batch file is given in 

Appcndix A, page 113. 

Afterward, the lIlformation conta1l1ed in the batch file can be displayed on the 

scrccn or plottcd on a laser or col our printer using a program which the author wrote to 

familiarize himself with PETSIM before startmg this work. The program is called DRG. 

The DRG program allows the user to see what the computer IS asked to sil11ulate and correct 

for any mistakcs. The tile header of any creatcd GRH tiIe can also be read and plotted with 

the DRG program to remind the user what was silllulated. The simulation is then ready to 

be started. 

B. PIIANTO,\1 program 

The sourcc/phantom pha~e of the simulation tirst calculates the volume of each 

activity rcgion to obtain the correct fraction of (3+ decays in eadl region. The computer then 

gcneratcs pscudo-random nllmbers uniformly elistribllted over the unit interval [0,1] using a 

multiplicative congruentlal pseudo-random generator [36]. To generate the nllmbers, the 

user entcrs an initial large odd 111teger seed S() (32-bit integer). Every time the program 

reqllires a pscudo-randolll nlll11ber, the generator updates the seed using the relation· 

(1.16) 

• The notation signitïes that s, is the rema1l1der when the value between the verticallines 
is divided by 212

• This fllnction IS calleel 1ll0clllJO-2.l2
• 
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• and converts the high-order 24 bits to a tloating-point number. These tloating-point nllmbers 

are returned as a sequence of pscudo-random numbers. 

These .pseudo-random nlll11bers are tirst uSr~d to locate th\.! position of the {3+ 

decay withm the 3D source di~triblltion by a well established technique [29] that produc\.!s 

a uniformly distributed positron creation density throllghollt each source rcgion. The 

positron creation coordinates are part of the parametcrs recordcd in the pllùton history. A 

positron then is emitted from that position with a (hrection randomly sckctcd from a uniform 

probability density betwecn 0 an 27r (by l11ultiplying the pseudo-random llulllher by 271") in 

the scanner's tran~verse plane (planc perpendlcular to the aXI'i of thc scanner or xy-plane). 

From there, the po~itron travels for a distance bascd on Equation (1.2) whcrc [37) 

A = 0.85, 
'I[cm] = 0.085 . Emax[McV], (1. 17) 
'2[cm] = 0.660 . Ema)MeV]. 

The range of the positron is dctermined by integrating Equation (1.2), which givcs the 

probability distribution of thc range. However, the result is a SUI11 of tran<;ccndental 

functions and its inverse IS an explicit function of r. Thus, the techniquc dc\cribcd by 

Equations (1.14) and (1.15) can not be llsed to detcrmmc the positron rangc. Instcad, 

numerical methods could be usce! to solve for r but thcsc method~ are time con\urning. The 

distance travel ,'y the po~itron is thll~ selected by two psclldo-random nUlIlbers. The tir')t 

ra.ldom number selects whlch term is going to be lI~ed to compute thc range: if the randorn 

number is less th an A, then only the tirst term wIll be lI'icd; othcrwi\c, only the \ccond tcrm 

• will b~ IIsed. This gives a probability dcnsity such as: 



20 

• , 
f

a
,lII(r) = J.. e --;:, 

rx 
(1. 18) 

whcre r.x; is equal ta rI or 1'2 dependillg on the tirst random number. That Equation can now 

be intcgrated bctwcen 0 and r (in a way sllnilar to Equation (1.15)) ta give a probability 

distribu tion such that: 

, , 
P (r) = f p (r) = 1 - e '. ann ann 

(1.19) 

o 

The inven.c of Equation (1.19) being an expllcit fUllction, the technique described by 

Equation (1.14) with the second pscudo-randol1l number generated is used to determine the 

range. The positron IS J110ved frolll its creatIon pmition to its annihilation position 

detcrmined by its random range and direction. The annihilation coordinates are also part of 

the parameters recorded in the photon history. 

A fter calculatlllg the point of annihilation, PETSIM generates an annihilation 

producing two photons. The tirst photon direction is isotropie and is determined by a 

uniform probability density on a sphere [~9]. The second gamma-ray dIrection is determined 

by an offset angle from the tirst photon direction derived from Equation (1.3) (the 

probability dcnsity of the offset angle) a pseudo-random number and the technique described 

by Equations (1.14) and (1.15). ILs random azimuthal angle is selected from a uniform 

• 
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distribution between 0 and 211"·. The FWHM of the Gaussian probability denslty of the 

offset angle is usually set to 0.5 0
, but can be set to any angle. The photons' direction and 

energy (511.1 keV) arc then recorded as part of thelr own history paramcter<;. 

From now on, the simulation program tracks the 1\\10 photons in matter. 1'0 

do so, it first computes a random range for each photon of the pair to tind out the location 

of an interaction point. To compute the random range, the hnear attl'nuation coefticlent of 

the surrounding mediulll must be known. lt is detined as the slim of the Compton 'icattcflng 

and photoelectric absorption partial interaction linear attcnllation codlïcÎl.'nts (Equation 

(1.7». These two partial interaction linear attenuation cocfticients arc compllted usillg 

EquatIons (l.12) and? for the energy of each photon and the electron density of the medium 

surrounding the origin of the photon. Once these quantities are calculated, the random range 

is selected llsing one pseudo-random nlllllber, EquatIon (1.6) (the probahihly dCIl'iity of the 

range) and the techmque described by Equations (1. 14) and (1.15). 

The next step is to moye each photon of the pair to the interaction location 

unless it when through the bOllndary of the attenllatlon rcglon it wa\ in. If Il i.., the C:l'ie, the 

photon is moved to the intersection of Its path with the attenuation region houndary. A ncw 

photon range is then cOlllputed (as ab oye) for the photon considering the photon cnergy and 

the attenllation properties of the material in the new region. The photon IS thcn moyed to 

the interaction location or again, the bOllndary of the ClIrrent attenuation region. 

• PETSIM actually detcrmines the direction of the second gamma Tay by adding the 
offset angle to the projection of the tïr~t gamma ray directIOn on the X- y plane. 
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At the interaction pOInt, a pseudo-random number is generated to determine 

the type of interaction: if the random nUll1ber is less than the ratio of the Compton partial 

interaction linear attcnuation coefficient over the linear attenuation coefficient «(JI p.), the 

photon lIndergoc'I Compton scattering; othcrwise, it lIndergoes photoelcctric absorption. 

1 f the photon lIndergocs photoeJectric absorption, the photon is lost and 

nothing cIse ha~ to be cOl11putcd for that photon. It is discarded. However, if the photon 

undergoes Compton ~cattcring, a new direction angle and energy has to be determined. The 

scattenng angle is not eastly complItable since the inverse of its probability distribution 

(intcgration of Equation (1. Il) between a and 0) is an implicit fllnction and thus the 

technique described by Equations (1.14) can not be used. Instead, an equal-probability 

scatter group concept [12] is used to simuJate the scattering process. These groups were 

computed before running any t\tonte Carlo programs. An il11tial 100 energy group structure 

was choscn based upon a mid-group energy of 51 1.1 keV for group 1 and a uniform step 

size of 5 keV between each mid-group energics down to a I11Id group energy of 16 keV for 

group 100. For each of the 100 mid-group encrgles, the probability density of the Compton 

partial interaction linear attenuation coefticient (Equation (1. Il)) was numerically integrated 

in steps ofO. 10
• This was done to tind 100 groups with an equal-probability of scatter. The 

mid-scattcnng anglc's coslI1e of the seatter group were tabulated and stored on disk for use 

in Monte CarIo sImulatIon. In the Monte Carlo simulation the energy group is determined 

by the incident photon cnergy. A pseudu-random number uniformly distributed between 1 

and 100 dctermines the scatter group within that energy group. The corresponding scattering 

anglc's co~iJ1c is then used to compute the new photon energy (Equation (1.9) . 
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This scatter group concept dctermmcs one angle in spaœ corrcsponding to the 

surface of a cone. The aZll11uthal angle of the new direction IS dctermllll'd by a ullIform 

probability density between 0 and 27r. The photon new direction IS cakulatl'd t'rom these 

two angle. A new range corresponding to the photon's new dircction and l'nl'rgy is then 

selected random!y as exp!ained above to tind the pOSitIon of anothcr 1I1teractloll point. 

The process of computing photon 's ranges and interaction chalactcri'itic'i gOI'S 

on lInti! the photon are photoelcctrically absorbed or readlC'i the out'ildl' cylindl'r dl'Illliiting 

the phantom. At that pomt, the parameters of the photons are saved on disk 111 an output 

GRH tile having the format ~pecitïed in Table 1.2. The photons whidl reach the top or the 

bottom of the cylinder are discarcled because thelr dctecl10n probabIllty is almo'it inexi'itent. 

The storage is always done if both photons survIve To save ~torage "ipace without losing 

precision for dead time and random count estimation, the ~lI1gle'i .tre saved once in ten. 

However, they are always saved in the collimation and detectlon phase. 

When the decision about the storagc IS taken, the photon is storcd or discardco 

and another positron is generated. The same proccss, from the positron creation until thc 

photon history is saved on dlSk or (ltscarded, goes on again, until the GRH lile whlch SiLC 

was specitied by the liser i~ comp!etely tilled. 

The program that tracks the particles frorn the positron creation until the outer 

cylinder delimiting the phantom is the tirst of the PETSIM simulation program. Il is cali co 

PHANTOM. The positron range as weil as the non-collineanty of the annIhilation photons 

can be tllrned off by the liser wlthin the PHANTOM program. When one or buth of them 

are turned off, the PHANTOM ~il1llllatlOn program takes Icss time to lill the GRH file since 
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fewer randorn numbcrs and computation processes are necessary for each photon pair. The 

sImulation 15 however Ics~ reallstic. 

C. COLLlflrfATOR program 

The ~econd program of the PETSIM Monte Carlo simulation programs is 

called COLLlMATOR. The collImator geometry is defined by nested hollow cylinders or 

fustra of cones (truncatcd cone~). The collimator phase of the simulation rcads the GRH file 

produced by lhc sourcc/phantom phase and tracks the photons from the outside cylinder 

dclimiting the phantol11 to the outsidc cyllnder dellmiting the collimator rcgion using the 

saille procesli as in the PHANTOM program. The photons that rcach the collimator outside 

cylindcr radius are all saved on c1isk ln a new GRH tile similar to the one in the PHANTOM 

program (Figure 1.4). 

The COLLIMATOR program is !css time consuming than the PHANTOM 

program since positrons are not generated 111 the scanner's collimator. Another reason for 

this is that the gcneral direction of the photon is toward the detector ring: just a few photons 

unlikely to be detected are discarded. It is not the case in the PHANTCJM program: the 

annihilations produce photons c1istributed isotropically. Thus, the PHANTOM program 

spcnd a lot of lime generating photons which will never be detected. 

D. DETECTOR program 

The third program of PETSlt\1 is called DETECTOR. As in most new PET 

scanners, the dctcctor geomctry is detined by an annulus made up of blacks of detector 
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material, sepz.rated by gaps \VhlCh is tïlled \Vith a dense matcrial to absorb photons scath~rl'd 

from one detector block to the next. ln a way similar to the PHANTOl\1 and 

COLLIMATOR programs, the detection phase of the simulation traàs the photon-; l'Will the 

outside cylinder delimiting the collimator region until the photon encrgy i~ ll'sS than the 

energy discriminator set up by the user or until the photon escapes from the detcctor rcglon. 

As opposed to the two prcvioll~ phases of PETSIM, the DETECTOR progralll"i al'ill kl'l'p\ 

in memory all the interaction points of each photon within the detcctor Illiltcnal antl thL' 

energy deposited at each point. For each photon having at least one IlltCI,lctlOIl in thL' 

detector material, the centrOlcl of ail interaction wlthin the inclividuai block'i of the detl'cting 

material is computed basecl on the interaction positions weightcd by the energy dcpo"iltl'd al 

each interaction. The centroid of interaction of each photon is thcn ~torcd in the 

DETECTOR GRH tïle (Figure 1.4). 

At the end of the simulation the DETECTOR GRH file can hl' rcad by the 

AN ALYZE program or the RESOLUTION program. Thcse progralll'i arc u\cd to élnillyll~ 

the performance and thc resolution of the 'iil11ulated PET "ystem. Sincc the ... c progralll"i \Vere 

not used for this work, they will not be dcscribed hcrc. For a complete dc\cription of the 

ANALYZE and RESOLUTION progralm, the rcader IS thus rcferrcd to rcfcrcnce [141 . 

~--------------------_.----. 
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CHAPTER 2 

Reasons to Inlprove Monte Carlo Simulation 

2.1 Introduction 

An important conccrn m l\tonte Carlo simulation is to obtain a reasonably 

good ~tati~tical preci~ion in the tïnal resuIts. Monte Carlo simulation is a simulation of a 

cOllnting experil11ent where the data repre~cnt the nUl11ber of events detected. It then follows 

Poisson stat1~tlc~. Thu.;, the ~tandard error on the tinal results (standard deviation of the 

sampling distributions) is lI1verscly proportional to the square root of the sample size 11 and 

thcrcfore, to reduce the standard error by a factor of k, the salllple size needs to be increased 

k1-fold. This reductlon of the statistical precision becomes 1l1lpracticable when k is large. 

The rcmcdy lIes in careflll de~lgn of the \Vay in which the data is coIIected and analyzed. 

The efticiency of a Monte Carlo proce~s may be taken as inversely proportional to the 

product of the ~al11plin;:; variance (square of the standard error) and the amount of labour 

cxpcnded in obtainmg the c~tllnated re~lllt~ [15]. Il pays hand~ome dividends to allow some 

increase III the labour if that decreases the sampling variance. 

A~ wcll a~ the efticiency, another concern in Monte Carlo simulation is that 

the ~il1111latlon rephcates as J11l1ch as pŒ~lble the real system. For the simulation to be 

realisttc, the ~i l11ulatt'd behavlOlIr of the particles in ail si tuations they may encounter during 

thclr 11lStory must match that of the rC<1l partlcles. In thls work, the realism of the simulated 

particles' behaviour will be caIIed the accuracy of the simulation . 
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In this chapter, the probkms encountered with 1110st f\lontc Carlo simulation 

prograrns used to simulate PET systems will he ùisclJ~sed. SectIon 2.2 wncclltr.\t~s on the 

way to generate random numbers 1Il Monte Carlo simulation. Section 2.3 deals with the 

efficiency of Monte Carlo simulation programs for simulation time and disk sloragc SIX\Cl'. 

In sorne cases, the dl~cusslon involves only the PETSIr\'l programs. TIll' readn \\ III bl~ 

informed conveniently when the former will apply. The last scellon of this chaptcr CXal1llnC'i 

the accuracy of PETSIM. 

2.2 Random numbc.· gCllcrato.· 

The essential featme common 10 ail Monte Carlo sllllulations is that al somc 

point the random variable has to be substituted by a corrcsponding 'icttucncc of valu~s having 

the statistical propertics of a random vanable. These valuc~ arc called randol11 nUlllhcrs on 

the grounds that they could weil have becn proùuced by chance by a suitahle random 

process. But this approach rum II1to practical diffïculties becau')c ~trictly spcaking, 

simulations require the production of an II1tïnltc set of randol11 number') and 1hat an inlinl1e 

set of statistical tests on them have to be made to ensure fully that they arc rcally coming 

from a random proce~s. To allcviate this problem, one could use publl';hcd tables of randol11 

numbers for Monte Carlo work [38,39]. These table') are generatcd by phy~ical procc')\CS 

which are, as far as one can tell, random in the strict ~cnse, but they have also becn 

successfully subjected to I.!everal statistical te~t\. But the~e tables do not cOlltain an infinite 

set of random variable~. Furthermore, for electronic dIgital compulcrl), it I~ not cunvenicnl 

to store such large tables. Il is pos~lble ta generatc onc's own randorn numbcrs by a 
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phy~ical-likc proces') [40] but is relatlvely slow. One then has the additional task of 

rcpeatedly vcrifying that the process is fUl1ctlOning properly. 

for elcctronic digital computers It is most convenient to calculate a sequence 

of nllmbcrs one at a lime as required, by a completely specified mie. However, this rule 

mll~t be so devIsed that no reasonablc statistical test will deteet any signifieant departure 

from randomness. Such a ~equencc is callee! pscudo-random. The advantage of a specified 

rule is that the sequence can be exactly reprocluccd for computational checking. 

ln 1951, Lehmer [41] ,)llgge~ted that a pseuc\o-random sequence could be 

gcncratcd by the rccurrcnce relation 

later gcneralizcd [42] to 

S, = las'_l + cl ' 
1/1 

(2.1) 

(2.2) 

whcre 11/ is a large Integer dctermined by the de~ign of the computer (usually a large power 

of 2) and Cl, (' and s, are intcgers between 0 and 111-1. Usually the pseudo-random sequence 

f, is computcd from the ~cquence of positive integer'i s, via the relation 

S, 
e=­, m 

(2.3) 

Equation (2.2) is know as the multiplicative congruential method of generating pseudo-

randol11 nUl1lbers. 

Such a sequence will rcpeat itself after at most m steps, and will therefore be 

periodic. For example, if m = 16, li = 3, c = 1 and Jo = 2, the sequence of s's generated 
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by (2.2) is 2,7,6,3, 10, 15, 14, 11,2,7, ... , so that the p~nod IS 8. Sinœ l\'tont~ Carlo 

simulation requires a very large set of random nllmbers, one must ahvays enSlilC that the 

period is longer than the number of random numbers reqlllred in any singk cXIK'rlment. The 

value of 11/ is usuully large enough to perniit ihis. But, It can be shown [4J 1 that Il 

reclirrence (2.1) is used the periml is alwa)'s less than 11/. Howevcr, if rccurrenœ (2.2) il., 

used, the full period of III can always be achieved if [43]: 

(i) c and 111 have no comlllon divisor; 

(ii) 1 a 1" - for every prime factor p of 111; 

(iii) lal 4 - ifm IS a multiple of4. 

Fortunately, this is the case for the randolll Illllnhcr gl'Ilcrator of V MS 

FORTRAN (Equation (1.16» used by the PETSIM program. For tl1l'l partlcular gencrator, 

a is 69069, c is 1 and JJI is 212
• SlIlce the random numbers are gencratl'd lI<;ing the 2,~ mmt 

significant bits to produce the randol11 number, the computer will dividc thc<;c by 2)1 in ... tcad 

of mas compllted in Equation (2 3), to obtain a tloating point nUlllber., lllllformly di.,tnhutcd 

[35] between the unit interval [0, 1]. Thus, the gcnerator providc a :-.cqucnce of 2\2 randoll1 

numbers from a set of 224 different tloating points. This allows the PHANTOM program 

of PETSIM to produce many random events from the pO':iitron creation position lIntil the 

photons are stored in the GRH file or are lost. 

The number of dlfferent randolll events produced in a single simulation run 

could be as large as the random nllmber generator pcriud if care is taken to emure that the 

first seed of every event are ail different. Remember that one random evcnt requirc':i man y 

random numbers. These imply that even if the total number uf randum nUl11bers generatcd 
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during a single .,imulatton run 15 larger th an the random number generator period, new 

random evenb can ~till be produccd. To cnsure that the tirst seed of aIl random events are 

differcnt the PHANTOM program warns the user when the tirst seed of a random event is 

the ~all1e as the fïr~t ~ecd uf the tïr~t ranclom event generatcd by this ~ource sImulation 

program. The exact numbcr dcpC'ncls on the source and the attenuation geometry complexity 

as weIl as the average number of -andom numbers llsed to generate the random events. For 

example, an average of 28.6 random nlll11bers per anl1lhilation are required to the 

PHANTOM program to track the photons outside a simple 10 cm high and 10 cm radius 

cylindrical water flood phantoI11, wh en the program includes the positron range (3 random 

numbers per annihilation), the non-collinearity of the photon paIr (2 random number per 

annihtlatiun) and the attenuation in water. 

From the instant where a rancloll1 event has the same seed as the first random 

event generatcd for a given run, it is useless to run the simulation for a longer time: the 

random cvent sequence is gotng to repeat itseJf. To alleviate this problem, one could 

incrcase the random number generator period by lIsing a more complicated or a larger 

random number gcncrator. Another solution is to change the stride of the random number 

gencrator [4..f]. Thcse possible improvements on the random number generator will not be 

considcred in this thesis becau~e any attempt to increase the period of the random number 

gcnerator would slow clown the simulations. A YAXstation 4000/60 takes 3.6 sec to 

gencrate 1 million randol11 nUl11bers in a Joop using the random number generator of YMS 

FORTRAN (Equation (1.16». Otller systems are given in reference [35] . 
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The repetition of the random number sequence is less important in the 

COLLIMATOR program and 111 the DETECTOR program. In thes~ progr,\lns. each photon 

is tracked randoml y, starti ng l'rom a random location n~ad l'rom the GR H ti le. So cwn if 

the tirst seed of a random track gencrated IS the saille .1S the tir~t scrd uf the Iii st randolll 

track generated in the run, the events will still be diffcrent: it is unlikcly that thl.' starting 

locations of the two corresponding photons will be the same. 

2.3 1\:lontc Carlo simulation cffil'il'ncy of PET scaIllU'!'s 

Most of the photons generated following positron nnnihilation 111 suhjccts 

undergoing PET studies never reach the dclcctors of the imaging devIl'C. Silllliarly, 

simulations of PET systems wa~te considerable time gencrating cvcnt~ which arc not dircctl.'d 

toward the detector nng and thus will never be dctectcd. Table 2.1 glvc,) the ratio hl'lwccil 

the number of pairs of photons or singles that are directcd towards the dctcctor ring and the 

Table 2.1 

Scanner 

HEAD 
PENN-PET 

Scanditronix 
PC2048-B 

PENN-PET 
Scanner 

Comparison of the nl1111bcr of photons initially directcd towards the dctcctor 
ring versus the l1umber of annihrlations gencratcd for dlfferent scanners. 

Detector Dctcctor MaXimum Corncldcncc Singles 
ring heîght aXial ratio ratio 

diameter acceptance 
angle 

(cm) (cm) C) (%) (%) 

42.0 21.4 27.0 12. 1 24.6 

50.5 10.0 11.2 9.97 20.3 

84.0 12.8 8.7 5.94 12.0 
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total number of annihilatIons that occurs within the source volume for different brain and 

body scanners. The source was a typical 20 cm water-filled cylinder 10 cm high phantom 

simulated with the PHANTOM program inc1uding positron range and non-colIineanty effect. 

Howcvcr, aIl attcnllationl) wlthin the water phantom itself or the colhmator septa were 

cxcludcd to emphasizc on the nllmber of photons which are initially directed toward the 

detcctor ring as opposed to the ones which would reach the detector in a normal simulation 

incillding the attenllation and scattering effects. The ratios were taken as the number of 

coincident photons or s1I1gles that were reaching the detector ring inner surface over the total 

nUl11ber of annihIlation\) generated by the PHANTOM program (between 5 and 10 millions 

annihilations, depending on the scanner). So even with the HEAD PENN-PET, the scanner 

having the largest acceptance angle (detined as the arctangent of the ratio detector ring height 

over its diameter), 63.3 % of the annihilations generated (100-( 12.1 +24.6» produced photons 

which were not dIn~cted towards the detector ring. Furthermore, only 12.1 % of these 

annihilations prodllce photon paIrS for which both photons were directed towards the detector 

ring. These results were l'vent worse for the two other scanners. Solutions suggested 

[35,45] to alleviatc this problcm wIll be discllssed 111 the next chapter. Notice that the water 

attcnuation WIll further recluce the ratio of coincidences (both true and scattered) by a factor 

of abOlit 2 and slightly increa~e the singles ratIo since some photons will be unpaired due to 

absorption or scattering. The use of collimator septa will also decrease the ratio of 

coincidences. Lower ratios of coincidences signify that simulations have ta be run for a 

longer time to obtain a giwn statistical precision . 
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As explamed above, simulation of PET systems is not cftident in terms of 

events detected versus the nUl11ber of annihilations generatcd. Ncverthclcss. continuing l'ost 

reduction in processing power and disk storage have allowed improved precision of recent 

simulation programs. Faster computcrs rl'duce simulation time. Fur examplc, nln~ider thl' 

simulation of a typlcal simple 20 cm diamcter 10 cm high water-filled cylindrical phantom 

with the PHANTOM program of PETS~ 1'\'1 which IIlcludcs positron range and nOlH.:ollinearily 

effects and tracks both photons until the y are absorbcd or emerge l'rom a 50 l'Ill diaml'ter, 

12 cm high cylinder. This creates only 25000 positrons per minute on a V AXstation 3100 

but over 120000 positrons per minute on 3. VAXstatlon .tOOO/60. The prc-;cllt practic,1I 11I11It 

is actually imposed by the 4.5 Gbyte storage capaclIy of an Exabytc X50() tape. SlIlel.' one 

gamma ray history takes 20 byte~ of mcmory in the GRH tile, over 225 million gamma ray 

histories can be saved in a 4.5 Gbytc file, repre~cnllllg the oecay of ..,everal hlllion atoms. 

Besides storing the photon Information in a compact format ('iel' FIg'lrc 1.4, 

page 17), the PETSIM simulation programs have alway'" recoglll/ed the importance of 

sampling to avoid storing photons which are going to be irrelevanl to the tinal n:slllt~ to gct 

the most of the disk space available. For examplc, photons who,>e direction.., make them 

very unlikely to reach the detectors are not savcd III the GRH file, cvcn if they wcre 

carefully tracked by the simulation programs. Furthermorc, for Illmt PET \y\tem~, thcre 

are always more singles events than coincldent event..,. Mo<,t of the paramcters U'icd 10 

evaluate the performance of a scanner are ba~ed on comcldent odcclion. Thu'i, only one 

tenth of the SIngles photons are stored In the GRH files produce by the PHANTOM program 

to increase the storage eftïciency . 
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Neverthele'is, bllliom of cOIncidences are reqUlred to reconstruct real scanner 

images. Much more storage space, computer ~peed or simulation efficiency are required to 

generate cnulIgh data ta recon~trllct into SlIlllllated PET Images that look like real scanners' 

images. Howevcr, by ll~ing cylll1drical abjects or ge0l1letricai symmetries or by forcing the 

photons to go in a dctermllled direction, satbfactory results (such as energy spectrum 

analysis, scnsitivity to truc coincidences, scattered coincidences and singles events as weil 

as the effcct of the~e parameters on detector dead Il me) can be olJtained. Solutions to further 

improvc the ef/ïciency of Monte Carlo ~imulations will be discussed 111 the next chapter. 

2.4 PETSIM '5 accuracy 

Wh en this work started, the PETSIM programs did include positron range and 

non-collinearity of the photon~. Also there wa~ a realistic Compton scattering probability 

distribution for free electron denved l'rom the Klein-Nlshina relatlOnship (refer to Section 

1.3). Ncverthelc~s, ilS pholoelectric ab~orption model needed irnprovement. 

In fact, bismuth germanate (BGO or Bi.jGe30d is nowadays the most 

commonly med (ktector material. The hlgh atollllC number of bismuth (2 = 83) gives BGO 

a photoelcctric K-shell ab~orption edge cnergy peak of about 95 keV, which is within the 

energy of intercsl in PET. However, thls peak is not considered in Equation? used in 

PETSIM to model the photoe1ectric attenuation coefticient. Because of ils relatively high 

K-shcll binding energy, the K-shell absorption ene:-gy peaks now need to be taken into 

account in Monte Carlo simulation . 
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t not}'er problem that arose when lIsing PETSIM is there were ollly fc'V 

materials that could characterize the attenuation geometry of the system. They were: air. 

water, aluminllm, BGO, foam, kad and tungsten. A longer list of matcnals woutd he more 

realistic to simulate today's phantoms and scanners. Morcovcr, PETSIM rcqllircd Ihat 

"magic" parameters (in :he sense that they seem to come from nowhcrc) corrcsponding 10 

the Compton scattering and photoelectric absorption coefticients nœd to he cnlcn~d hy Ihe 

user to specify the attenllatlon media. Instcad, spccifying matcrials by name wouid makc the 

programs more user friendly. These solutions arc discllssed in Ihe ncxt chaptcr. 
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CHAPTER 3 

Improvements in Monte Carlo Simulation 

3.1 Intr'oduction 

In the previous chapter, the incfticiency of Monte Carlo simulation of PET 

scanners as weil as the need of a better accuracy from the PETSIM programs were 

I11cntioncd. Thi~ chapter trcats in detail the modifications that were implemented in the 

PETSIM programs dllring the allthor's researc..h to solve most of the problems mentioned 

earlier. SectIOn 3.2 deals with the improvemc11t towards a better accuracy of the PETSIM 

programs. This IS treatcd tirst S\l1ce It is the easiest to 1l11plement and validate. Section 3.3 

presents techniques ta improvc the efticiency of PET Monte Carlo simulations. It first deals 

with tcchniques found in the literature before sllggesting a new technique which is called 

"recycJing" . 

3.2 PETSII\I's accul'acy 

Ta simulate the Compton scattering, PETSIM needs the energy of the photon 

and the clectron density of the sllrrollnding medium. To slll111late the photoelectric effeet, 

PETSIrvl nceds parameters detïning the photoelectric absorption partial interaction linear 

attcnllation coeftïcic11t as a fU11ctlon of the phot011 energy. The origll1al version came with 

a list of only 7 materials and 3 parameters for each of them: the electron density, and two 

pararneters corresponding to the tïtting of the photoelectrie absorption partial interaction 
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linear attenuation coefticients (see Equation ?). Furthermore, the K-shd\ absorption peak 

could not be described by the two photoelectric absorption paramcters and Equation 'J. 

The PETSIM slIllulation program was tilst lI11proved by a mOle appropnate 

description and a longer lis! of the attenllatlon materi.lls which could he lIsed in thl' 

simulations. This w?s achieved with a commerclally available program callLod X(iAM (46]. 

which runs on an IBM compatible PC. Tlm program calclllatcs the Compton sl'atlL'ring and 

photoelectric absorptIon cross sectiom for llser-specified cnergies from datahase~ con~trl1ded 

from references [47] for Compton scattcring and from referenœ [4H] the phntoekctric 

absorption for user-speci lied compollnds or mixtures. The Compton scatteI ing cros~ ~ections 

are obtained from a combination of the Kkin-Nlshina f-ormlila and non-rL'iativi~tlc lIartrœ­

Fock incohercnt scattering function'). Radiative and dOllbk Compton scatteling corrections 

are also incI udcd. The photoelectric cross sectIons are obtained by pha')c-shift ca\clliation 

for a central potential and the Hartree-Slatcr atOI11IC modc!. The program ran gcncratc an 

output file contaming the crms ~ections on the lIser-sclected energy grid. That output lïIe 

also contains the welghting factors, that 1S the fraction by wcight of the constituents. They 

are calculated from the chemical formula entered by the liser. For mixture, the user must 

suppl Y the fractions by weight of the variolls components. 

Ta implement the material descnption improvements to PETSIM, the dcnsity 

and the composition of several materials that may be present in the phantol11, the collimator 

or the detector of a PET scanners were determined uS1I1g rcfercncc') [9,49,50,51,52,53, 

54,55]. For these materiah, XGAM was used ta output a table wtllch contains the wcighting 

factor of each elements in the matcrial entered and the Compton scattcring and photœlcctric 



• 

• 

38 

absorption crO'lS ~ections by ~tep~ of 5 keV From 15 keV to 511.1 keV. A program called 

A ITNPARAM wa') wnttcn to use these output tables to compute six parameters (instead of 

threc) for cach matcrial whlch completely describe the attenuation properties of the materials. 

The~e six parameters are de~cribed ln the following sub-sections. For each material, these 

six parameter were tramcribed besides the mate rial name on a look-up table. 

The look-up table is a simple text (ASCII) file that can be read by every 

PETSIM prograll1. ft contalll,) information which allows the PETSIM programs to calculate 

the Compton scattering and photoelectric absorption partial interaction linear attenuation 

coefficients needed for the different photon energies encounter during the simulation 

(between 15 keV and 511.1 keV). The liser does not have to enter the attenllation parameter 

in the simulation batch file but only the name of the attenuatlon material. The simulation 

program will open the look-up table and will look for the attenuation parameters 

corrc~pondll1g to the materials the user reqllcsted. The u~e of the six parameters which 

detine the attcnllation properties of the materials and the computation of the different partial 

interaction linear attenuation coefficient~ ll1 the PETSIM programs are described below. 

A. Compton scatteling: first parame/el' ill look-lip table 

PETSIM lI~es the equal-probability group concept (refer to Section l.4b) to 

compute a random scattering angle. TllIS scattering angle depends on the incident photon 

energy but does not dcpcndent on the attenuation properties of the surrounding medium. 

This can be seen from Equation (1.11) . 



• However, PETSIM uses Equations (1.12) to compute the Compton partial 

interaction linear attenuation cocfticient. Besides the incident photon \.'ncrgy, thls 

relationship requires that the eJectron density of the slIrrollndlllg medium IS kllown. The 

electron density constitutes the lirst of the SIX parameters llSL'd to (\cline the attenuation 

properties of each material IIlcllldcd in the look-up table. This paramctcr is all,o the only olle 

needed to evaillate the Compton partial interaction lincar attenuatlon coefficient of cwry 

material of the look-up table. The live others are used to compute the photoekctril' parti.lI 

interaction linear attenuation coeflï(,lt~nt a5 it will be describcd in the following 'iuh-sl'ctiom .. 

The electron density Pe [electrons/cm1
] of a matenal is compllted by the A'iTNPARAM 

program using the relationship 

p.l) 

where, P is the density of the matcrial [g/cm \], Nil IS Avogadro's nllmber (6.0221367 x lU" 

mol-I), N is the total nllmbcr of clcments composlIlg the matcrial and ZI' WI and AI are the 

atomic number, the weight fraction (111 percent) and the atomic wcight (in g/mol) respectlvcly 

of the lh element composing the matcrial. The atollllC numbers, the weight fraction and the 

total number of elements composing the l11aterial are obtalllcd from the XUAM output tahle 

corresponding to the materials under inve~tigation. ATrNPARAM incll1dc~ an am1y of the 

atQmic weight of each element bctwccn Z= 1 L1p to Z= 100 obtaincd from the data in 

reference [50]. During the execution of A'TTNPARAM the liser is asked to enter the dcnsity 

• 
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of the matcrials urlder investigation to compute their electron density. Densities can be 

directly measurcd or can be obtaincd from the previous references. 

B. Plwtoelectric absorption: last five parameters in look-up table 

The other tive parameters of the six stored in the look-up table are used to 

describe the photoclcctric partial interaction Iinear attenuation coefficients. One of those 

parameters corresponds to the highc'it K-shell absorption edge energy of the material. It is 

computed by the ATTNPARAM program by scanning the photoelectric cross section for the 

energies stored in the XGAM output table (between 15 keV and 511.1 keV, by steps of 5 

keV) correspond mg to the material under investigation. The cross sections are th en 

multiphcd by the density of the matenal to obtain data points on a graph of the photoelectric 

partial interaction linear attcnuatlon coefticients agamst the tabulated energies of the incident 

photon. Two curves, one above and one below the K-shell absorption edge energy, are 

computed to fit the data points. These curves are shown in Figure 3.1. 

On each side of the K-shell absorption edge energy the photoelectric partial 

interaction linear attenuation coefficients can be approximated by curves similar to Equation 

1. Thus, in the A TTNPARAM program, a linear log-log fitting (see Appendix B, page 115) 

of this family of curves through the data pomts on each side of the absorption edge computes 

the rcmaining four parameters of each material included in the look-up table. These 

paramctcrs correspond to the behavlOur of the photoelectric partial interaction linear 

attcnuation coefficients T [cnr l] of each material and are used in the PETSIM program such 

that: 
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Figuroe 3.1 The two curves, one bdow and one above the K -~hell ab~orption cdgc clll'rgy, 
which completely de~cnbe the pllotoelectric absolption partial interaction 
linear attenuatlon coemclent. 

n.2) 

where 11lJ i~ the energy of the incident photon [keV], 1:.-: is the cnergy of the highc'it K-\hcJl 

absorption edge of the material [keV] «;ecolH.l paralllcter of the look-up table), /1 1• Il}! /JI and 

8 2 are empirical parameter). They cOJl\titute the four remaining paralJ1l'tcr'i of every 

material. Sa, at most two cmves, or live paralllcter\, are nccc~\ary 10 cOlllplctdy dc~crihe 

the photoelectric partial interaction linear attenuation cuefficlent in the cncrgy range of PET 

since, for any material, the L- M- and N-\hell ab')orptlon encrgJe'i arc alway'i lowcr than 15 

keV. If the K-shell ab~orption cl1crgy of the matenal under investigation is lowcr than 15 
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kcV, thcrc il) no K-edgc encrgy peak in the photoelectric partial interaction coefficient 

tabulatcd. Thlls only une curve is necessary to fit the data. The parameters A~ and 8 2 are 

then not rcquired. 

3.3 Monte Carlo simulation efficicllcy of PET scanners 

As the rcader cOlild conclllde from the Section 2.2, conventional Monte Cario 

simulations arc computatlonally inefticient. Only a few percent of the photons generated and 

trackcd will actually be clctecteel. This is (lue to the size and geometry of the detector array 

itsclf and the collimation of the photons in a MS-PET scanner. A more efficient use of the 

rcsourccs avallable toelay (such as disk storage space and computer speed) will alltomatical1y 

lead to an improvement in statistical precision of Monte Carlo simulation of PET scanner. 

A. IlIlpro~';'lg the efficiellcy llsillg l'al1allCe redlletioll techlliques 

To improve the efficiency of Monte Carlo simulation of PET systems, a group 

at the University of \Vashington [23] recently developed a rnethod using variance redllction 

techlllques [45]. The Illethot! consilJtlJ ln Increasing the "yield" of detected photons. Their 

Monte Carlo simulation program can use saille or bath of these two variance reduction 

techniques which they cali "stratiticatlon" and "l'oreed detectlon". In their simulation 

program, the photons are not tracked randomly as they occur in reality but in ways chosen 

to incrcase the l'reqllency of detcctcd events. Bias is avoided by giving each simulated 

photon a welght that indicates how many real photons it represents . 
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ln stratilication, the startlng locatIOn and direction of the generlHl..'d phl1tOIl'i 

are sampled unevenly. StratllÏl:atlon œlls ar~ tklïn~<.I with t\\O vallahk\: the l\:\ial shce 111 

which the photon production occurs and the angle of emb~lOn abmlt the <\:\1\ of th\..' 

tomograph. The simulation begins \\ Ith a very short conventional Monte Callo simulatllln 

to compute a productivity function for cach !:>tratilïcation l'dl, i.e. the prllbability that li 

photon starting at the stratitication ccII location and havlllg the stratlfil'atioll l'l'II dill'ctlllll 

will be detected. Then, an initial nUll1ber of !:>tartl11g l'vents per ~tratificatioll CI..'II is cho\cl\ 

so the expected weight at detection of c<tcll .. i11111latcd photon is a I:Ollstant, to makl' the tinal 

set of weights as uniform as pos~iblc. If the '>prcad in \wight .. i~ large, thl' "ppall'Ilt gain 

in the precision of the result~ may be 11 1 lI'iory . Tu reduce the sprl'ad, the start111g wl'ight of 

a simulated photon starting in a givcn stratitïcation cell is r110\CIl to he the ratio hl'tWl'l'!l the 

expected nUl1lber of photons that would be produccc.l ln the ~amc œil II' .1 r~al expl'I illletlt 

or a conventional l\tlo11te Carlo simulation and the choscn nlllllber of start,> for the saille ccII 

to make the \!xpected wcights at detection a con-,tanl. 

With forced detcction, a lIscr-delined "critical zone" i\ lir~t d~lÏnl'd. The 

critical zone uSlially looks hkc a cylinder with cone-~hapcd dents at the top and \)ottolll and 

having a radius equal to the inner radius of the detedor. The <;canner'!-. FOV IS nc\tcd 

within the critical zone. The photons wllich originate or ~catler in the critlcal LOn\! are 

forced to hit the detectors. Thu'), photoelcctric ab<;orptiofl is nut allowcd. Bia~ is avoidcd 

by changing the welght of the photon to retlect the probability of the inleractioll<; that were 

forced. The procedure is done a~ follow~. The gellcrated photon il) tir,>t chccked jf it I~ 

going towards the inncr radill~ of the detcctor wlthout 'icattenng. If it i~, a copy of the 
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photon is proJcctcd unscattered to the detector inner radius. The copy is recorded as 

dctcctcd photon wlth ilS weight reduced to account for the possibility of scattering or 

absorptIon along ils path. The generated photon is th en tracked in the conventional manner 

cxcept that photoelectric ab~orption is not allowed. The photon weight is lowered at each 

interactIon point to reneet the pmslb!lity of photoeIectric absorption or scattering at another 

angle. The gencratcd photon is lracked lIntil it escapes the criticaI zone or its energy drops 

bclowa uscr-dcfincd minimum. At this stage, the generated photon is discarded, even if it 

was gOlllg to'. 'anl the detcetor ring. 

During the tracking, a procedure is used to keep the photon weights within a 

weight window. A copy of the photon, inc1uding its current weight, is aIso made at each 

interaction point. Each copy i'i then forced to scatter towards the inner radius of the detector 

ring. Thcir welghts are redllced 10 retleet the probabiIity of the forced interaction. Each 

copy is then proJcctcd to the inncr radius of the detector ring. Their weights are reduced 

another time to aceount for the posslbility of scattering or absorption between the forced 

interaction point and the inner radIUs of the detector ring. Each copy is recorded as detected 

photon. In the tinal phase of the simulation, each detected photon is tracked in the 

conventional manner within the detector ring. 

Simulation programs whieh lise variance redlletion techniques compute the flux 

throllgh variolls dctcctors by counting the photons which hit the detectors and adding IIp their 

weight. This tlllX is still a randol11 variable but is no longer a Poisson one. In conventional 

methods, ail particle weights arc the ~a1l1e and thus follow Poisson statistics. Implementing 



• 

• 

45 

this technique in PETSIM is possible, but r~q\liœs major moditic~llions 10 Ih\! programs. 

Most of the moditications must be donc in the PHANTOl\t program. They are related tn: 

(i) 

(ii) 

(iii) 

the weight of the photons, not uSl:d in cOl1ventlonal simulations. 

the fact that the photon can not be ab~orbed photodcctrically in the cntical 

zone in conventional I\,tonte Carlo simulations and 

ta the fact that for each interaction point withill the cdtkal Will" the photon 

has ta be forœd to ~catter towards tllL' collimator inner radius. 

The compact GRH tïle format aClually lI)cd would also have 10 he rnoditil'd to ..,IOle the 

weight factor for each photon stored in thl: file. However, it was considcrcd dC'iirable to 

implement in PETSIM a technique wllich if) easy 10 implcmcnt and 1111proves the l'flicicncy 

of convention al Monte Carlo simulation and, above aIl, still producc data wluch follo\\l 

Poisson statistics. To achieve this goal, a new technique called recyc1ing was implemcnted 

in the PETSIM programs. Il is described in the ncxt sllb-~ection. 

B. Imprm'illg the efficiellcy IIsing recyclillg 

As mentlOncd earlicr, PETSIM lI)C') indepcndent programs such as thl! 

PHANTOM program, the COLLIMATOR program and the DETECTOR prograll1 10 

simulate the source/phantom pha<,c, thc collllnatlOll pl1<l)c and the dctectlon pha~c of thl! 

simulation respectively. The proce')~es arc IlI1ked logcther with intcrmcdiall! GRH file" 

stored on a disk or a tape: the GRH tïJe produced during the ~ollrce/phantom pha'i\.! is 

retrieved by the COLLIMATOR program, as is the GRI-' file prodllœd during the 

collimation phase by the DETECTOR prognlln. When PETSIM ~imlllate~ thl.! collimator or 
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the dctcc:tion phase of the simulation, the random number generator's last seed from the 

previolls pha~e (~ource/phantol1l or collimator) is read from the GRH file. This seed is 

rctricvcd to primc the random numbcr generator of the current phase. The seed allows the 

random l1umber gencrator to continue generating its sequence of random number from where 

it stoppetl in the previou::; pha!lc. Each photon stored in the GRH file is read by the 

programs, is tracked using the randol11 number generated and IS stored in the output GRH 

file or discardcd. 

The author incIlided 1I1to the PETSIM simulation programs a technique which 

takcs advantage of the intermediate GRH tiles to increase the number of photons input in the 

phases which retncve an intermcdlate GRH tile. ln the collimator and the detection phases, 

once the intcrmcdiate GRH tile I~ rcatl, the programs reuse the file by going back to the start 

of the tïIe and rcatl the!'o called onginal photons (i.e. the photons stored in the intermediate 

GRH tïIe) a second time or more if needed. By reusing the original photons without 

resetting the ranelom number gcnerator, new tracks for the photons through the current phase 

are gencrated in the second and later times the photons are reused. The random number 

sequence being eliffercnt, a ncw track is generated, even if the original photon has the same 

initial parameters has whcn 1t was reacl the tirst time. Nevertheless this technique is more 

eftïcicllt if care IS takcll to aVOId having, for the original photons which are reused, exactly 

the same initial paramcters as the original photon. The procedure for this is described 

bclow. Simulations using this procedure are faster overall than conventional Monte Carlo 

simulations. This i~ partly becall~e the creation, annihIlation and tracking processes in the 

sourœ/phantom phase of the ~il1111lation take longer than tracking the photons in the other 
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phases of the simulation and mostly becallse 50 many photons are lo~t in the sourcc/phantom 

phase of the simulation comparee.! to the other pha~es of the slIlllll.1tlOn. 

Most phantoms t1sed to test PET systems exteml lK'yolll.l the active volume 

(FOY) of the imagmg device in the axial (:-axis) direction. This gl'ometl kal propl'rty of the 

phantol11s can be included with the reuse of the original photon') flom the intcrllll'diate GRH 

file retrieved by the COLLIMATOR program by 1110ving the phan tom in and out in the axial 

direction by a random displacemcnt each time an original singl\.! photon or il pair of 

annihilation photons is rellsed. l'Ile lanclol1l dl~placement ran hl' anything but it must h~' 

keep small enollgh to allow the phantom 0 always cover th\.! full FOV ln th\.! axial direction. 

Usually, a displacement corrcspon(ling to a random fraction of the ~liœ wldth IS cho'il'Il. 

This is implemented in the COLLIMATOR program by moving the ~-axis ongin coordinate: 

of the original photon a~ weil a~ it~ z-axi<; po~itioll coordinat\.! at the inlll'r l'dge: of the: 

collimator by a randoll1 di<;placcll1ent each lime the origlllai photon i') reu<.,cd. The: photon 

is then tracked as L1sual throllgh the colilmator. This procedure i\ calh:d n'ncling. The: 

flow chart of recycling for the collimation phase of the simulation is ..,hown in Figure: 3.2. 

The grey-shaded boxes reprC5ent the COLLIMATOR progralll''l onginal procedures. The 

white boxes represents the procedure that were added to the COLLIMATOR program to 

allow it to recycle the original photons. Recycllllg givcs the photonc.; which were: ~topped 

by the collimator septa another chance to get through the collimator and he rcwrde:d in the 

GRH file. Figure 3.3(a) ~hows an example of an originéll photon track rctricvcd by the 

COLLIMATOR program. Ils Cllrrent pO'lition is at the inncr radiu<; of the wllimator ring . 
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Figure 3.3 (a) Original photon track after source/phantom phase. (b) Recycling in 
collimation phase showing the effect of the random axial displacement on the 
original photon track. 
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Figure 3.3(b) 'ihows an ex ample of the effect of recycling on this onginal photon track. In 

the COLLIMATOR program, the original photon is tracked and is lost in the collimator.The 

rccycJcd photon, that is the original photon 1110vcd by a random displacement in the axial 

direction, is trackcd and tinds its way to the dctector ring. 

Recycling can also be lIsed by the DETECTOR program. Indeed, most 

phantoms used to test PET sy~tel11s are circularly symmetric. The collimators are also 

circularly syrnmctric. These geometric charactcristics can be incJlIded with the reuse of the 

original photons from the intcrl11cdiatc GRH lile retrievcd by the DETECTOR program by 

rotating the phantom by a randolll angle each time an original single photon or a pair of 

annihilation photons IS reused. The randam angle is usually set ta a random fraction of the 

detcctor block to block angular separation. This is implcmented by rotating the original 

photon track by the random angle in the .l,)'-plane, that is by rotating the x- and y-axis origin 

coordinates as well as the x- and y-axis rO~ltian coordinates of the original photon by the 

randoll1 angle. This randol11 angle is also added to the original photons direction in the xy­

plane. (a and 6 in Table 1.2). The photon is then tracked as usual throllgh the detector. 

The tlow chart of recycling for the dctection phase of the simulalion is shown in Figure 3.4. 

The white boxes represcnt the procedure that wcre added to the DETECTOR program to 

allow it to recycle the onginal photons. Recycling gives the photons which were absorbed 

in Ihe sepia or escape the detectors another chance to be detected. Figure 3.5(a) shows an 

example of an origlllai photon track retrieved by the DETECTOR program. Hs current 

position is at the inner radius of the detector ring. Figure 3.5(b) shows an example of the 

cffect of recycling on this original photon. In the DETECTOR program, the original photon 
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Figlll'c 3.5 (a) Original photon track after collimation phase. (b) Recycling in detection 
phase showing the efrect of the randol11 rotation on the original photon track. 
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is tracked and is lost In the sept.1. The recycled photon, that IS the original photon rot.ltt:d 

by a random angle in thc .\}'-plane, is tracked and is dctcctcd. 

To reSllme, recycling consi~ts in moving the origin~11 photons by randolll 

displacements in the axial direction or by randoll1 ang1e'l in the .\y-plane the later times thl' 

original photons are rcused. Noticc that the random offset<.; are not lIsl'd the nl)t time the 

original photons are read (see the tlow charts in rigllre 3.~ and Figure 3.4). ln ail ca ... es thl' 

tracking of the photons is clone with the rvlonte Cu 10 conventional manner. In practÎl"l' whl'lI 

the GRH file is read from disk, recyclJng i'l done by rC'IcttlOg the file block pointer to 1 

when it points the end of file (EOF) mark. If the tile is on tapc, the tape i<.; n:wollnd and 

then advanced over the header block which (bcribed the lïle. 

Recyc1ing should \Illprove the plccl')ion of the .,illlulation withulIt rcquiring 

larger GRH files from the sOllrce/phantom phase thm increa ... ing the storagc cflkicIH':Y. 

Recycling sholllù also reùuce the simulation timc silll'C fewcr pO<';ltron annihilation,,> are 

needed to achieved a given statistical precision of the complete slll1ttlatillll. It\ validatioll i) 

the main topie of the two next chapters . 
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CHAPTER 4 

Methodology to Validate the Improvements 

4.1 1 nt l'od Il ct ion 

Thc main concern when using the recycling technique is that the data still 

follow5 Poisson statistics. One way to verify this is to repeat the same simulation using the 

samc recycling procedure a large nUl11ber of times with different sets of random numbers and 

compute the di\tnbution frequency of the results. If the distribution of the results is a 

Poi.,son distnblltion, the simulation follows POisson statistics. However, this approach is 

extrcmdy long to accomplish and is often not complltationally feasible. 

Anothcr approach is to compare the simulated results with the resuIts obtained 

with a rcal scanner. This IS mllally an unsatisfactory approach since some information such 

as the real positIon creation and anl1lhilation locations 111 the source, the photons' interaction 

locations and the numn~r of scatterecJ events detected are Impossible to determine in "real 

life". This approach is also subject to experimental uncertainties. 

Another possibility is to compare the results of the Monte Carlo simulation 

with thcorctical or analytlcal re~lIlt.,. Assllming that the analytical results correspond to the 

means of a large number of similar simulatIons, the simulatIOn results could be compared 

to the analytlcal o·'es to ~ee if they are within a confidence interval of the theoretical 

distnbutJon of the rcsults about the means. However, the analytical results are very often 

very comple:\. to CDmpute since a very large nllmber of parameters have to be taken into 

aeeount. ThIS is in faet the rcason why Monte Carlo sImulation is usually used instead of 
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theoretical means to compute the perfornMnce of a PET scanner. Nc\'ci thekss. thls 

approach was chosen to validate the improvement in eftïcicncy or the n.xydmg. h.'dmilj\1e. 

In preparing a previous papcr about rccycling [35]. thc author'\ rl'aliscd that 

it was not so obviolls to compute analytical rC!lultli for a PET systcm [S(),57,581. The 

validation of recycling as an efjjciency improvcmcnt in Monte CarIn simulation \)1' l'ET 

systems was done by fitting a third-(kgree polynomial by the 1L'a'.t-sql1arcs IllL'thod thlough 

the coincident spectrllll1 of cach 5.imulation, l'rom 180 keV 10480 hl'V. The :lllthon, a'\slllllcd 

then that the theoretlcal coincident ~pectr111ll in thili regioll was smooth and could he 

represented bya third-degree polynomial. In fact, the exact theorcti<:al ~hapc \Va'i (and ~t111 

is) unknown. So, if recycling the photons from a constant number of annihilations \Vas 

reducing the least-sqllares value, it meant that new coincident l'vent!. were ddl'ctcd, thl1\ 

improving the efticiency of the slll1ulatlOl1. But, thls approach was not <[l1antifying the 

efficiency improvements. Il was aho probably not convinclIlg since one can argue that 

anything can be fit wlth a third-degrec polynomial. 

In this work, effom were made 10 compute a ver Iliable analytical re..,lIlt. The 

mean projection of any ~imulatcd scanner W(\'" cho~cn (\\ \omething which rouit! he 

analytically computed. The mean projection bcing a di~play of the coul1ling of ail the 

coincidence events detected for ail dctector pairs in a PET sylitem, it w<\\ probahly the 11l0\t 

obviollS way to analyze the efticlency 1 111 provcll1cnt of recycllllg and cmure that the 

generated photons were follow1l1g Poi~son 'Itati~tics. The 'Iilnulatcd Illcan projectIons could 

th en be compared to the analytical one to validate the ~imlllatiom which were L1'iing the 

recyc1ing technique . 
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This chapter treats in detail the methodology used to validate the efficiency 

improvcment duc to the recycling technique. Section 4.2 explains the construction of an 

analytical mean projection. Section 4.3 deals with the superposition of the mean projection. 

Section 4.4 discus~es how the projections were compared to quantify the efficiency. 

The validation of the improvements related to the accuracy of PETSIM do not 

nccd to be as complicated as the validation of recycling; the attenuation coefficients 

computed by the PETSlM program from the parameters of the new look-up table couId 

simply be compared to the output attenuation coefticients of the XGAM program. As the 

rcader will see in the ncxt chapter, this approach confirms the accuracy improvements but 

it assumes that the authors of XGAM made experimental measurements to enSllre that their 

databases were acclirate. 

4.2 Building an Analytical Mean Pl'ojcction 

This section elaborates the equations used to bllilt an analytical mean 

projection of a sill1ulated PET system. A projection is a profile through the object been 

scanned as sam pied by parallel coincident detector or crystal pairs. Each bin of the 

projection contalll~ lhe nUl11ber of elther true, scattered or random coïncidences detected for 

the COI rcsponding crystal pair. The mean projection represents the average of aIl possible 

projectIOns arollnd the detector ring. ft is lIseful for circularly symmetric objects where 

statistlcs of the simulation can be irnproved. As opposed to real life, simlllated events 

detcctcd are known to be elther true, scattered or random coincidences. To simplify the 
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procedure to obtain an analytical mean projection, only the truc coincidences were lIscd tll 

built the analytical mean projection. 

The reJatlOl1ship to obtain the truc coinl.:idcncc rate for a givcn pair of dctcctOi 

crysta!s for a phantolll being ~canned within a particlllar PET scanner is very complcx and 

probab!y impossIble to establish withollt s\ll1plitication. If an annihilation pair of photons 

is detected in two different crystals of the ~canner, the paths followed by the two photon'i 

is not nccessarily along the line joining the centre of the coincident crystal, li .. It is aS~lImL'd 

in most PET scanners, nor along the line joining both centroids of interactIon within thl' 

crysta!s. It is in fact somcthing far more complcx. Thl' rea'ions are the fl..)lIowing: 

(i) 

(ii) 

(iii) 

The positron proclllced by the (3+ -emiller traveh a short distance bdme having 

an anl11hIlation with an electron to producc two 511.1 keV photons. The 

position of the anl11hilation Illay happell to he on the straight linL' joining the 

two coincident crystal') but not the position of the posItron creation. 

Because of the residllul energy of the positron and/or the l'rel' ('!cctron, the 

patll of the pair of annihilation photons arc not collirwar. Tiie annihilation 

position can not posslbly be on the straight linc jOllllng the two coincidellt 

crystals. 

The photon cntcring a crystal very orten lIndcrgoc\ morc than OIH! interaction 

(Compton scatlerillg and photoelectric absorption) within the crystal. Thc~c 

interaction location') are Impo))lble to deteet ln a rcal ~eanner; one can only 

tell in which cry~tals the interactioll) occur. In PETSIM, the rcsulting poillt 

of interaction is computed (l) an average of ail the points of interaction) wit/lln 
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a cry~tal wcighted by the energy deposited at each point of interaction. If the 

unscattered incident photon undergoes photoelectric absorption, aIl the energy 

is dcpositcd at the tirst interaction point. For that condition only, the average 

interaction is collincar with the position where the annihilation took place and 

the point whcre the photon entered the crystal. But, since Compton scattering 

in the detector~ produces a resultmg photon which direction is at a certain 

angle with the incident photon, it is unlikely that the average point of 

interaction w;ll be collinear with the annihilation position and the point where 

the unscattered photon entered the crystal. 

The truc coincidence rate relationship for a pair of detector has ta inc1ude these effects if it 

is writtcn for a given isotope distribution in real life, assuming that one knows the 

distribution. This is certainly not the case when a subject is imaged otherwise one would 

not need to Image him. 

Monte Carlo simulation is more tlexible th an real life: the complete history 

of a particle can be known. The source activity distribution is also weil known since it is 

user-dctïned. Thus, several aSSllJ11ptlons could be made to simplify the true coincidence rate 

rc1ationship ta campan! it with data obtained from Monte Carlo simulations (as opposed ta 

rcal scanners). For example, the true coincidence rate relationship could be simplified to 

a SlIl11 of line integrations if simulations were run so that: 

(i) the positron range \Vas negligible; the point of annihilation was almost the 

same as the position of the isotope that produced the positron . 
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the non-collineanty of the photon pair \Vas n~gligible; the annihilation 

occurred on a line joining the points where the photons enk'rcd the cry~tals. 

only the photons that had one 511.1 keV photodectric interaction withm thl' 

crystals were cOllnted. 

Points (i) and (ii) produced a coincidence rate for a crystal pair that \\'a~ only slightly 

different from the one obtained experimcntaJ1y. Point (iii) is vlrtually il11pos~lhlc to compare 

experimentally since the energy resolution of a scanner is poor (Olt hcst a FWIIM of 10 1X, for 

NaI(TI) crystals). Another reason is that a real scanner docs not n~conl the Illllllhcr of 

interactions with in a crystal. However, it was lllll mportant thcn to know the CXpCI illlL'ntal 

reslllts since the objective was only to compare the coincidence rate of simulations or il PET 

scanner with analytical results. Sincc PETSIM can di<;able the pO'lltron range and the nOI1-

collinearity of the photon pair points (i) and (ii) could be respcctcd. For point (iii) the 

previolls versions of PETSIM were computing and storing wlthll1 the DETECTOR (iRII tile 

the centroid of interactions and the energy deposi tet! in the dctcclors for l'ach photon 

interacting with them. Some moditications were made by the author to also record the 

number of interactions which occurred wlthm a cry~tal (sec Table 1.2, page 17). The threc 

previous assumptions could thcn be made to simplify the coincidcnœ rate rclatioll'ihip and 

still quantify accurately the Simulation efficiency. 

Some geometrical characten'ltic wa') also includcd to simphfy the coincalence 

rate relationship for a pair of crystah. They were the following: 

(i) Use of a simple cylindrical water flood phan tom that ex tend beyond the axial 

FOV of the scanner. This made the phantom circularly symmctric and 



1---

60 

• removed the angular dependence of the reIationship, at least up to the bIock-

based detector ring. ThIS also removes the axial dependence of the 

relationship. 

(ii) COllnt for direct ~lices only. This was done to avoid computing the 

attcnuations in thc collimator sepla for the cross slices. 

With ail the previolls simplifications, the coincidence rate relationship for a 

pair of simulatcd cry~tals imaging a simple cylindrical water flood phantom could be 

approximated by a linc integral along a stralght line. The relationship was nevertheless: 

N, 

N(c) = NJlb~ E I~,"ar('<) frr_-t/Jn"n(r)(zs-2JR/~-r2cott/»L(r,tP)Amrir,tP)AcOl(r,tP)· 
4rr 1,=1 r-'mm(I,) ~-tPmtn(') (4.1) 

r °mat(r) A,ut(r,tf>, 8) D(r,rjJ, 8) sinlfJd8drjJdr, 
J 0= -8""",(r) 

where Ji! is thc coincidence rate in a pair of crystals separated by c crystals around the 

dctcctor ring counting c1ockwi .. c in a top view of the detector ring (c being the number of 

crystals over the shortest path between the two coincident crystaIs arollnd the detector ring). 

In this equation, N, IS the nllmber of superimposed direct slices. Nb is the number of 

dctector blocks arollnd the detector nng. a is the activity concentration of the water flood 

in Bq/cm1
• Nt is the nUlllber of cry~tah per block in the transverse direction. (is the 

crystal nllrnber in the transverse direction for the detector block corresponding ta the tirst 

coincident crystal cOllnting c10ckwise (1 ~ i. < NJ. z, is the slice thickness. RUI is the inner 

radius of the dctector ring. The term in parenthesis is simply to avoid an integration in the • 
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direction because of the axial symmetry wtthin a slice of the system. r, 0 and cb arc 

variables used to detine a line of integration. They are detined in Figure 4.1. r represcnts 

the z-axis offset (or offset from the centrc of the rOV) of the hile of integratioll. 0 i5 the 

angle between the projection of the line of IIltegration and the x-axis on a transVl'rst.' plane 

(xy-plane). cp is the angle between the line of integrattol1 and a line parallcl to the ~-axis. 

In Equation (4.1), the x-axIs is relative to the crystal separation. Equation 

(4.1) al ways forces the coincident crystal to be syll1ll1clrically dispo'icd about the x-axIs (sec 

for example Figure 4.2). Thus, the x-axis IS mcdian and perpendicular to a line joining the 

two coincident crystals both being on a tranwcrsc cross section of the scanner. The origin 

of the x-axis is at the centre of the FOY. 

In Equation (4.1), L, AIIII//' A"", A",.t and D are fUllctions rcprcscnting the patll 

length through the phan tom (L), the attenuation in the phantotll medium (A lllu/), in the 

collimator (Awl) and in the detector ring (At/,.t) and the detcction of the photons in the 

coincident crystals (D) along a line of integration. Wlth the prcvious variable lI~cd to (!cline 

a line of integration, the path length through the source is dctincd as thc intersection bctwccn 

a line of interaction and the cylindrical source/phantoll1 volume. Mathcmatically, that h: 

{ 2~ L(r,fjJ) = . A, • r<Rs . 
Sin." 

0, Otherwise 

(4.2) 

• 
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• Line of 

y 

Figure 4.1 Variables used to detine a lille of integration. 

where Rs be the radius of the water nooc!. The attenllation in the phantom medium, 1S 

dclïned as: 

(4.3) 

where ftmt'll is the Iinear attenllation coefticient for the phan tom medium at 511.1 keV. 

The path length between two coincident crystals along a line of integration can 

be visualized as the intersection of the line of integration and a cylinder having a radius 

corresponding to the inner radius of the detector ring. The path length travelled in air by 

the photons on that line of integration is then the difference between the path length between 

the two coincident crystals and the path length through the phantom. So, mathematically, 

the attenuation in the collimator IS: 

(4.4) 

• 
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1 st coincident crystal 2nd coincident crystal 

Figure 4.2 Definitions of !flllln' !fIllIL" l'lIIm and '111.1.1' 

where P-<Ilr is the linear attenuation coefficient for air at 511.1 kcY. 

In most new PET system, the ùetector nng is not sÎmply a hollow cylinder 

having the attenllation charactenstics and propertle'i of the deleclor matel ial. Most new PET 

scanners use detector blocks disposed ail <lround the detector nng. Each hlock is composed 

of a matrix of crystals. Between each block, lead or tung'iten sepIa arc il1'ierted in the 

detector ring to reduce the chance of Compton scatter from one block to the next. These 

also shield the outer crystals especlally near the cdges of the FOY 10 rcdllcc radiaI hlllrring 

in the image. The analytical coincidence rate hac! to cOI1')ider the attenllatlOn within these 

septa when the line of integration cros<;cs them. The boundary or the intcgratioJ1'i in 

Equation (4.1) and the position of these septa dcpends on the relative position of the 

coincident crystals within the detector blocks. They abo dcpen(!'i on the number of inter-

block septa separating the coincident crystals. This number may vary hy ± 1 for a given 

number of crystals separatmg the coincident cry'itals. Thll~ the equatlOllc., to ùcfine the 

• boundary of the integration of Equation (4.1) and the function'i rclated to the dctector ring 



64 

• involve the use of integcr fllnctions to take the relative positions of the coincident crystals 

and the inter-block septa into account. 

To define the runetions related to the deteetor ring as well as the boundaries 

of the thrcc intcgrations, other geol11etrical characteristics of the water flood phantom, the 

coIIimator ane' the detector ring were nceded. Let ROUI be the outer radius of the detector 

ring. Let l, be the detector fraction around the ring, that is the ratio hetween the detector 

surface bcing on the inner surface of the detector ring and the total inner surface of the 

dctector ring. The septum fraction t: can then be detined as: 

(4.5) 

and the crystal fractlon,.I:, as: 

(4.6) 

A variable Q', the sector angle (a sector bcing a detector block and a lead septum separating 

two dctcctor blocks) was aho detined. Thus Q' \Vas: 

(4.7) 

If the two coincldent crystals are separated by c crystals, Il,, the number of septa between 

the coïncident crystals around the ring depends on i, and i~: 

(4.8) 

• 
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• where "int" is a fUllction WhlCh returns the largest intcger sma1\cr or equal to the valuc in 

parenthesis. To define the boundaries of integration, I/Imlll' half the minimum opening nngll.: 

for the two crystals can be computcd llsing the relationship: 

(4.9) 

Similarly, I/Im,m half the maximum opening angk for the two coincident crystals is: 

(4.10) 

A geometrical description of those variable is given in rigure 4.2. 

We can now detine the boundaries for the tllfce intcgrations of Equatioll (4.1). 

The first boundary for the variable l', l'I/I'U' corresponds to the distance bdween the .\ =() 

plane and the olltermost line of 1I1tegration crossing both coincl<.lcnt crystals, cxcept if that 

distance is larger th an the radius of the cyhndrical flood phantom; then it has thc valllc of 

this radius. The second boundary, I~'II'" corresponds to the distance bctween thc x=O plane 

and the innermost line of integration crossing both coïncident cry~tals 11lllcs~ the two 

coincident crystal are diametricaily cllsposed; then it as the value of -III/<L" IkCillI\C of the 

previous detïnition of the x-axis, the innermost and outcrmo')t hnes of int-.!gration arc alway') 

parallel to the x=O plane. The n~ader is referred to Figure 4.2 for a geometrical dcfinïtion 

of these boundaries. Mathcmaticall y, they are dctined by: 

- minfR in R) 'max - •• ~\ ouf> "'film' s' 
(4.11 ) 

where the function "min" reiurl1s the smallest value between the two in parenthc')i') and 

• { 

NdNc 
-, (.'=--, = max' 2. 

film 

R1nsin "'max' Othcrwise 

(4.12) 
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• The boundancs for the variable cP correspond to the angle made by a vertical 

line and a line joining the bottol11 of the !:>Iice at the tïr~t cry~tal position and the top of the 

slice at the second crystal position for a given offset from the centre of the scanner (variable 

r). Mathematically, that can be expressed as: 

[ 2~1 A.. (r) = tan -1 V I\.zn -r . 
'Pm", Z 

s 

(4.13) 

The boundaries for the variable 0 corre5pond to the range of angles, in the 

transverse plane, a line of lIltegration with an offset r can have sllch that the line of 

integration still crosses both coincldent crystals. As illustrated in Figure 4.3, two cases are 

possible. In the fïrst case (Figure 4.3a), the range of angles il) limited by the c10sest point 

of the coincident crystals frol11 the x=O plane. In the second case (Figure 4.3b), the range 

of angles is hmited by the farthest point of the coincident crystals from the x=O plane. The 

Iimit between the two previous cases is when l' is equal to h, the height of a triangle formed 

by the closest point of one of the coincident crystals from the x=O plane, the centre of the 

FOY and the farthest point of the other coincident crystal from the x=O plane. Using 

geomctry rule'i for tnangles (sllch as the sines' law) and Figure 4.4, one can tind out that 

Il is: 

h 
sin( I/Imlll + "'ma,,:) 

= -;:::============= 
(4.14) 

• 
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2nd coincidl!llt crystal 

2nd coincident crystal 

Figure 4.3 Geornctrical example of 0,",,, <1'> computcd in EquatJOIl (4.15) for (a) ri 'Sil and 
for (b) /2>11. 
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• c 

1 st coincident crystal 2nd coincident crystal 

Figm'c 4.4 Triangle used to detïne h. 

The rant;è of angles for the variable 0 in Equation (4.1) is then between -Oma.t and Omat where 

(4.15) 

The function related to the detection of the coincident photons can be defined 

by the relationship: 

(4.16) 

• 
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where J.l.1 is the linear attenuation coefficient for the detectors at 51 1.1 keV and TI is the 

photoelectric absorption partial interaction linear attcnuation cocfticient for the ,detcctors al 

511.1 keV. The tirst exponential function represent the attenuation in the l'irst coincident 

crystal for the line of integration, the second cxponential fUJ1ction, the attenuatillil in the 

second crystal. Ynun corresponds to the outermost point of the inter')ection bctwecn the line 

of integration and the coincldent crystals. }~I/III correspond to thc innermost point of the 

intersection between the line of integration and the coincidcnt crystal'). The n:adcr 1') 

rc.(;rred to Figure 4.5 for a geometrical descnpt IOn of thesc variables. Mathematically, they 

correspond to: 

Yma.r(r,tJ) = min( 1 r l' tan l "'m<.U - 81, J R~ul-r2), (4.17) 

where the function "min" returns the smallest value bctwcen the two ln parcnthcsis and 

(4.18) 

where the function "max" returns the largest value between the Iwo in parenthcsis. 

To define the functions related to the attcnuallon in the detcctor ring, other 

variables have to be detined. Two of the~e variables arc the total attenuation path through 

the detector ring for the tirst and the second coincident cry~tal, PI and Pl' Thclic variable') 

correspond to the path length between the deteclor's inner racliu'i and the first or second 

crystal along the line of integration. Thc'lC vanable'i are dimensionlcs<) sincc they are 

multiplied by the linear attenuatIon cocfticlent of the media cw')sed by thc linc of intcgration. 

The reader is referred to Figure 4.5 for a gcoll1ctncal dc~cription of thc<ic variablcs . 

Mathematically, they can be represented as: 
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Septum 1 st coïncident crystal 

l"igUl'c 4.5 GClJJ11etrical description of the variables used to define the detector functions, 
Only the on es related to the tirst coincident crystal are shown. 

Jm<Jl 

P1(r,0) = L JJlJ+1b(YIJ-l(r'0)-Yl/r,8)), 
1:0 

( 4.19) 

and 

*1tUlJl 

p2(r,fJ) = L JJIk> 1 b(Y2,k-l(r,fJ)-Y2.k(r,8»), 
k:O 

(4.20) 

where P.l and P.o are the linear attenuation coefficient for the detector material and the septa 

mate rial respecti vely. The indexe.;; for the linear attenuation coefticient in the previous 

cquations are takcn modulo-2. Whenj=O and k=O, the functions YI ._ I and Y2.-1 represent the 

innci most point of the intersection bctween the line of integration and the coincident crystals 

(the saille detinition as l';w,,)' They arc thus detined by the relationships: 

(4.21) 

and 
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• y (r tl\ = Y (r - m 2,-1 ,V) mln' VJ. 

YmUl iscompllted using Equation (4.18), (4.23), (.t.24). Whcn q>O, the }".'1'sand the Y2.'1· S 

correspond to the distance betwecn the origlll of the line of integratioll and the intersection 

between detector block bOllndaties and the linc of intcgratioll (Sl'C Figlllc 4.5). 

Mathematically, they are detined as: 

(4.23) 

and 

jma:c and k/llu.r' the limits of the twosummations in Equation (4.19) and Equation (4.20) Illcan 

that the summation is done until the value in parcnthcsis is equal to zero. This happens sincc 

the Y's are aIl equal to the c1etector's IIlIlCr radim for j>j""u and k>kll"u' 

The analytical coincidence rate is now complctely delined using a11 the 

previous equations from Equation (4.1) to Equation (4.24). If the total nUlIlbcr of 

annihilations is known instead of the activity, Equation (4.1) can also be used to compute the 

total number of coincidences detected for a givcn pair of crystals scparated by c cry'ltals by 

removing its time dependency. The activity is then rcplaccd by the total numbcr of 

annihilations over the volume of the ~ollrce. The analytical mcan projection is obtallll~d by 

computing the coincidence rate or counts from c= 1 ta c=N.J2 . 

• 
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Notice that Equation (4.1) does not represent the counts for an individual pair 

of coïncident crystals, but the sum of a1l the counts from aIl the individual pairs of coincident 

crystal separated by c around the ring. To obtain the counts for the individllal pair of 

crystals, the summatlOn over ail i, must be removed and the eqllation must be only for the 

le corrcsponding to the individual pair of crystals lInder investigation. The so modified 

Equation (4.1) mu~t also be divided by Nf) and N,. 

To validate the photons' recycling procedure, Monte Carlo simulations of the 

source di!)tribution, the collimator and the detector were run for different GRH file sizcs and 

different number of times the photons were recyc1ed. These simulations were run for 

rclatively small GRH files since, if our results were conclusive for these, the same would 

apply for longer runs. This has the advantage of reducing the time of the simulations and 

increasing the number of sImulations which can be run over the same period. The 

Scanditronix PC2048B PET system [59] was chosen for ail simulations. Each simulation 

modelcd a 20 cm diameter II cm high cyhndrical water flood phantom, a 15-slice multi-ring 

collimator (36 cm inncr diameter and 50 cm outer diameter, direct slices thickness of 0.95 

cm), and two rings of 64 BGO dctector block (24 mm large by 50 mm high block, 30 mm 

dcep and an array of 4x4 6 111111 by 12.5 111111 crystals per black). The attenuation geometry 

of the systcm is shown in Figure 4.6. This figure was done using the DRG program. The 

grey scale represents a logarithm scale of the 1 i ncar attenuation coefficients of the rnaterials 

al 511.1 keV. Air 15 at thc bottom of the seale (white) and tungsten is at the top (black). 

To analyze the results from this simulated system, an analytical mean projection was 

compllted lIsing the previous equations and the q lIantities relative to the system as 
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Lcad-Antllllony 95%:5% 
BGO I.cad 

Collimator Source Dctcctor 

- 0 1 

-10 

Figure 4.6 Attenuation geometry usrd to test the recycling procedure. (a) Transverse 
cross section of the geornetry at z=O. (b) Axial cross section of the gcometry 
at y=O. 
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• summarizcd ln Table 4.1. In the table, the linear attenuation coefficients wete computed 

from the paramctcrs ln the look-up table for an energy of 5 Il.1 keV. 

Table 4.2 gives the nllmber of coïncident counts as computed from Equation 

(4. 1) \\< ith the pararnetcrs of Table 4. 1 for ail crystal separations of the system having a non-

zero valuc. Whcn the nlllllber of crystals separatlllg the two coincident crystals was larger 

than NbNJ2 (whlch is 128 here), c was compllted by subtracting the crystal separation from 

NbN.. The counts were normalized to one million COl/nts detected. This corresponded to 

a uniform annihilation concentration of 1,711,474 annihilations per cllbic centimetre in the 

source volume. Table 4.2 constituted the analytlcal mean projection. It included only the 

true coincldent evcnts detected in direct slices, each photon of the pair having only one 

interaction in the detectors deposltlllg 511.1 keV. A graph representing the analytical mean 

projection is shown in Figure 4.7. As mentioned previously, the positron range and the 

Table 4.1 Summary of the parameters used to compute the theoretical mean projection. 

Variables Corresponding Val ue 

Rs 10.00 cm 
Rm 25.25 cm 
RouI 28.25 cm 
Zs 0.95 cm 

/lm,'" (phantol11 mcdiulll is water) 9.58xlO-2 cm-I 

/lmr 1.04x 10-4 cm- I 

/lu (septa medium is lead) 1.63 cm-I 

TI (dctcctor medium 1S BGO) 3.81xlO-1 cm- I 

/lI 8.98x10-1 cm-) 
N, 8 
Nb 64 
N, 4 

• li 0.9 
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Table 4.2 Analytical number of truc coincident ~ounts per pair of cly~ta1s Whl'Il each 
photon of the pair IS depositing SI 1. l ,,"eV into the crystal at only one 
interaction pOIllt. 

Crystal separation COllnts Cry~tal separatIon C'mlnts 

94 1 129 l.t·no 
95 848 UO 14.t46 
96 6470 Ul 14.tJ9 
97 12795 132 14419 
98 16019 133 14.tJ8 
99 17215 134 14471 

100 17648 135 14529 
101 17858 136 14556 
102 17716 lJ7 146J2 
103 17550 1J8 14723 
104 17346 139 14H54 
105 17223 140 14926 
106 16896 141 15064 
107 16643 142 15218 
108 16399 143 15433 
109 16255 144 15549 
110 15963 145 15749 
III 15749 146 15963 
112 15549 147 16255 
113 15433 148 1639~ 
114 15218 149 16643 
115 15064 150 16896 
116 14926 151 17223 
117 14854 152 17346 
118 14723 153 17550 
119 14632 154 17716 
120 14556 155 17858 
121 14529 156 17648 
122 14471 157 17215 
123 14438 158 160lY 
124 14419 159 12795 
125 14439 160 6470 
126 14446 161 848 
127 14470 162 1 
128 14481 
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Figul'c 4.7 Analytical mean projection for the simlilated system. 

photons' non-collinearity were tllrned off in the simulation programs to compare the 

simulations' mean projections with the analytlcal mean projection. The methodology to 

compare the projections is explained in the next section. 

4.3 SUllcl'(10sÎng the Mean Pl'ojections 

The analyticalmean projection obtained in the previolls section was compared 

to the simulated mcan projections using the chi-sq uare <X2) test for goodness of fit. This test 

is described below. For a more complete description the reader is referred to references 

[60,61,62]. The chi-square value was the value lIsed to quantify the efficiency improvements 

duc to the rccyding technique . 

----------------------------- .--_. 
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• The chi-square goodness of tit test 15 a test that verities the conformity 

between an observed distnbution (the simulated l11('an projection), and a thcoretical 

distribution (the analytical mean projection). ln general, the observations are dlstributed on'!' 

1 bins mutually exclusive and one wants to check if" this sll11ulated di'itnbution i" drawn l'rom 

or fits the specified theoretical di~triblltion. Let XI! X2, ... , X, he randlll11 vari.\bil''i of the 

counts observed for each bin and NPl' Np}, ... , NPl' the cxpected observation'i \\ he!'e the l',''i 

represent the probability that whatever observation belong'i to bin i and N i'i the total Il li Illher 

of counts within the observed distribution, that i'i: 

(4.25) 

The possible gencralization of the ~tatistic which could mea<,ur~ the dl'icrepallcie\ eXlstlllg 

between observed and expectec\ counts il) the variable Xl 'iuch that 

.; = t (X,-Np,)2 
,=1 Np, 

(4.26) 

If X2 =0, observed and expected nllmbers of counts agrcc exactl y while if X2 > 0, they do not 

agree exactly. The larger the value of i, the larger thl! dhçrepallcy bl!twcclI ohserved and 

expected numbers of counts. 

In fact, the sampling di~triblltion ofx2 
1\ approxilllatcd very clo')cIy by the chi-

square distnbution (given in Appendlx C, page 118) 1 f the expeclec\ observation\) Np, arc al 

least equal to 5, the approximation improving for larger value,,_ If it IS not the C(l')C, certain 

• bins can be grouped together at the l!xtrclllltll!<' uf the dl\lnbution. / will then rcprc\ents the 
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• numbcr of bins after group mg for the computation of the degrees of freedom of the chi-

square. The number of degrees of freedom for this chi-square distribution is given by 

v = 1-1, (4.27) 

sincc onc degree of freedorn is lost because of the restriction over the observations 

1 1 

L c, = LNp, =N. (4.28) 
1=1 1",1 

From this relationship, if /-1 of the expected observations are known, the rernaining 

observation can be determined. 

In practice, expected observations are computed on the basis of a hypothesis 

Ho. If under this hypothesis the value of x2 computed by Equation (4.26) is larger than sorne 

critical value such as X209~ or ioqq, which are the critical values at the 0.05 and 0.01 

signiticance levels respectively, one would conclude that observed counts differ significantly 

from expected observations and would reject Ho by accepting a risk corresponding to the 

signiticance level of rejecting Ho whenever it was true. Otherwise, one would accept it or 

at least not reject it. This is called the chi-square test of hypotheses or significance. This 

test is uSllally used to determine how weIl theoretical distributions such as the normal 

(Gallssian), Poisson, muItinomial, etc. tit empirical distributions. In this work, this test was 

not llscd to determine if the theoretical distribution tits the data, but to verify if the data in 

each bill follows POisson statistics. The explanation is given below. 

The theorcm which sUITImarizes the detinition of the chi-square distribution 

is the foIlowing: 

• 
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Theorem 4.1: Let ZII Zh"" Z. be independcnt nonnally distriblltcd random variables with 

mean 0 and varIance 1. Sllch vanables arc coml1lonly callcd standardizcd 

variables. Then x2 
= Z/ + Z/ + ... + Z/ is chi-square distnbuted \Vith JI 

degrees of freedom. 

This theorem signifies that for Equation (4.26) to be very close to be chi-square dio;tributed, 

each terms representing a standardized van able Z, corresponding to X" that is 

x, - J.l 
Z =--'--

1 (J 

(4.29) 

must be very close to be normally distributed. That also means that each variable X, must 

be very close to be a normally di~tnblltcd variable \VIth a mean Ji. = Np, and a variance 

tl=Np,. It is known that for reasonably large values of the mcan J.I., the shape of the Pois,;on 

distribution is closely approximated by the normal di~tnbl1tJOn. Then, if Equation (4.26) is 

very closed to be chi-square distributed, then each X, is very close to be a Poi"ison dbtrihllted 

around the mean Np, if that mean is large enough. 

When the simlliated mean projectlon~ wa'i compared to the analytlcal I1lcan 

projection, it was assumed that the analytical mcan proJecllon really fit-; the "iirnulated I11call 

projection. So, the fitting of the analytlcal mcan projection ovcr the simulatcd mcan 

projection was not the hypothe~is testcd. Tlm a~'iul11plion was formcrly vcrilied lISlI1g 

conventional Monte Carlo simulatIons. So, If the theorctical dlo;tribution rcally rcpre ... cnted 

the simlilated mean projectlOll'i when the recycllllg procedure.., were u~cd, a value of Xl 

obtained using Equation (4.26) larger than the cntlcal value mcant that "iomethlng cl~e was 

wrong: according to the prenollS paragraph, the otller pos'>lbllity wa~ that the counts 
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obscrved in each bin wcre not fol1owing Poisson statistics. Then, a test derived from the 

chi-square goodness of fit test was used to verify that the observed counts during simulation 

followed Poislion statlstics. 

The test used In this work is the following. The theoretical probability 

distnbution of the mean projection (the P, 's) were obtained by dividing each value of 

Table 4.2 by the total nllmber of COllnts detected in the table, that is 1 million counts. 

Bcfore tcsting the recycJing procedure, the crystal separations at the extremities of the mean 

projection were regrouped to ensure that each bin had at least 5 counts (see above). Thus, 

crystal separations of 94, 95, and 96 crystals were regrollped in bin 1 and crystal separations 

of 160, 161 and 162 crystals were regrouped in bin 1=65. Bin 2 corresponded ta a crystal 

separatIon of 97 crystal, bin 3 to 98 crystals and so on. So, XI corresponded to the counts 

observed in bin 1 (SUIn of the simulated COllnts for pair of crystals having a crystal separation 

of 94, 95 and 96 crystals), X2 corresponded ta the counts in bin 2 (simulated counts for pair 

of crystal having a crystal separation of 97 crystals), and so on. The hypothesis Ho was: 

The simulation produced counts that were Poisson distributed for each bin. Thus, Ho was 

plausible and cOllld not be rejected if 

r ~ X~-a.v· (4.30) 

where Ct is the signi tïcance level and" the degree of freedom. Otherwise, ~I was rejected. 

A signiticance level of 0.05 was used. Since 1=65, the degree of freedom was 64 as 

computed by Equation (4.27). FIgure 4.8 gives the probability distribution of the x2 with 

a 64 dcgrces of freedoll1. The vertical line corresponds to the value of ~095.M which is 

83.67 [631. Ho was rejected if x2 was larger th an 83.67. The mean projections from the 
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Figure 4.8 The x2 probability density with v=64. 

simulations were computed with a procedure dClivcd fr01l1 ANÂLYZE. 

4.4 Comparing the Rcsults 

First of aH, to compare simulation having the samc statistical prcci'lion wc 

needed to define a parameter which couic! quantify the stalistical prccision of the <;illlulation. 

To quantify it, we defined a quality factor Q reprcscnting the standard error of the simulation 

as 

(4.31) 

where X2 is obtained from Equation (4.26). N is the total nU1l1ber or counls in the silllulatcd 

mean projection. C is an arbitrary comtant. Il wa\ ~et tu 
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• c = [ï4iïï = V14112 = 1.88 
2 63.3 

Xo 50,64 

(4.32) 

which corresponded to the square root of the total numbcr of counts in th~ I11can projection 

described above (14112 true coincident events where both photons dcpo~iled 511 keV in the 

detectors at one interaction point) for the long convcntional Montt~ Carlo simulation 

described below dlvided by the mean of the chi-square distribution for 64 degrecs of 

freedom. Thal way, the Q factor for the long conventional Monle Carlo simulation was 

about 1. Notice that as the statistical precision increascs, the Q factor decrcascs. 

To reduce the standard error by a factor of k, the samplc size nccds to he 

increased .l?-fold. With this defil1ltion of the Q factor, the Q factor was proportional 10 the 

standard error since if the data follows Poisson statistics, xl, as defincd by Equation (4.26) 

and illustrated in Figure 4.8, was locaterl about the mean (63.3 for 64 dcgrees of frccdolll 

[60]). 

As mentioned previollsly, a long conventional Monte Carlo simulation of the 

PET scanner described in Section 4.2 was tirst run to venfy that the simulatcd mcan 

projections were described by the analytical mean projection. The Q factors were computed 

for parts of the detection phase GRH tile and plotted on a graph of the Q factor versus the 

number of counts in the slmulation mean projections. The results are shown in a graph in 

the next chapter. 

Then the average simulation time to produce one coincident evcnt in the mcan 

• 
projection for each phase (source/phantom, collimation and detection) of the long 
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conventional Monte Carlo simulatIon was calculated. Remember that the mean projections 

are the ones defined previously in Section 4.2. The average simulation time was computed 

by dividing the time required to run each pha~e of the simulation by the total number of 

counts in the simulated mcall projection. The average simulation disk space necessary to 

producc one coincident event in the mean projection was also calculate' •. This was done by 

dividing the slze of each GRH file produced byeach phase by the total number of counts in 

the sil11ulated mcan projection. U~lIally, the GRH output file size is user-specified. 

However in these simulations, it corresponded ta the actuell file size need to actually follow 

ail the photons which were ~tored in the Input GRH tile, excepted in the source/phantom 

phase of the simulation where nu GRH input file are required. The GRH output file of the 

source/phantom phase was set to 1 million blacks (1 block = 512 bytes). The results are 

given in the next chapter. These average simulation time and disk space were used to 

compare the simulation time and disk space of simulation using recycling procedures with 

those of a conventional simulation using the method described below. 

Then many short simulations having a GRH output file from the 

source/phantom phase of the sJlllulatlon four times smaller th an that of the long simulation 

(Le. 250000 blocks) and lIsing different recyc1ing combinatlOns were run. For each 

simulation, the same GRH file from the source/phan tom phase of the simulation were used. 

In these simulations, the intermediate GRH mes were read from one to five times by the 

collimation phase and from one to seven tillle~ by the detection phase. This gave a total of 

35 (7x5) different simulations which used dlfferent recyc1ing procedures . 
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For each simulation, the number of counts in the mean projection and the Q 

factOl, computed using Equation (4.31), was recorded. These wcre plottcd on a graph in 

the next chapter. This graph allow one to verify if the simulation data were fo\lowmg 

Poisson statistics. The simulation time and disk space required by each simulation were abo 

recorded. 

To compare the efticlency improvements of the recycIing technique ovcr 

conventional simulations, the lime and the disk space lIscd by a simulation lIsing rccycling 

and giving Poisson statistlcs were compared to the ti me and the dilik space lI~ed hy a 

conventional simulation of the sa me system glving the samc Illlmber of cOllnls in the mean 

projection. This corresponded 10 simulatIOns having about the saille statistical precision-. 

The time and dlsk space of the conventional simulations wcrc computed by 1ll11ltiplying the 

counts in the mean projection b)' the average times and disk spaccs rccordcd prcvioll'lly. 

To avoid biased results and to really compare si mulation having the same 

statistical precision instead of simulation gj"ing the same number of counts in the Illcan 

projections for simukl10ns not givlllg Poimm statistlcs we did the following: when the 

simulation gave a 1/;2 value which was larger them the 0.05 significance Icvcl, the total 

number of counts in the simulated mean projectIon was reduced to 

(4.33) 

• It is impossible to compare simulations having exact1y the same stathtical preCIsIon 
since the total counts in the simulated mean projection al<;o follows Poisson statistics. 
Nevertheless, the simulations which were compared had cnough counts in their mcan 
projection so that their standard deviation C)f the total count was al ways Jower than 2%. 
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which corresponds to the total nllmber of cOllnts tcquired for the given Q factor to produce 

data which follow Poisson statistics. The reslIlt of ail these simulations are given in the next 

chapter. 
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CHAPTER 5 

Results and Discussion 

5.1 Introduction 

This chapter gives the results of the improve:nent donc in the PET scanner 

Monte Carlo simulation programs called PETSIM. Por ail cases, inc111ding the tests on the 

new attenuation coefticients, a system comparable to the Scanditronix PC2048B PET scanner 

was simulated. Hs description is given in Section 4.2 of the prcviolls chapter. ln this 

chapter, Section 5.2 gives the results for the improvement in the acclInlcy of PETSIM. 

Section 5.3 finds the characteristics of a long conventlOnal Monte Carlo simulation. Section 

5.4 gives the improvement on the efticiency of Monte Carlo simulation whcn the recyding 

technique is lIsed. 

5.2 Improvements in PETSIM's accul"acy 

Tables 5.1-5.5 represent an exhaustive look-up table which contains the 

attenuation parameters of the materials which can currently be llsed in PETSIM. 1'0 makc 

the look-up table cIearer, the materials were sorted in tivc categories: phan tom matcrials, 

collimator materials, detector materials, packlng materials (materials betwecn the detcctor 

blocks) and gases. The last column is not part of the look-up table. It is shown herc to give 

references to the reader who wants to know were the composition of the matcrial was taken. 

The look-up table can be updated easily with the programs XGAM and ATTNPARAM if 

more, or even new materials are needed. Evaluation of detector materials can be pcrformcd 
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Compton ~cattenng and photoelectric absorptlOn partial interaction linear 
attenuation coefficIent paramcter5 for blOloglcal materials. 

1 
compton] Photoelectric 

1 
il 

1 Electron Il Paral11cter5 K-edge Parameters 
Den5lty Above K-edge Energy Below K -edge ... . ... 

BIOLOGICAL PI' A/ B/ EK A.z B2 
Ref. 

MATERIAL 
(c/cm 3

) (keV) 
X 1023 xlO~ X 103 

B100d 3.513 7.110 3.178 < 15.0 -- -- [49] 
Bone 5.267 39 89 3.075 < 15.0 -- -- [9] 
Brain 3.438 7.031 .3. 171 < 15.0 -- -- [49] 
Brain Stem 3.500 7.7'27 3.169 <: 15.0 -- -- [49] 
Cercbc Il li 111 3.428 7.044 3.1 T2 < 15.0 -- -- [49] 
Cereb ru 111 3.433 7.002 3.171 < 15.0 -- -- [49] 
Cer.-Spin. Flllld 3.420 7.415 3.183 < 15.0 -- -- [49] 
Eye Lcnses 3.635 6.464 3.195 < 15.0 -- -- [49] 
Fat 3.061 3.725 3.202 < 15.0 -- -- [9] 
HaIr 4.202 7.412 3.074 < 15.0 -- -- [49] 
Heart 3.415 ll.658 3.178 < 15.0 -- -- [49] 
Lung 0.861 1.799 3.173 < 15.0 -- -- [49] 
Muscle 3.445 7.070 3.175 < 15.0 -- -- [9] 
Skin 3.639 6.618 3.182 < 15.0 -- -- [49] 
Water 3.343 6.869 3.192 < 15.0 -- -- [50] 

Table 5.2 Compton scattering and photoelectnc absorption partial interaction linear 
attenuation coefficient parameters for collimator materials. 

1 Compton Il Photoelectnc 
1 

Electron Paramcters K-edge Parameters 
Denslty Above K-edge Energy Below K -edee . ... . ........... 

COLLIMATOR p,. A/ BI E" A;! B2 
Ref. 

MATERIAL 
(e/cm 1) (keV) 
xlOH 

X 101 
X 103 

Lcad 27.0'+ 8720. 2.588 90.0 1722. 2.549 [50] 
Lead 95 % 26.58 8.342. 2.590 90.0 1444. 2.506 [50] 
(5 % Antimony) 

Tungsten 46.90 15540. 2.648 70.0 4202. 2.716 [50] 
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Compton scattering and photoelectnc absorption partial interaction lincar 
attenllation coeftïcient parameters for detector matenals. 

1 
Compton Il Photoelcctnc 1 

Electron Parameters K-edge Paramctcrs 
Denslty Above K-edge Encrgy Bdow K -cdg~ 

DET[CTOR p, A) BI El\. 11, l 111 
Rd. 

M/,r~RIAL 
l, 

'/' (e/cm3
) (keV) 

~ X 1023 x 10' xlO ' IL 
f ;}?~ l 18.06 3793. :2.584 95.0 99 ... 2 2 59-' r 1511 

I, 10.44 2406 2.778 40.0 405.0 2.n5 ~.~Ol 
i '1' k_ l·L~O 1529. 2.940 < 15.0 -- -- 1501 
!J Cl ' _ l 17.40 3800 2.717 55.0 819.8 2.75l.J [511 ., ~ 1 

, , 
7.341 2082 3.179 < 15.0 (501 ç , ., -- --

l< 
"':\., ~ 

{ .! .f~': 9.429 1999. 2.791 35.0 321.7 J.179 (50] 
~\ ,".II': .' . J) 8.818 2840. 2.588 90.0 561.0 2.549 [521 tl ~ '\ J 

',r, ... fA, 1 16.66 3940. 2.588 90.0 780.9 2.550 (50] 'i .," (, ~ li 

1 r~)", 16.01 3266. 2.588 90.0 667.0 2.556 [50] 
1 t~~ ·f"L 23.84 5952. 2.522 110.0 696.0 2.3J5 [501 l YAIO 14.93 1209. 2.878 <20.0 -- -- [53] 

-

more simply through simulations with the lise of these prograrns and the look-li!> table. 

Figure 5.1 gives an example of the command Imes corrc~p(lndll1g to the 

attenuation geomètry ddinition in the PHANTOM program rcquircd 10 sllllulate a simple 

phantom. Figure 5.1 (a) correspond~ to the cOlnmand lines rcqlllrcd by the prcviolls versions 

of PETSIM. The liser had to remember and enter three paramcters corrcsponding 10 the 

CYL 0.3335, 9.444E3, 3.322, 10.00, 5.50, -5.50 
CYL 1.0E-7, 0.00000, 0.000, 15.00, 6.00, -6.00 

(a) 

CYL WATER 
CYL AIR 

(b) 

10.00, 5.50, -5.50 
15.00,6.00, -6.00 

Figure 5.1 Command Hnes used by the PH A..NTOM program to definc the attcnllation 
geometry of a simple 10 cm radius II cm high cylindrical water phantom. (a) 
Previolls PETSIM version. (b) New PETSIM ver~ion. 
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Compton scattenng and photoelectric absorption partial interaction linear 
attenuation coefficient paramcters for pac1ang materials and other soIid 
Illaterials. 

1 
Compton Il Photoelectnc 

1 

PACKING Electron Parameters K-edge Parameters 
MATERIAL Oen~ity Above K-edge Energy Below K-edge 

OR 
. . ........ ............ 

AI BI EK AJ BJ 
Ref. 

OTHER SOUD Pf 

MATERIAL (e/cm3
) (keV) 

xlOn X 101 xl03 

Aluminum 7.840 92.11 3.131 < 15.0 -- -- [50] 
Bakelite 4.451 4.963 3.208 < 15.0 -- -- [9] 
Calcium 4.628 176.2 3.054 < 15.0 -- -- [50] 
Copper 24.51 2175. 2.967 < 15.0 -- -- [50] 
Oiamond 10.56 10.20 3.218 < 15.0 -- -- [50] 
Graphite 6.769 6.540 3.218 < 15.0 -- -- [50] 
Kovar 22.81 1709. 2.987 < 15.0 -- -- [50] 
Lead Glass 2.124 415.9 2.588 < 15.0 -- -- [54] 
Lucite 3.833 4.972 3.202 < 15.0 -- - [9] 
Polystyrene 3.380 2.805 3.218 < 15.0 -- -- [9} 
Pyrex 6.676 48.16 3.131 < 15.0 -- -- [55] 
Tantalum 40.33 13350. 2.655 70.0 3522. 2.721 [50] 
Tin 18.47 4377. 2.811 30.0 645.6 2.802 [50] 

Table 5.5 Compton scattering and photoelectric absorption partial interaction linear 
attenuation coefficient parameters for gases. 

1 Compton Il Photoelectric 
1 

Electron Parameters K-edge Parameters 
Oenslty Above K-edge Energy Below K-edge .. .. ..... ............. ..... . ........... " . 

GAS 
P~ AI BI EK Az B2 

Ref. 

(e/cm 1
) (keV) 

X 1017 x 10') xl0') 

Air 3622. 7680.0 3.169 < 15.0 -- -- [9] 
Hydrogen 500.4 0.3360 3.295 < 15.0 -- -- [9] 
Nitrogen 3506. 5768.0 3.205 < 15.0 -- -- [9] 
Oxygen 4011. 10280. 3.192 < 15.0 -- -- [9] 
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Compton scattering and photoelectric attenuation coefficients. Figure S.l(b) corresponds tl' 

the command lines Iequired due to the development of the look-liP table. As the n~adcr can 

see in Figure Figure 5.1, the look-up table really eases the use of PETSIM~ the user no 

longer needs to write the attenuation parameters (or "magic" numbers) but l'Illy the na me of 

the rnaterial used. The information about the attenuation charactcristics arc rcatl by the 

simulation programs by matching the mer-specitied mate rial names with the appropriate (lnes 

in the look-up table. 

Figure 5.2 shows how well Equation (1.12) for the Compton scath:ring partIal 

interaction linear attenuation coefticients and the parametric model of Equation (3.2) for the 

photoelectric absorption partial linear attenuation coefficients tit the data from XGAM. 

However, a discrepancy appears at energies lower than about 100 kcV for the Compton 

scattering partial interaction linear attenuatlon coefficient. Because XGAl\l U\)CS a 

combination of the Klein-Nishina formula and the non-relativistic Hartree-Fock illcohcrcnt 

scattering functions (which is about eqllal to 1 above 100 keV) to calclllatc the illcohcrent 

scattering and PETSIM only uses the Klein-Nishina relationship, the two cmve\) diverge at 

lower energy. The discrepancy is ev en larger for high atomlc nllmbcr materials sincc the 

electrons can not be considered free anymore. But this does not affect the precision of PET 

simulation since at energies 10wer than 100 keV, the probabllity of the photon undergoing 

photoelectric effect is lIsually much larger than Compton scattering, and this is especially 

true for high atomic number materials. Furthermore, in the simulation programs the user 

usually uses a cut-off energy which is above the reglOn where the discrepancy becornes 

important, so the difference bctween the two curves of the Compton scattcring Iincar 
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Figure 5.2 Examples of how well the parameters tit curvcs through photoelectric and 
Compton scattering partial linear attenuatlons coefficients. The data points 
are from XGAM. 
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attenuation is not significant for PET simulations. 

Figure 5.3 shows that almost exactly the same energy spectra for bnth truc 

and scattered coincidences were produced by the simulation lIsing the system dcscribcù in 

Section 4.2 using the preVlOliS attenuation paramcters and the ne\\! attenuation p.uamekrs 

stored in the look-up table. The new attenuation parametcrs IIlcllldes the K-shl'Il ab'\orptlllll 

peak for absorption energy larger than 15 keV as oppo~ed to the pn:vious attellualion 

parameters. Of course, in the true energy spectra, ail true coincidences were acceptcd (as 

opposed to the true coincidences in the mean projections as detined 111 Section 4.1), 

otherwise the spectra would have given a Gaussian centred on 511.1 keV. Thcsc show lhal 

the new attenuation coeftïcients do not alter the conclusions of the prcviolls papcrs . 
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• 5.3 Charactcristics of a COIlH'ntional :\lonte Carlo ~imlliatioll 

Table 5.6 glves the çhar~ll.:t!~ll~tlc~ of the long I:on\'enlinn.ll f\hmtc...' Carin 

simulation of the system e!escribed In SCl:tlon 4.2 llSlI1g PLTS 1 t\1. l'hl' di ... k. ~pIICl' 

corresponds to the disk spaœ t1sed by each pha~e'~ GRH output lile. The ti1l1l' L'orn.''\pllllli 

to the CPU time usee! by each phase of the simulation. The average time and di ... J... ~p,\l'L' 

correspond ta the average time and di~k space reqlllfed tD produL'e 1 l'VL'nt 111 the '\llllulalL'd 

mean projection. The simulatIOn \Vas run on a VAX~t,l!lon 3100. Tlm tahk ckarl)' ~how 

that the most time consuf11l1lg pha\c is the phantom pha~e. lt io.; aho the one that rcquirL's 

the most disk space. 

Figure 5.4 compares the ':ill1lulatl'd l11ean projl'ctllJn \VIth the thl'Oletlcal lllL'an 

projection. In this figure, both projections have the );\mc total Humber of COllnl.,. Thl\ 

figure shows that PETSIM produced a I11can projection l'or a long cOIIVl'lItional '>ll11tllatlon 

that is comparable 10 the theoretical I11can projection 

Table 5.6 Characleristics of a long conventlonal MOllie Carlo ~lInlllatlOn lI~ing PI:.:rSIM. 

Number of counts ln mean projection 14112 

Chi-square X2 71.662 

Quality factor Q 1.132 

Phase DI~k ~pace Average Time Average 
Dl'lk ~pace TllllC 

(blocb) ( block.,) ( lllillute'» (x 1 0 1 Il1I/l11tl'~) 

source/phan. 1000000 70.86 631.6H 44 7(, 

coll i mation 126490 8.96 J(J() 10 7.~2 

detection 105400 7.47 ll.96 2.2(, 

• 1 total Il 1231S90 1 87.2911 769.741 : 54~ 
1 black = 512 bytes 
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Figure 5.4 Comparison between the simulated me<ln projection of a long conventional 
Monte Carlo simulation and the theoretical mean projection. The system used 
was the one described in section 4.2. 

Figure 5.5 gives the Q factor defined in Section 4.4 for part of the long 

simulation as a function of the total number of counts in the mean projection. The line 

representing the mean was compllted using X2u ~1l.64 = 63.3 in Equation (4.31). The lioe 

representing the 0.05 significance level was computed using x2
0 95.64 in Equation (4.31). The 

data points are not completely independent since they were obtained from only one 

simulation, Le. that the cOllnts in the mean projections that were used to compute a given 

data point were also used for the subsequent ones. Nevertheless, this figure shows that the 

events recorded in the mean projection were following Poisson statistics since no Q factors 

are above the 0.05 significance level !ine (refer to the definition of the hypothesis Ho defined 

in Section 4.3) . 
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Figure 5.5 QuaIity factor as a function of the total number of counts in the mean 
projection for part of the long convention al Monte Carlo simulation of the 
system described in section 4.2. 
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• 5.4 Eflicicncy improvcmcnts duc to recycling 

In this section, the following convention was used: a simulation where the 

intermediate GRH files were read x times by the collimation phase and y L!meS by the 

detcction phase was said to have the recycling procedure Col x, Det y. Thus, a simulation 

having a rccycling procedure Col 1, Det 1 was simpl~1 a conventional Monte Carlo 

simulation where the intermediate GRH file produced by the sOllrce/phantom phase of the 

simulation had 250000 blocks. The recycling techniques were used when x or y was larger 

th an 1. 

Table 5.7 gi ves the characteristics of the simulation using the recycling 

procedure Col l, Det 1. Since this is a conventional Monte Carlo simulation, the time and 

disk space required for each phase of the simulation is simply four times smaller than for the 

previolls long Monte Carlo simulation (Table 5.6). For the same reason, the average time 

Table 5.7 Characteristics of the si mulation lIsing the recycling procedure Col 1, Det 1. 

Number of counts in mean projection 3584 

Chi-square x2 76.422 

Quality factor Q 2.396 

Phase Disk space Average Time Average 
Disk space Time 

(blocks) (blocks) (minutes) (x 10.3 minutes) 

source/phan. 250000 69.i5 156.26 43.60 

collimation 31640 8.83 26.71 7.45 

detectior.. 2637') 7.36 8.11 2.26 

• total 
1 308010 1 85.94 11 191.081 53.31 1 

1 block = 512 bytes 
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and disk space required for each phase of the simulation to produce 1 event in the mean 

projection is about the same as for the long conventional Monte Carlo simulation. 

Figure 5.6 shows the mean projection of the simulation which used the 

recycling procedure Col l, Det 1. The reader can notice the increase of noise compared to 

Figure 5.4. The reason for this is that the simulation was four times shortcr, thus the total 

number of counts in the mean projection was about four times smaller. The Q was th us 

about twice as large as for the long conventional simulation. 

Table 5.8 gi\-es the characteristics of the simuiation using the rccycling 

procedure Col 3, Det 2. Since the photons from the intermediate GRH file produced by the 

source/phantom phase of the simulation were read three times in the collimation phase, the 

... 
'ë; 
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l h 
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Figure 5.6 Comparison between the simulated mean projection of a simulation using the 
recycling procedure Col l, Det 1 and the theoretical mean projection. 
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Characteristic~ of the simulation using the recycling procedure Col 3, Det 2 . 

Numbcr of counts in mean projectIon 20990 

Chi-square x2 81.204 

Quality factor Q 1.052 

Phase DIsk space Average Time Average 
Dlsk space Time 

(blocks) (block~) (mmutes) (x 10-3 minutes) 

source/phan. 250000 11. 91 156.26 7.44 

collimation 94680 4.51 79.86 3.80 -
dctœtion 157710 7.51 50.51 2.41 

-

1 total Il 502390 1 23.9311 286.631 13.651 
-1 block = :> 12 bytes 

time and disk space for this phase was about thr~e times larger than for the simulation using 

the recyc1ing procedure Col l, Det 1. This increased the number of photons going out of 

the collimation phase by a factor of about 3. SlIllilarly, since the intermediate GRH file 

produced by the collimation phase of the sImulation was three times larger th an for the 

simulation using the recycling procedure Col l, Det 1 and because the file was read twice 

by the detection program, the time and di~k space required by the detection phase was about 

6 times (3x2 times) larger than for the simulatIOn usmg the recychng procedure Col 1, Det 

1. Table 5.8 shows the effect of recycling on the average simulation tllne and disk space 

required. C(jl11pared with the Sllll11lation lISlng the recychng procedure Col 1, Det l, both 

the average simulation ti me and the average disk space required were reduced for the 

source/phantom phase (redllced by about 1/6) and for the collimation phase (reduced by 

about 1/2) because more counts were obtained in the mean projection for the same GRH file 

from the source/phantom phase of the simulation. Thus, by comparing the total average 
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simulation time and disk space required from Table 5.7 and Table 5.8, the readcr can notice 

that the overall simulation time and disk space required to obtain the saille number of counts 

in the mean projection than a conventional Monte Carlo simulation are rcduccd whcn 

recycling is used. The quantification of the improvement in tenns of time and disk spacc 

required are given in the next sub-sectlons. 

Figure 5.7 shows the mean projection of the simulation which used the 

recycling procedure Col 3, Det 2. The reader can notice the reduction of noise compared 

to Figure 5.6, and this for the same intermediate GRH file from the sourcc/phantom phase 

of the simulation. The total number of counts in the mean projection was about 6 times 

larger. The Q was also reduced. 

Mean Pmjections 
Recycling procedure: Col 3, Oct 2 

500 ~----------~~~~-------------------------------

400 

100 
Total counts = 20990 
Chi-square = 81.204 

Quality factor = 1.052 
o i 

92 96 100104108112116120124128132136140144 14H 152 156160164 
Crystal separation hetween pair 

_ Analytical projection 0 Simulated projection 

Figure 5.7 Comparison between the simulated mean projection of a simulation using the 
recycling procedure Col 3, Det 2 and the theoretical mean projection. 
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The characteristics and the mean projections of the other 33 simulations were 

calculatcd but, to reduce the length of this thesis, they were excluded. Nevertheless, they 

were used to evaillate the time and disk space saved by the recycling technique. Their Q 

factors were abo plotted in Figure 5.8. That way, the reader can under~tand the effect of 

recycling without the characteristics of ail simulations. 

Figure 5.8 gives the Q factor defined in Section 4.4 for part of the long 

simulation as a function of the total number of counts in the mean projection for simulations 

using different recyc1ing procedures. The signification of the straight lines are the same as 

the ones in Figure 5.5. There are scven data points per set (excluding the last set). For 

each set, the left-hand d,liù point corresponds to a recycling procedure Col x, Det 1 and the 

right-hand, to a rccycling procedure Col x Det 7, where x was set between 1 and 5. The 

data points do not layon a smooth clirve since they were obtain from only one simulation. 

To obtain a smooth curve, which is computational1y impossible, the mean of a larpe number 

of simulations would have to be computed for each data point. Nevertheless, the reader can 

notice that, as the number of counts lI1creases, the Q factor generally decreases, thus giving 

an improved statistical precision for a given GRH file produced by the source/phantom phase 

of the simulation. The data points tend to level off when the data are "over" recycled, 

meaning that even if the number of events in the mean projection increased, the Q factor was 

not improved anymore. Ali data points above the 0.05 significance level line indicate that 

the counts in the bins of the simulated mean projections were not Poisson distributed when 

the corresponding recycling procedure was used in these simulations . 
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Figure 5.8 Quality factor for simulations lIsing different recycling procedures. For cach 
set, the left-hand data point corresponds to Det 1 and the right-hand, to Det 
7 (Det 6 for the last set). 
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A. Time saved 

Figure 5.9 presents the relative simulation time required for simulations using 

different recycIing combinations compared to a conventional Monte Carlo simulation. These 

were computed usinr, the average simulation time to generate 1 event in the mean projection. 

Remember that to avoid biased results, the total number of counts in the simulated mean 

projection (used to compute the average ~imulation time) was reduced using Equation (4.33) 

when the photons were not following Poisson statistics in a given simulation. This figure 

shows that when the photons are read twice, in the collimation phase or in the detection 

phase, the simulation time was abolit 60% of the simulation time required for a convention al 

Monte Carlo simulation. Il also shows that a reduction to 20 % of the simulation time 

100 

,-. 80 
~ 60 

ë 40 
F= 

20 
o 

Relative simulation time 
for different recycling procedures 

Coll 
Col 2 

Col 3 
Col 4 

ColS 

Figure 5.9 Relative simulation time required for 35 different recycling combinations 
compared to a conventional Monte Carlo simulation (100%) to obtain a given 
statistical precision. 
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required compared to the time of a conventlOnal simulation was achievable when recycling 

was used many times in the same simulation. 

Figure 5.10 presents the relative simulation time required for different phases 

of the simulation to obtain a given statistical precision for several recycling procedures. For 

each of them the time to run the source/phan tom phase of the simulation were the same sinee 

the same GRH file from the source/phan tom phase was used for every simulation. Howevcr, 

the simulation times for the other phases were increasing with the number of times the 

photons were recycled. Since the number of counts in the mean projection was also 

increasing with the number of times the photons were recycled, the ove rail effect of 

recycling was reducing the total simulation time. The sum of the simulation times for each 

phase of any recycling combination COI responds to the data plotted in Figure 5.9. 
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Figure S.IO Example of relative simulation time required for different phases of the 
simulation to obtain a given statistical precision. 
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B. Disk space saved 

Figure 5.11 presents the relative disk space required for simulations using 

different recyc1ing comblflatlOns compared to a conventional Monte Carlo simulation. These 

were computed using the average disk space required ta generate 1 event in the mean 

projection. Remember that ta avoid biased resuIts, the total number of counts in the 

simulated mean projection (used to compute the average disk space required) was reduced 

using Equation (4.33) when the photons were not following Poisson statistics in a given 

simulation. This figure shows that when the photons are read twice, in the collimation phase 

or in the detection phase, the disk space required for a simulation is about 60% of the disk 

space required for a conventional Monte Carlo simulation. It also shows that a reduction ta 
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Figure 5.11 Relative disk space required for 35 different recyc1ing combinations compared 
to a conventional Monte Carlo simulation (100%) to obtain a given statistical 
precision. 
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20% of the disk space required compared to the that of a conventional simulation was 

achievaLle when recycling is used many times in the same simulation. 

Figure 5.12 presents the relative disk space reql11red for diffcrent phases of 

the simulation to obtain a given statistical precision for several recyc1illg procedures. For 

each of them, the same GRH me from the source/phantom phase for every simulation was 

used. However, the disk space required for the GRH tïles of the other phases were 

increasing with the number of times the photons were recycled. Since the Illlmbcr of counts 

in the mean projection was a1so increas1I1g with the number of times the photons were 

recycled, the overall effect of recycling was reducing the total dlsk space lIscd for a givcn 

statistical precision. The sllm of the disk lipaces required for each phase of any recyc1ing 

combination corresponds to the data plotted 11l FIgure 5.11 . 
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Figure 5.12 Example of relative disk space required for different phases of the simulation 
to obtain a given statistical precision. 
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CHAPTER 6 

Conclusion 

A technique to produce a look-up table for Monte Carlo simulation of PET 

scanners that contams information about the Compton scattering and photoelectric linear 

attenllations for a hst of matenals that are susceptible to be used in PET was presented. 

More rcalistic geometnes arc now possible, since one can slmulate a brain or a heart. This 

enables one to generate effective COllnt-rate curves for organs of interest as weIl as traditional 

flood phantoms. New materials can also be added to the look-up table. Evaluation of new 

detector materials can then be performed more s.imply m the simulation proglam with this 

new technique. 

It was also dell1on~trated tl1at the efficiency of Monte Carlo simulation 

programs which cascades the simulation process into phases could be improved by recycling 

the photon from the prevlOus phas.es in the collimation and detection phases. When the 

phmons are read twicc or three times in a given phase, the recycling technique works weIl. 

However, it is considered essentlal hl compare the simlliated mean projection with an 

analytlcal mean projection to ensllre that the photons follo's Poisson statistics when the 

photons are recyc1ed many t11nes ln the samc pha5e. Since the recycling technique gives the 

photons additional chances of being detected, it is suggested to recycle the photons only if 

the cfticiency in terms of the ratio photons in-out of the phase is low. That way, it is more 

likely to produce a simulation where the photons follow Poisson statistics . 
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Appendix A: Example of a Simulation Batch File 

Sam pie file: 

!** Environment definition (1/0 to disk) ** 
$ SET DEF USER$DISK:[MNI.YANI.MONTE) 
$ ASSIGN KEAVAX$DKA500:[MNI.YANI.MONTE] PH: 
$ ASSIGN KEAVAX$OKA500:(MNI.YANI.MONTE) CO: 
S ASSIGN KEAVAX$DKA500:[MNI.YANI.MONTE) DE: 
$ ASSIGN USER$DISK: [MNI.YANI.MONTEj PP: 
$ ASSIGN USER$DISK: [MNI.YANI.MONTEj CP: 
$ ASSIGN USER$DISK: [MNI.YANI.MONTEj OP: 

!** Simulation of sourcejphantom phase ** 
$ RUN PP: PHANTOM 
200000,50 
25000, 
PH:WATER.GRH 

! Maximum number of CPU minutes, low energy threshold in keV 
!Output GRH file size (xI0 blocks or x5120 bytes) 

Water Phantom, 
CYL WATER 
CYL AIR 
CYL VACUUM 

!Output GRH file name 

diam=20cm, heLght=llcm, Ln Air 
10.00, 5.50, -5.50"" 
15.00, 6.00, -6.00"" 
40.00, 10.00,-10.00"" 

Water Phantom Source Distribution. 

Water 
Air 
end, phantom description 

0.0, 0.0, 5.5, 5.5"" !Non-collin. angle, PosLtron max energy,+/-z limit 
l, 0.00,10.00, +5.50, -5.50,0.00, 0.00, CYL 
0, 

!** SimulatLon of collimation phase ** 
$ RUN CP:COLLIMATOR 
PH:WATER.GRH !Input GRH file name 
6400,2,1.25, !Output file size, # of times data read, random displ. 
CO:COL 2.GRH !Output GRH file name 
1,12, 

3mm LEAD Scanditronix PC-2048 for 15 slice 30 cm id 50 cm od collimator 
CYL AIR 15.0, 8.00, -8.00, , , , , Air until collimators 
CYL LEAD ANTIMONY5% 25.0, 0.15, -0.15"'/1 central 3 mm LE AD 
CYL AIR 25.0, 1.10, -1.10'''/1 aLr between speta 
CYL LEAD ANTIMONYS% 25.0, 1. 40, -1.40"", 2nd 3 mm LEAO 
CYL AIR 25.0, 2.35, -2.35"", air between speta 
CYL LEAD ANTIMONY5% 25.0, 2.65, -2.65, "" 3rd 3 mm LEAO 
CYL AIR 25.0, 3.60, -3.60, , , " air between speta 
CYL LEAD ANTIMONYS% 25.0, 3.90, -3.90, , , " 4th 3 mm LE AD 
CYL AIR 25.0, 4.85, -4.85"", air between speta 
CYL LEAD ANTIMONYS% 25.0, 7.70, -7.70"", lead outer coll imator 
CYL AIR 25.0, 98.8, -98.8, , , , , air outside collimator 
CYL VACUUM 40.0, 99.0, -99.0, , , , , end, co'.limator description 
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!** Simulation of detection phase ** 
$ RUN DP: DETECT 
CO:COL 2.GRH !Input GRH file name 
16200,3,1. 0" !Output GRH file size, # of time data read, random displ. 
DE:COL 2 DET 3.GRH!Output GRH file name 
26.25,50-;64,1.0 !Effective radl.us, low energy thresllold, number of blocks, 

!septa thl.ckness 

2x64BGO blocks 
CYL AIR 
CYL BGO 
CYL LE AD 
CYL VACUUM 

$ EXIT 

9.82 cm high 3 
25.25, 
28.25, 
28.25, 

40.00, 

cm deep 
4.91, 
4.91, 
4.91, 

12.0, 

Wl.th lead in gaps 50.5 cm diam 
-4.91"", Air in collimator 
-4.91"", BGO crystals 
-4.91"", Lead 

-12.0"", end, detector description 

!** end of simulation 
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Appendix B: Fitting of Photoelectric Coefficients 

The photoelectric attenuation data from the XGAM output table consist of N 

pairs of measurements (17 "Il r.) of an independent variable, the energy of the photon, Il,,, 

(cxpresscd in keV), and a dependent variable, the photoelectric absorption partial interaction 

linear attcnuation coefficient (exprc~sed In cm-1
). The objective is to fit the data with an 

equation of the form 

(B.I) 

by dctermining the values of the parameters {[ and b. Equation (B. 1) can be linearized by 

taking the natural logarithm on both si de of the equation. Titis operation gives 

which as the form 

where 

ln r = Ina - b ln(hv) 

y =A + Bx, 

y = ln 'r 

A = Ina 
B = -b 
x = In(hv) 

(B.2) 

(B.3) 

(B.4) 

The pair of measlirements (Ill/Il r,) can also be replaced by (XIlY,) lIsing the previous equation. 

The values of coefficients A and B are determined using the method of least-squares fit to 

a straight line. It consists 111 determining the coefficient slich that :\2, the sum of the squares 

of the differences between the y,'s and the corresponding values (y = j{x,» , is minimized. 

MathematicaIly, l is defined by 
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X- = E (Y, - A - Bxt (R.5) 
1=1 

The minimum value of this function is one which yields a value of 0 for both of the partial 

derivatives with respect to each of the coefticients, that is: 

a a [N 1 -r = - L (YI -A - BX j)2 
aA àA 1=1 

N 

= -2E (Y, - A - Bx,) = 0 
;=1 

a a [N 1 -;1 = - L (Y, - A - Bx,)2 
aB aB 1=1 

(B.6) 

N 

= -2E [X, (Y, - A - Bx,)] = o. 
,= 1 

These equations can be rearranged to yield a pair of simultaneolls equalions 

N N N N 

E Y, = E A + L Bx, = aN + b LX, 
;=1 '=1' 1=1 ,.o! 

N N N N N 
(13.7) 

E X,Y, = E Ax, + L Bx; = AL Xi + BL x;. 
1:1 i=1 ,,,1 ,,,1 ,,,1 

The solution for the coefficients A and B is found by replacing A in the second of the 

simultaneolls equation by an expression obtained by isolating A in the tirst cquation. The 

solutions are 

• 



117 

• 
(B.8) 

The solutions of Equation (B.I) are then 

N N N N 

L (ln(h v,))2E ln ri - E ln(h V,)L ln(h v i) ln ri 
,=1 ,=1 ,=1 ,cl 

a = exp N (N)2 
N!; (ln(h V,))2 - ~ ln(h v ,) 

N N N 
(B.9) 

N"L ln(hv ,) ln r, - L ln(hv i)L ln r, 

b=- ,.,1" '=(I N i=I)2 
N~ (ln(h V,))2 - ~ ln(h V,) 

using Equation (B.4) . 

• 
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Appendix C: X2 Distribution 

The probability density j{x=x2,JI) for x2 is given by 

where the gamma function is given by the recurrence formula: 

r(v/2) = (v/2-1) r(v/2-1) 
r(l) = l 

r(1/2) = .;;. 

(C.I) 

(C.2) 

The probability distribution, that is the probability of observing a value of chi-square slllallcr 

than x2, for a random sample of N observations with JI degrces of frcedolll is the intcgral of 

Equation (C.I), that is: 

Fer, v) = 1 r x\ v{l-le -x!2dx. 
2 v!2q v/2) Jo 

(C.3) 




