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The design and implementation of parallel finite element methods (FEMs) is a complex and error-prone task that can benefit signif-
icantly by simulating models of them first. However, such simulations are useful only if they accurately predict the performance of the
parallel system being modeled. The purpose of this contribution is to present a new, practical methodology for validation of a promising
modeling and simulation approach for parallel 3-D FEMs. To meet this goal, a parallel 3-D unstructured mesh refinement model is
developed and implemented based on a detailed software prototype and parallel system architecture parameters in order to simulate
the functionality and runtime behavior of the algorithm. Estimates for key performance measures are derived from these simulations
and are validated with benchmark problem computations obtained using the actual parallel system. The results illustrate the potential
benefits of the new methodology for designing high performance parallel FEM algorithms.

Index Terms—Finite element methods, mesh generation, parallel processing, petri nets.

I. INTRODUCTION

DETERMINING accurate finite element method (FEM)
solutions for very-large-scale electromagnetics problems

can be highly challenging and computationally expensive. A
number of the component procedures involved in the FEM
solution process can be accelerated with parallel processing;
one important case is mesh refinement. Programming par-
allel FEMs can be a very demanding and complex task, and
designing parallel FEM systems can benefit significantly by
simulating them first. For example, modeling and simulation
methods that can accurately predict the efficacy of proposed
parallel algorithms before they are implemented could provide
system designers with essential performance characteristics re-
quired for optimizing efficiency. However, before such methods
can be used with confidence, it is essential to be certain of the
limits imposed by the modeling approximations and to validate
the accuracy of the simulations.

The main objective of this paper is to present a new, prac-
tical methodology for validation of a promising Petri Nets
(PN)-based modeling and simulation approach suitable for
parallel 3-D unstructured mesh refinement in FEM electro-
magnetics [1]–[3]. To accomplish this goal, detailed estimates
for key performance measures, for the target mesh refinement
algorithm and parallel system configuration, are derived from
PN model simulations and are compared with and evaluated in
terms of benchmark computation results obtained from actual
parallel system implementations using our specific validation
methodology.

II. PREVIOUS WORK

A hierarchical tetrahedral-octahedral (HTO) mesh refinement
model is considered in this work because of its potential to pro-
duce high quality tetrahedral elements [4]. A promising mod-
eling and simulation approach for HTO subdivisions suitable
for parallel 3-D mesh refinement in FEM electromagnetics was
recently developed based on PN [1]–[3]. The value of PN-based
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Fig. 1. Research framework for parallel 3-D FEM mesh refinement design.

approaches is that they are capable of representing systems char-
acterized by concurrent, distributed, parallel, nondeterministic
and stochastic operation [5]. As a mathematical tool, PN make
it possible to set up and use state equations, algebraic equations,
and related mathematical models which can be used to represent
the behavior of parallel computations executed on very-large-
scale architectures [6].

Fig. 1 shows a framework for the effective and efficient design
of parallel 3-D FEM mesh refinement algorithms. Some key
components of this research framework have been addressed
previously in [1]–[3]. Specifically, the performance of parallel
HTO mesh refinement is modeled and simulated by PN, and
the parallel speedup results with increasing number of elements
are provided in [1]. In particular, we sample and translate to la-
tency characteristics in the simulation model from the given ap-
plication parameters such as the grid hierarchy and the number
of processors; and system parameters such as CPU speed and
communication bandwidth in [1]. Moreover, in [2], we model
and simulate the performance of the Random Polling Dynamic
Load Balancing (RPDLB) algorithm in parallel HTO mesh re-
finement, and examine the results by comparing them to the per-
formance of parallel HTO mesh refinement without RPDLB. In
addition, we develop efficient communication strategies for im-
proving the parallel interprocessor communication performance
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Fig. 2. Mesh refinement model: (a) tetrahedron subdivision; (b) primary octa-
hedron subdivision; (c) secondary octahedron subdivision.

in [3]. As a fundamental component of this research framework
not previously addressed, a goal of this paper is to conduct an ex-
perimental evaluation using a new, practical validation method-
ology for PN-based modeling, in order to determine its effec-
tiveness for accurately capturing the dynamic behavior of par-
allel FEM applications. Specifically, the use of the PN-based ap-
proach for developing and simulating high performance parallel
mesh refinement algorithms is examined using the new valida-
tion strategy specified in this work.

III. PARALLEL MESH REFINEMENT MODELING WITH PN

The HTO mesh refinement model considered in this work
is illustrated in Fig. 2. This method consists of cutting every
edge into two and every face into four triangles, resulting in
four tetrahedra, each a half-scale duplicate of the original, and
an octahedron, as shown in Fig. 2(a). Next, the octahedron is cut
into six half-size octahedra and eight tetrahedra, as illustrated by
Fig. 2(b). The subdivisions of these two steps are repeated until
all new tetrahedra satisfy specified mesh criteria [4]. Finally,
each of the octachedra from Fig. 2(b) is subdivided into four
tetrahedra as shown in Fig. 2(c). This mesh refinement model
is considered because of its potential to produce high-quality
tetrahedral elements [4].

A master-slaves parallel computing model was applied for
implementing the mesh refinement method considered in this
work [1], [7]. The master processing element (PE) initiates the
program by partitioning the initial set of geometric entities into
subdomains, and broadcasts the subdomain assignments to the
corresponding slave PEs, which proceed with the mesh refine-
ment of their assigned subdomains. When a slave PE completes
its local tasks, its data will be sent back to the master PE, where
data from each subdomain is merged to form the global result
for the overall problem domain [1].

The key aspects of a PN-based model designed to represent
the parallel mesh refinements in Fig. 2 are summarized below
[1]. First, an individual module, named “Co-Module,” was de-
veloped for modeling the mesh computation process associ-
ated with refining the tetrahedral and octahedral entities, and is
shown schematically in Fig. 3. The operation of the Co-Module
procedure starts with a scan of the tetrahedral/octahedral enti-
ties; then, the refinement rule is applied to each individual tetra-
hedron/octahedron. Once an individual element is processed, a
signal is generated by “Scan Trigger” for loading the next geo-
metrical entity.

The overall PN model development is shown schematically
in Fig. 4 [1]. It involves six modules, representing one master
and five slave PEs, belonging to a symmetric multiprocessor.

Fig. 3. PN model of the Co-module (for one slave PE): tetrahedron and octa-
hedron subdivision computations.

Fig. 4. PN model for the parallel mesh refinement with six PEs.

The system parameters for program initiating, tetrahedron/oc-
tahedron partitioning and data transfer are each defined in the
transition delays in each stage of the mesh refinement model. In
Fig. 4, the “Co-Module” is abbreviated as a transition labeled
“computation time.”

IV. PERFORMANCE VALIDATION METHODOLOGY

PN models are created as simplified representations of the
parallel system at particular key points in time, which are crit-
ical to the specific meshing operation and functionality of the
parallel system. The objective of a simulation is to facilitate the
manipulation of the PN model in a manner appropriate for the
way the parallel system would operate. A PN model is consid-
ered valid for a set of experimental conditions if its accuracy is
within an acceptable range required for the intended application
[8]. Therefore, validating a PN model, typically, requires com-
paring the input–output operations predicted by the model to
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the corresponding input–output operations of the system being
modeled. To accomplish this for the target mesh refinement al-
gorithm and parallel system configuration, it is necessary to
compare and evaluate key performance measures from the PN
simulations with corresponding benchmark computation results
obtained from actual hardware implementations.

The benchmark program used to validate the PN simulation
results was implemented using the hardware facilities at McGill
University’s CLUMEQ Supercomputer Centre. The parallel
computing platform consists of 6 AMD Athlon 1900 running
at 1.6 GHz with 1.5 GB RAM, using a Myrinet-2000 Switch.
The computing architecture used in this work is modeled based
on the Message Passing Interface (MPI) for multiprocessors.
The multiprocessors operate independently, however they share
the same memory resource; MPI is the platform-independent
communications library used to manage all aspects of internode
communications and data transfers.

The model assumptions are based on the actual hardware en-
vironment used to perform the MPI benchmark computations. In
the PN model, all application characteristics, such as real-time
throughput and CPU timing statistics, were obtained from the
CLUMEQ menu. Other required system parameters, including
data transmission speed and communication startup time, were
obtained experimentally with a separate, simple test code. These
values are used to configure the parameters in the PN model, and
all of the simulation results are derived from this PN model.

Table I provides the pseudocode for the MPI benchmark al-
gorithm. All tests were conducted using the HTO mesh refine-
ment model starting from one single tetrahedron, so they may
more closely reflect what an individual task might be able to
achieve in normal use. To eliminate the usual variation in run
times that is common on some parallel systems, each test was
run a minimum of three times and the average was used. Fi-
nally, we observed the variation in recorded wall-clock time for
each test measurement was decreased after, approximately, the
second round of HTO meshing. This may be due, in part, to
the increasing data size and the statistical effects of caches or
memory allocation for internal buffers being reduced [7].

V. RESULTS

The validation of the PN model is approached in three main
ways, by examining three procedures of the parallel processes,
as described by Figs. 5–7. The performance characteristics of
the PN model simulations are compared with the results from
the benchmark program. In particular, the time consumptions
of each PE, for each aspect of the geometry computation and
communication, predicted by the PN model are compared with
actual time measurements of the MPI benchmark program.

The validation results for the mesh refinement computation
process over five iterations, ranging from 512 to 2 097 152 ele-
ments, are provided in Fig. 5(a)–(e) for each PE in the parallel
system. The master PE(1) does not have a mesh computation
workload; its duty is to initiate slave PE processes at the start
of each iteration, and therefore the time costs of the master PE
are approximately the same for each iteration. Slave PEs (2)–(5)
show similar computation times for each iteration, since their
workloads are perfectly balanced. However, slave PE(6) is ini-
tially assigned one octahedron to refine, which results in a larger

TABLE I
PSEUDOCODE FOR MPI BENCHMARK PROGRAM

Fig. 5. Validation results for five iterations of the mesh computation processes
ranging from (a) 512 elements to (e) 2 097 152 elements.

workload than the other slave PEs during subsequent iterations,
and therefore its time costs are higher.
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Fig. 6. Validation results for data formatting processes over five iterations.

Fig. 7. Validation results for five iterations of data gathering processes ranging
from (a) 512 elements to (e) 2 097 152 elements.

The validation results for the data formatting processes are
shown in Fig. 6, in which the master and slave PEs work to
write the result data of the mesh refinement computation into
Object File Format (OFF) files, to provide a graphical data file
for each slave PE. During this phase of operations, the master
PE will make every slave PE wait until it completes fixing the
coordinator offset for each slave PE; then the master releases
all the slave PEs simultaneously. Therefore, during this phase
the time cost of every PE in the system is the same since they
operate synchronously in this manner.

The validation results for the data gathering processes over
five iterations are shown in Fig. 7(a)–(e). In this stage, the master
PE gathers data from each slave PE and builds the final data
file. Each slave PE sends its data to the master PE asynchro-
nously, and the master will wait until the last communication is
completed; usually the last one is from PE(6) because it has the
largest workload. In Fig. 7(a) and (b), the master PE(1) spends

much more time than PE(6) because in iterations 1 and 2 the data
size is relatively small and the time spent for initiating slave PE
processes are significantly longer than the actual data commu-
nication times.

Figs. 5–7 all show close agreement between the timing results
for the PN model simulations and the corresponding MPI bench-
marks for a series of five mesh refinement iterations ranging
from 512 to 2 097 152 elements. The discrepancies between the
simulation and benchmark results may be due, in part, to the fact
that the potential effects of the processor cache, MPI overheads,
and the cluster pool is not accounted for in the PN models.

VI. CONCLUSION

The specific methodology for validation of PN-based mod-
eling and simulation introduced in this work was demonstrated
for parallel 3-D FEM mesh refinement design and development.
Overall, the series of comparative investigations examined con-
firm strong agreement between the simulated performance re-
sults and the actual system performance results, and together
serve to validate the correctness of the PN modeling scheme.
These successful findings suggest further development and ex-
perimental studies are merited. For example, the focus of future
work should include incorporating potential processor cache,
MPI overheads, and cluster pool effects in the PN models in
order to further improve the accuracy provided by this method-
ology for performance modeling and simulation validation for
parallel 3-D FEM mesh refinement.
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