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Abstract A set of general circulation model experiments are conducted to analyze how the poleward
energy transport (PET) is related to the spatial pattern of CO2 radiative forcing. The effects of forcing
pattern are affirmed by comparing the conventional doubling CO2 experiment, in which the forcing pattern is
inhomogeneous, to a set of forcing homogenization experiments, in which the top of atmosphere (TOA),
surface, or atmospheric forcing distribution is homogenized respectively. In addition, we separate and
compare the effects of CO2 forcing to various feedbacks on atmospheric and oceanic PETs, by using a set of
radiative kernels that we have developed for both TOA and surface radiation fluxes. The results here show
that both the enhancement of atmospheric PET and weakening of oceanic PET during global warming are
directly driven by the meridional gradients of the CO2 forcing. Interestingly, the overall feedback effect is to
reinforce the forcing effect, mainly through the cloud feedback in the case of atmospheric PET and the
albedo feedback in the case of the oceanic PET. Contrary to previous studies, we find that the water vapor
feedback only has a weak effect on atmospheric PET. The Arctic warming amplification, which strongly affects
atmospheric PET, is sensitive to the CO2 forcing pattern.

1. Introduction

The Earth’s climate is shaped by the net top-of-atmosphere (TOA) radiation energy distribution at different
latitudes. The solar radiation retained by the Earth exceeds its thermal radiation in the low latitudes, which
results in a net radiation surplus; the opposite, i.e., a net radiation deficit, occurs in the high latitudes. This pat-
tern of the net radiation distribution requires energy of other forms to be transported from low to high lati-
tudes. Themajority of the needed poleward energy transport (PET) is donemainly by the atmosphere, except
in the deep tropics where oceanic transport dominates [e.g., Trenberth and Caron, 2001]. In the atmosphere,
associated with the energy transport are the atmospheric water and momentum transports which shape the
hydrological cycle and general circulation respectively at the planetary scale.

Increase in atmospheric PET is a prominent climatic response during global warming, which is attributable to
atmospheric moistening and consequent increase in the transport of atmospheric moist static energy [e.g.,
Held and Soden, 2006; Hwang and Frierson, 2010]. Interestingly, atmospheric PET enhancement is accompa-
nied by oceanic PET weakening [Held and Soden, 2006; Huang and Zhang, 2014], which occurs in line with
the Bjerknes compensation hypothesis [Bjerknes, 1964] and the slowdown of the meridional overturning cir-
culation [e.g., Bryden et al., 2005; Trossman et al., 2016].

From an energy budget point of view, changes in PET can be considered to be adjustments that are
needed to rebalance the local energy budget while climate reequilibrates during global warming. It is thus
of great interest to know how the TOA and surface energy budgets are exactly affected by radiative
forcing agents, such as CO2, as well as by subsequent changes in other climate variables (atmospheric
temperature, water vapor, clouds, albedo, etc.), i.e., the climate feedbacks. By analyzing the radiation flux
changes in the global warming experiments conducted by general circulation models (GCMs), different
authors have investigated and stressed the effects of feedback [e.g., Zelinka and Hartmann, 2012] and for-
cing [e.g., Huang and Zhang, 2014], respectively. The recent findings of Huang et al. [2016a] point to the
importance of forcing distribution, which explains the intermodel difference in the PET changes simulated
by the GCMs in the Climate Model Intercomparison Project Phase 5 (CMIP5). The strong correlation
between the PET change and forcing pattern suggests that the PET change under global warming may
be predicted from the instantaneous forcing, which arguably can be determined with higher certainty
than the feedbacks (e.g., that of clouds).
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The previous investigations on the PET change during global warming either assumed uniform forcing pat-
tern and thus ignored the forcing inhomogeneity effect [e.g., Hwang and Frierson, 2010; Zelinka and
Hartmann, 2012] or were focused on the TOA radiation budget and thus could not separate the radiative
feedback effects on atmospheric and oceanic PETs [e.g., Zelinka and Hartman, 2012; Huang et al., 2016a].
Hence, critical questions remain unanswered, such as why the atmospheric PET enhances while oceanic
PET weakens during global warming and what are the key processes that account for the atmospheric PET
enhancement and oceanic PET weakening, respectively? To advance our understanding of the causes of
the PET changes, and particularly to ascertain the influence of the CO2 forcing pattern, we aim at these objec-
tives in this paper: (1) to develop a set of radiative sensitivity kernels of TOA and surface radiation fluxes, from
which the patterns of the radiative feedback and their implied atmospheric and oceanic PETs can be inferred
respectively, and (2) to conduct a set of GCM experiments in which we compare the PET changes in response
to homogenized patterns of CO2 forcing. In the following sections, we will describe the design of the GCM
experiments and analyze the radiative forcing, feedback, and implied PET in order.

2. Method
2.1. GCM Experiments

In this study, we use a coupled atmosphere-ocean GCM, the Community Earth System Model (CESM) version
1.2 of the National Center of Atmospheric Research [Hurrell et al., 2013] (model code and documentation
available from http://www.cesm.ucar.edu/models/cesm1.2/). The atmospheric component of the model is
the Community Atmospheric Model version 5 (CAM5) [Neale et al., 2010], configured at 1.9° × 2.5° resolution.
The ocean component is the Parallel Ocean Program version 2, which has a total of 60 levels in the vertical
with 10 m vertical resolution in the upper 200 m.

We conduct the following experiments using CESM under these different forcing scenarios:

1. CONTROL: in this experiment, the well-mixed greenhouse gases (CO2, CH4, N2O, etc.), ozone, and aerosols
are fixed to year-2000 values (Case B_2000_CAM5).

2. CO2x2: the radiative gases are prescribed the same as in CONTROL, except that the atmospheric CO2

volume mixing ratio is instantly and uniformly doubled from 367 ppm (the year-2000 value) to
734 ppm and then maintained at the doubled level. This is a conventional doubling CO2 experiment.

3. CO2toa: like CO2x2 but nonuniform CO2 perturbations are prescribed so that the spatial distribution of
the TOA forcing is homogenized. The CO2 prescription is explained in detail in the following section.

4. CO2sfc: like CO2toa but different CO2 perturbations are prescribed so that the surface forcing is
homogenized.

5. CO2atm: like CO2toa but different CO2 perturbations are prescribed so that the atmospheric forcing is
homogenized.

All the experiments are initialized from the same initial atmospheric and oceanic states and then integrated
for 50 years. We then analyze the changes in the TOA, surface, and atmospheric energy fluxes, defined as the
mean of last 10 model years in each forcing experiment minus the mean of the corresponding years in the
CONTROL experiment. Note that as indicated by the magnitudes of global mean surface warming as well
as the energy imbalances in Table 1, the model approaches but does not reach equilibrium yet by the end
of the simulation. However, the use of transient climate change simulations is not uncommon in the PET
analyses [e.g., Hwang and Frierson, 2010; Zelinka and Hartmann, 2012] and should not affect our conclusions
because (1) the forcing that we are most concerned with in this study is instantaneous forcing which does not
depend on climate evolution and (2) we found in previous work [Zhang and Huang, 2014; Huang et al., 2016b]
that the feedbacks analyzed from transient climate change do not qualitatively differ from those analyzed
from equilibrium climate change (see further discussions in section 2.4). In addition, the subtraction of same
model years of the CONTROL experiment suppresses the impacts of climatological radiation imbalance and
possible climate drift in the CESM integration (assuming that the drift and imbalance do not differ between
the experiments).

2.2. Forcing

We use the rapid radiative transfer model (RRTM) [Mlawer et al., 1997] for quantifying the instantaneous CO2

forcing. To calculate the forcing in the CO2x2 experiment, the radiative fluxes at CO2 concentrations of year-
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2000 (367 ppm) and the doubled
value CO2 (734 ppm) are calculated
off-line from 6-hourly atmospheric
profiles from the CONTROL experi-
ment at every model grid box for
5 years. We then calculate the instan-
taneous CO2 forcing as the 5 year
mean difference between the two
sets of radiative fluxes. The forcing is

calculated at TOA and surface (SFC), respectively. The radiative fluxes are defined downward positive in all
cases. The difference between the TOA and SFC forcings (TOAminus SFC) renders the atmospheric (ATM) for-
cing. In all the cases, positive values mean warming effect.

The global mean instantaneous forcing in the CO2x2 experiment is 2.6 W m�2 at the TOA, 1.4 W m�2 at the
surface, and 1.2 W m�2 for the atmosphere. As shown in Figure 1, although the atmospheric CO2 concentra-
tion is uniformly changed in the CO2x2 experiment, its radiative forcing still depends on background atmo-
spheric conditions and thus varies geographically [Zhang and Huang, 2014; Merlis, 2015; Huang et al., 2016a].
The zonal mean TOA forcing value generally decreases from low to high latitudes following the meridional
gradient of the surface temperature. In contrast, the zonal mean surface forcing has a minimum at the equa-
tor because the strong and spectrally overlapping absorption of water vapor and cloud in the tropical

Figure 1. RRTM-calculated instantaneous radiative forcing in the GCM experiments. The panels in the three rows are the
TOA, surface (SFC), and atmospheric (ATM) forcings in order, in the units of W m�2. (a, c, and e) The forcing in the
CO2x2 experiment. (b, d, and f) The homogenized TOA, SFC, and ATM forcings in the CO2toa, CO2sfc, and CO2atm
experiments, respectively.

Table 1. Global Mean Instantaneous Radiative Forcing, Overall Feedback,
and Surface Temperature Responses in the Forcing Experiments

Forcing (W m�2) Feedback (W m�2)
Surface

Temperature (K)TOA SFC ATM TOA SFC ATM

CO2x2 2.6 1.4 1.2 �1.4 �0.2 �1.1 2.0
CO2toa 2.5 1.6 1.0 �0.9 �0.1 �0.8 2.4
CO2sfc 3.5 1.5 2.0 �2.1 �0.2 �1.9 2.3
CO2atm 1.8 0.8 1.0 �1.2 �0.2 �1.0 1.4
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atmosphere makes the downwelling infrared radiation insensitive to the CO2 perturbation. As a result, the
atmospheric forcing is positive at low latitudes and negative at high latitudes.

In the CO2toa experiment, nonuniform CO2 perturbations are prescribed so that the TOA forcing pattern is
homogenized (see Figure 1). In order to achieve this, we take advantage of the logarithmic dependency of
the CO2 forcing on CO2 concentration [Huang and Bani Shahabadir, 2014] and inversely determine the CO2

concentration values in every grid box from the local forcing calculated in the CO2x2 experiment:

p2 ¼ p1�2 F0=Fð Þ (1)

where p1 is the CO2 volumemixing ratio in the CONTROL experiment, 367 ppm; F0 is the global mean forcing,
2.6 Wm�2; and F is the local forcing at each grid box in the CO2x2 experiment. The CO2 concentrations in the
CO2toa experiment are prescribed according to equation (1), except in the Antarctica where the local forcing
of doubling CO2 is so weak that it would require more than 1000 times CO2 increase to reach forcing magni-
tude F0. Such high CO2 concentrations would be unrealistic and beyond the valid range of current radiation
codes. So we have limited our CO2 perturbations to be within 300 times of the original value (about 10% of air
mass maximum).

The CO2 concentrations in the CO2sfc and CO2atm experiments are prescribed similarly following equa-
tion (1), although the forcing values used in the equation are surface and atmospheric forcing, respectively,
instead. Figure 1 shows the RRTM-calculated 5 year mean forcing patterns in these experiments. As shown by
these accurately computed forcing distributions, as well as the global mean values summarized in Table 1,
the targeted forcing (TOA, SFC, or ATM forcings, respectively) is greatly homogenized in each homogeniza-
tion experiment. Although there remain regions where the forcing values differ due to the restriction of
CO2 perturbation as described above, the meridional gradients of the targeted forcing are largely eliminated
in every experiment. Comparisons between the CO2x2 experiment and these homogenization experiments
allow us to identify the climate responses related to the nonuniform patterns of the CO2 forcing. We note that
the forcing homogenization here is achieved through varying atmospheric CO2 concentration and thus faith-
fully retains all the radiative impacts of the forcing agent (CO2) that are consistent with the targeted flux
changes at TOA, SFC, or ATM. This is different from previous idealized experiments that add a “ghost” flux
or SST perturbations that are spatially uniform or nonuniform [e.g., Alexeev et al., 2005; Hill et al., 2015;
Marshall et al., 2014].

2.3. Feedback

The initial radiative perturbation caused by CO2 leads to complex changes in atmospheric and surface vari-
ables, which in turn lead to further changes in radiation fluxes at both TOA and surface, as well as changes
in latent heat (LH) and sensible heat (SH) fluxes at the surface. Here we term these subsequent energy flux
changes caused by the variables other than the forcing agent (CO2) feedback. We do not distinguish between
rapid and slow atmospheric responses [Sherwood, 2015] and quantify their overall radiative effect as feed-
back. We conduct our analysis this way because we are mainly interested in whether or not the PET change
is controlled by instantaneous forcing, which is equally subject to the complications of rapid and slow
responses. Moreover, previous research showed that accounting for forcing adjustments (the rapid
responses) does not improve the predictability of PET change [Huang et al., 2016a].

Wemeasure radiative feedback by using a radiative kernel method [Soden et al., 2008; Shell et al., 2008]. In this
method, we measure a noncloud radiative feedback as

ΔRX ¼ ∂R
∂X

ΔX (2)

Here R represents longwave (LW) or shortwave (SW) radiation fluxes at either TOA or surface in every model

grid box. The ∂R
∂X is a radiative sensitivity kernel, which has been precalculated for each calendar month for

surface and atmospheric temperature (T), atmospheric water vapor (WV), and surface albedo (A). The ΔX is
the 10 year monthly mean change in each of these variables from CONTROL to each forcing experiment (see
section 2.1).

In order to measure the feedback impacts on atmospheric energy budget, we have developed a new set of
kernels of, not only TOA, but also surface radiation fluxes. These kernels are calculated using RRTM and global
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atmospheric profiles from the ERA-Interim reanalysis data set [Dee et al., 2011]. These profiles are at 2.5° × 2.5°
spatial resolution and 6-hourly temporal resolution and are of 5 years: 2008–2012. For each profile, clear- and
all-sky radiative fluxes are calculated for multiple times: first with the original profile and then with one vari-
able being perturbed at a time. The perturbations are applied to surface temperature (+1 K), atmospheric
temperature at 19 vertical layers (+1 K), atmospheric specific humidity at 19 vertical layers (with increment
needed to maintain the relative humidity unchanged when temperature increases by 1 K), and surface
albedo (+0.01), respectively. If ΔRj denotes the radiative change due to each perturbation ΔXi (i indexes dif-

ferent vertical levels) applied to the jth profile, the instantaneous radiative sensitivity to Xi is ∂R
∂Xi

� �
j
¼ ΔRj

ΔXi
.

Monthly mean kernels of each calendar month at every grid box are then averaged from all the instantaneous

sensitivities of thatmonth of the 5 years:
∂R
∂Xi

¼ 1
n

Xn
j¼1

∂R
∂Xi

� �
j

, where n is about 600, i.e., 4 times daily × 30 days

per month × 5 months (same calendar months of 2008–2012). The kernels are calculated for LW and SW
radiation fluxes at TOA and surface, respectively, with all the fluxes defined to be downward positive. The dif-
ference between TOA and surface flux kernels renders the atmospheric radiation kernels, which measure the
convergence (if positive) of radiation flux in the atmospheric column due to each perturbation. Although the
kernels are computed from reanalysis atmosphere, when applying them in the GCM feedback analysis, we
find that using the kernels we can well reproduce GCM-simulated radiation anomaly (the radiation closure
generally reaches >90% in terms of global mean clear-sky anomaly; see Figures S1 and S2 in the supporting
information) and thus affirms the appropriateness of applying these kernels to analyzing the feedback in the
GCMs.

Figure 2 illustrates the all-sky zonal and annual mean patterns of the atmospheric radiation kernels. When
atmospheric temperature increases, the atmosphere radiates more energy (due to Planck’s law) to space
and to the Earth surface (which means energy loss at a higher rate for the atmosphere); hence, the tempera-
ture kernels are generally negative. In contrast, the water vapor kernels can be either positive or negative
depending on where the humidity increment occurs. When the water vapor content increases, both the
atmospheric thermal emission and its absorption of the surface emission increase. Moistening of the lower
troposphere or stratosphere cools the atmosphere because the former effect dominates, while moistening
of the middle and upper troposphere warms the atmosphere because the latter effect dominates.
Additional illustrations of our kernels and comparison to those of others [Shell et al., 2008; Soden et al.,
2008] are shown in Figures S3–S9.

The cloud radiative feedback is then measured as

ΔRC ¼ ΔR� F �
X

ΔRX (3)

Here ΔR is the CESM-calculated radiation change, F is the RRTM-calculated instantaneous forcing,
P

ΔRX is
the sum of all the noncloud radiative feedback calculated using the kernel method.

In order to intercompare the feedback in experiments of different forcing and warming magnitudes, we
calculate the feedback parameters (units: W m�2 K�1) by normalizing the feedback in each experiment with
the global mean surface temperature change:

λX ¼ ΔRX
ΔTsh i (4)

2.4. PET

As the local energy budgets of the atmosphere and ocean need to be rebalanced during global warming, a
change in the vertical energy flux at the atmospheric or oceanic boundaries implies an offsetting change in
horizontal energy transport. In an equilibrium climate, we can calculate the overall (atmospheric plus ocea-
nic) PET as

PET ϕð Þ ¼ 2πa2∫ϕπ R ϕ ’
� �

cosϕ’ dϕ’ (5)

Here PET(ϕ) is the northward energy flux across a latitude ϕ, a is the radius of the Earth, and R(ϕ) is the zonal
mean TOA net radiation anomaly (with respect to the global mean) at latitude ϕ relevant to the global mean.

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027221

HUANG ET AL. CO2 FORCING PATTERN AND ENERGY TRANSPORT 10,582



Based on this equation, the change in PET from the control climate to the perturbed climate, ΔPET(ϕ), can be
integrated from the change in net vertical flux, ΔR(ϕ). Using the partial contributions to the changes in the
TOA, SFC, and ATM energy budgets diagnosed using the methods outlined above, we can then infer the
changes in the overall, atmospheric, and oceanic PETs, respectively, due to forcing and different feedbacks.
Note that the global mean of the forcing or feedback is removed when calculating the PET due to each of
them. Positive values determined from equation (5) indicate northward PET anomalies, i.e., strengthening
of PET if in the Northern Hemisphere but weakening of it in the Southern Hemisphere.

Although only 50 year nonequilibrium (especially with respect to ocean) simulations are used in our diagno-
sis, longer integrations available elsewhere (Figure S10) show that the PET inferred from 50 year simulations
closely resemble the long-term (equilibrium) responses, despite some differences. For instance, the oceanic
PET is more northward in the 41–50 year period than in the 141–150 year period in the Southern Hemisphere
in nearly every model, which likely relates to delayed Southern Ocean warming. In addition, very interest-
ingly, the oceanic PETs inferred from surface energy fluxes approximate the PETs explicitly simulated by

Figure 2. All-sky atmospheric radiation kernels. (a and b) Zonal and annual mean atmospheric temperature and water
vapor kernel, units: W m�2 K�1/100 hPa. They quantify the net (LW + SW) atmospheric radiation change due to +1 K
temperature change in every 100 hPa thick atmospheric layer and that due to the humidity change that maintains relative
humidity when temperature increases by 1 K in every 100 hPa thick atmospheric layer, respectively.( c–e) Geographic
distributions of annual mean surface temperature, vertically integrated atmospheric temperature, and vertically integrated
water vapor kernels, units: W m�2 K�1. (f) The sum of Figures 2c–2e, which represents the atmospheric radiation change
when the surface and atmosphere uniformly warm by 1 K while conserving relative humidity.

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027221

HUANG ET AL. CO2 FORCING PATTERN AND ENERGY TRANSPORT 10,583



the CESM (Figure S11). Although regional differences exist between them, e.g., the sign in the latitudes from
10°N to 60°N (Figure S11c), the overall pattern of the PET response to CO2 and the difference between the
homogeneous and inhomogeneous forcing experiments are captured by the inference based on equation (5).
These results justify the discussions based on the inferred PET changes in the following.

3. Results
3.1. CO2x2 Experiment

Figure 3 shows the zonal mean radiative forcing and feedback parameters in the CO2x2 experiment, as well
as the nonradiative LH and SH feedback. Note that both forcing and feedback are normalized by the global
mean surface temperature change (thus in the units of W m�2 K�1) in order to facilitate intercomparison
between them across different experiments. Also shown here are the forcing and feedback in 10 GCMs from
the CMIP5 abrupt 4xCO2 experiment, analyzed using the method of Zhang and Huang [2014]. In this method,
the global distribution of feedback, as well as forcing (a novelty of the method), is diagnosed using the radia-
tive kernel method. The last 10 years of the 150 year GCM simulations are used for the analysis.

Figure 4 shows the PET changes inferred, according to equation (5), from the partial energy flux changes
shown in Figure 3.

Although the forcing magnitudes are different (by a factor of 2), Figures 3 and 4 show that the normalized
feedback patterns are remarkably similar between the doubling and quadrupling experiments and between
different GCMs, indicating that these feedbacks are insensitive to the magnitude of forcing (and thus warm-
ing) given the same forcing pattern. These prominent results are worth noting:

1. The CO2 forcing is positive at both TOA and surface because of its greenhouse effect—CO2 decreases the
outgoing radiation from the surface and atmosphere to space but increases the downwelling thermal
radiation from the atmosphere to the surface. However, the TOA forcing generally decreases from equator
to pole and has a strong meridional gradient, while the surface forcing has a weaker and opposite meri-
dional gradient. This is because the high water vapor concentration in the tropical lower troposphere
makes the atmospheric absorptivity there already very large and thus insensitive to the CO2 perturbation,
which limits the effect of CO2 on the downwelling radiation. This renders interesting zonal mean patterns
of atmospheric forcing, which is positive in the low latitudes and negative in the high latitudes (see
Figures 1 and 3).

The nonuniform zonal mean patterns of the forcing have strong implications for the PET changes. The forcing
distribution by itself requires significant strengthening of the atmospheric PET, weakening of the oceanic
PET, and strengthening of the overall (atmosphere plus ocean) PET (see Figure 4).

2. The water vapor feedback is also positive at TOA and SFC because of a similar greenhouse effect.
However, different from the CO2 forcing, the feedback at both TOA and surface peaks in the tropics
and decreases with latitude, which renders a rather flat zonal mean atmospheric feedback pattern (see
Figure 3). These zonal mean patterns mean that the water vapor radiative feedback drives an enhance-
ment of oceanic PET but has little effect on the atmospheric PET (see Figure 4). This result contradicts
the statement that water vapor radiative feedback is a major cause of the atmospheric PET enhancement
[e.g., Zelinka and Hartmann, 2012], which was based on TOA-only analysis.

3. The temperature feedback at TOA is negative (cooling effect) because the Planck function demands higher
energy loss rate at warmer temperatures. At the surface, there is a competition between increase in upwel-
ling radiation due to surface warming and increase in downwelling radiation due to atmospheric warming,
which largely offset and lead to weak negative SFC temperature feedback except in the polar regions
(there the atmospheric emissivity is low so that the upwelling surface radiation prevails over downwelling
atmospheric radiation [Boé et al., 2009; Lesins et al., 2012]). As a result, the atmospheric temperature feed-
back is also negative and peaks at the equator (see Figure 3). This drives a strong weakening of the atmo-
spheric PET (see Figure 4), acting against the CO2 forcing, as inferred by Huang and Zhang [2014].

4. The surface albedo feedback is positive and occurs in high latitudes only, which results in a strong
equator-to-pole gradient in TOA and surface radiative flux changes. However, due to minimal atmo-
spheric absorption of SW radiation, this feedback has little impact on the atmospheric energy budget
or PET.
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5. The cloud feedback has more complex spatial (zonal mean) structures. The TOA cloud feedback is consis-
tently negative at around �60° (Southern Oceans) and the North Pole. The surface feedback shows an
increasing trend from the Southern Hemisphere to the Northern Hemisphere. The atmospheric feedback
largely follows the TOA feedback. As cloud feedback differs substantially across the models [Zelinka and
Hartmann, 2012; Vial et al., 2013; Huang and Zhang, 2014], the cloud effect on PET is also very uncertain,
although a strengthening effect on the atmospheric PET is discernable in the results here (see Figure 4).

6. The nonradiative feedback of LH and SH also have complex zonal mean structures. The LH flux from
surface to atmosphere generally increases over ocean but decreases over land in the CESM CO2x2 experi-
ment; the SH feedback is generally anticorrelated with the LH feedback [Berg et al., 2014]. This means that

Figure 3. Zonal mean TOA, SFC, and ATM energy flux changes, normalized by global mean surface temperature change. Units: W m�2 K�1. Shown in different rows
are the changes due to CO2 instantaneous forcing (Fi), radiative feedback of water vapor (WV), surface and atmospheric temperature (T), surface albedo (Alb),
clouds (Cld), latent and sensible heat fluxes (LH + SH), and the sums of the components. The results from the CESM CO2x2 experiment are shown in blue; the
results from CMIP5 abrupt4xCO2 experiment are shown in grey (individual GCMs) and black (ensemble mean). Note that the y axis ranges are not all the same,
even within each row (same in the following figures).
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the magnitude and sign of the zonal mean LH + SH feedback result from compensations of these changes
of different signs and are subject to uncertainty, which is manifested by the large inter-GCM spread of this
feedback. We also notice that the LH feedback at SFC is anticorrelated with the net radiation feedback as
reported by Zelinka and Hartmann [2012]. The LH + SH feedback induces strengthening of atmospheric
PET and weakening of the oceanic PET, although, like cloud feedback, this result is subject to large
uncertainty (intermodel discrepancies).

7. The overall effect of the above forcing and feedback components is a robust weakening of the oceanic
PET and strengthening of the atmospheric PET. Due to their compensation, the sign of the overall PET
change is rather uncertain (see Figure 4). It is interesting to note that both atmospheric PET enhancement
and oceanic PET weakening are consistent with the effects of CO2 forcing, which suggests that the climate
system evolves toward the direction driven by the initial forcing in spite of the complex feedback effects.

Figure 4. Overall, oceanic, and atmospheric PET changes inferred from the energy flux changes shown in Figure 3. Units: 1013 W K�1. Note that the PET values in the
control climate are in the order of 1015 W and the PET changes here are in the order of a few percent.
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3.2. Homogenization Experiments

The analysis above separates the
radiative effects of radiative forcing
and individual feedback and verifies
that the inhomogeneous distribution
(meridional gradient) of CO2 forcing
accounts for atmospheric PET
strengthening and oceanic PET weak-
ening. However, this analysis is built
upon the assumption that the feed-
back is independent of forcing and
their effects can be linearly sepa-
rated. It is not clear whether the feed-
back depends on CO2 forcing pattern

and how much of the PET changes may be attributed to such possible dependency (a nonlinear effect, e.g.,
the terms concerning ΔX1ΔX2 in a Taylor expansion of the PET perturbation, where X1 and X2 are forcing and
feedback, respectively). We address these questions by conducting a set of homogenization experiments:
CO2toa, CO2sfc, and CO2atm, in which the TOA, surface, and atmospheric forcings are homogenized, respec-
tively, using the method described in section 2.2. The differences in climate responses between the CO2x2
experiment and each of these experiments can be attributed to the forcing distribution effect.

Figure 5 shows the zonal mean surface temperature responses in all the forcing experiments. The warming
patterns are similar in the CO2x2, CO2toa, and CO2sfc experiments except for a noticeably stronger warming
in the Antarctica in the CO2toa experiment, which is related to the large increase in atmospheric CO2 concen-
tration prescribed in this region. The warming pattern in the CO2atm experiment is surprisingly different in
that there is no amplification of warming in the high latitudes. This is because the CO2 concentration in these
regions is reduced in this experiment to reverse the sign of the atmospheric forcing there (see Figure 1). The
results here suggest that the temperature pattern of global warming is dependent on forcing distribution, in
contrast to the finding of Xie et al. [2013]. Interestingly, we find that the global mean surface temperature
change is most correlated with surface forcing in these experiments (a correlation coefficient of 0.98; see
the forcing and temperature values in Table 1), which suggests that the surface warmingmagnitude is mostly
controlled by surface energy budget when the forcing pattern varies.

In the analysis below, we compare the zonal mean distributions of the forcing and feedback in the homoge-
nization experiments to those in the CO2x2 experiment and focus on the energy budget (TOA, SFC, or ATM)
targeted in each homogenization experiment (see the first column in Figures 6–8). We also analyze the PET
changes due to the forcing and feedback differences between the CO2x2 and each homogenization experi-
ments (the second column in Figures 6–8), calculated following equation (5), which provide a measure of the
nonlinear effect of forcing inhomogeneity.

1. CO2toa experiment

Figure 6 compares the distributions of the TOA radiative forcing and feedback in the CO2x2 and CO2toa
experiments, as well as the changes in the overall (atmospheric plus oceanic) PET due to their differences
(CO2x2 minus CO2toa, same for the other two homogenization experiments). Figure 6n shows the PET
change due to the overall effect of the forcing inhomogeneity, including the forcing distribution itself and
feedback difference attributable to the forcing inhomogeneity (the nonlinear effect).

The feedback patterns in the CO2toa experiment generally resemble those in the CO2x2 experiment,
although differences exist, including less strong water vapor and temperature feedback in the tropics, which
largely compensate, and stronger cloud feedback in the high latitudes in both hemispheres. The overall
forcing inhomogeneity effect drives a strong enhancement of the overall PET in both hemispheres (see
Figure 6n). This experiment affirms a strong effect of TOA instantaneous forcing on the overall PET in that
the overall PET change after considering the nonlinear forcing-feedback effects still generally follows, and
is amplified from, the enhancement driven by the instantaneous forcing pattern (Figure 6h).

2. CO2sfc experiment

Figure 5. Zonal mean surface temperature changes in the forcing
experiments.
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Figure 7 shows the distributions of the surface forcing and feedback in the CO2x2 and CO2sfc experiments
and the oceanic PET changes attributable to their differences. The oceanic PET weakens but to a lesser extent
in the CO2sfc experiment than in the CO2x2 experiment (which is consistent with earlier studies with idea-
lized uniform fluxes [e.g., Alexeev et al., 2005; Marshall et al., 2014]), so that the overall homogeneity effect
is weakening of the oceanic PET (Figure 7p). Figures 7b–7g show that the feedback patterns in the CO2sfc
experiment are similar to those in the CO2x2 experiment. This means that although quantitative differences
exist, the effects of all the feedback that are associated with the forcing inhomogeneity largely compensate

Figure 6. (a–g) Normalized zonal mean TOA forcing and feedback in the CO2x2 (blue) and CO2toa (green) experiments
(units: W m�2 K�1) and (h–n) the PET changes implied by their differences (units: 1013 W K�1).
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Figure 7. (a–h) Normalized zonal mean surface forcing and feedback in the CO2x2 (blue) and CO2sfc (red) experiments
(units: W m�2 K�1) and (i–p) the oceanic PET changes implied by their differences (units: 1013 W K�1).

Journal of Geophysical Research: Atmospheres 10.1002/2017JD027221

HUANG ET AL. CO2 FORCING PATTERN AND ENERGY TRANSPORT 10,589



Figure 8. (a–h) Normalized zonal mean atmospheric forcing and feedback in the CO2x2 (blue) and CO2atm (cyan) experi-
ments (units: W m�2 K�1) and (i–p) the atmospheric PET changes implied by their differences (units: 1013 W K�1).
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(Figure 7o). Hence, this experiment affirms that the inhomogeneity effect (including the nonlinear effect
between forcing and feedback) of CO2 forcing is to drive a weakening of the oceanic PET.

3. CO2atm experiment

Figure 8 shows the distributions of the atmospheric forcing and feedback in the CO2x2 and CO2atm experi-
ments and the atmospheric PET changes attributable to their differences. Due to the lack of warming in the
high latitudes in the CO2atm experiment, the water vapor and temperature feedback differ noticeably. It was
seen that the relatively stronger warming in the high latitudes (Arctic amplification) in the CO2x2 experiment
drives a strong weakening of the atmospheric PET (Figure 4s) and this effect offsets the effect of atmospheric
forcing inhomogeneity (Figure 4q). The results here suggest that the Arctic amplification and its effect on PET
are related to forcing distribution—different forcing pattern may lead to different warming pattern, which in
turn results in different overall feedback [Armour et al., 2013] and consequently different impact on PET. The
interesting connection between Arctic amplification (temperature feedback) and CO2 forcing pattern discov-
ered here warrants future investigations.

The nonradiative (LH + SH) feedback associated with forcing inhomogeneity (Figure 8n) is to weaken the
atmospheric PET within the tropics, which is consistent with a forcing inhomogeneity-driven weakening of
tropical circulation [Merlis, 2015; Xia and Huang, 2017].

4. Conclusions and Discussions

In this study, we conduct a set of radiative forcing experiments using an atmosphere-ocean coupled GCM,
CESM, and analyze the radiative forcing and feedback distributions in these experiments and their effects
on atmospheric and oceanic poleward energy transports. We find that the spatial pattern of CO2 instanta-
neous forcing at TOA generally decreases in magnitude from equator to pole, and this is not countered by
feedback, such that the total PET is increased during global warming. Conversely, the CO2 surface forcing
increases in magnitude from equator to pole, and this is also not countered by feedback, such that the ocea-
nic PET is reduced. It can also be inferred from the TOA and surface energy fluxes that the increase of atmo-
spheric PET is directly driven by the CO2 forcing pattern. Key strengths of this study include accurate
quantification of instantaneous forcing using a radiative transfer model, RRTM, and separate quantification
of the radiative feedback on atmospheric and oceanic energy budgets by using a new set of radiative kernels
that we have developed.

As the local energy budgets of the atmosphere and ocean need to be rebalanced during global warming,
zonal mean changes in the vertical energy flux at the atmospheric and oceanic boundaries require offsetting
changes in the meridional energy transports. Using this constraint, we infer and compare the effects of radia-
tive forcing and various climate feedbacks on PET in four global warming experiments:

1. CO2x2: a conventional global warming experiment in which atmospheric CO2 concentration is uniformly
doubled although its forcing pattern is inhomogeneous.

2. CO2toa: the TOA forcing pattern is homogenized.
3. CO2sfc: the surface forcing pattern is homogenized.
4. CO2atm: the atmospheric forcing pattern is homogenized.

The method used to homogenize CO2 forcing distribution takes advantage of the well understood logarith-
mic dependency of the forcing (equation (1)). As shown by the results here (Figure 1), using this method we
can very well homogenize the TOA, surface, and atmospheric forcings. This provides a convenient way of
controlling the radiative forcing in GCM experiments.

The CO2x2 experiment conducted with CESM reproduces the robust PET changes during global warming,
including enhancement of the atmospheric PET and weakening of the oceanic PET, as simulated by the
CMIP5 GCMs. The partitioning of the forcing and feedback effects on PET affirms that the forcing pattern
directly accounts for the PET strengthening in the atmosphere and weakening in the ocean (see Figures 3
and 4). The homogenization experiments provide additional insights on how the forcing inhomogeneity
drives the PETs to change. In particular, the feedback patterns, and their impacts on PETs, associated with
forcing inhomogeneity (a nonlinear effect due to the coupling between forcing and feedback) are identified
(see Figures 6–8).
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The results here suggest that the atmospheric and oceanic PET changes during global warming directly result
from the spatial patterns of the CO2 radiative forcing. This corroborates the earlier finding that much of the
PET response discrepancies among the CMIP5 models are attributable to their differences in CO2 forcing
[Huang et al., 2016a].

Using a new set of radiative kernels, we also identify the key feedbacks that corroborate with forcing and rein-
force the atmospheric PET enhancement and oceanic PET weakening, such as the albedo feedback in the
case of oceanic PET and the cloud feedback in the case of atmospheric PET (see Figure 4), as well as the feed-
backs that strongly offset the forcing effect, such as the temperature feedback in the case of atmospheric PET.
Interestingly, the overall feedback effect is to reinforce the atmospheric PET enhancement and oceanic PET
weakening driven by the forcing (compare the last row to the first in Figure 4).

The results point to the importance of distinguishing the forcing and feedback effects on atmospheric and
oceanic budgets in order to correctly determine their effects on PET. Inaccurate attributions may result from
the use of TOA radiation alone to infer atmospheric PET changes, which as shown in Figure 4 may fail in many
cases. For instance, the strong effects of water vapor and albedo feedback inferred from the TOA radiation
changes were highlighted in previous studies [e.g., Zelinka and Hartmann, 2012], but their effects are mainly
exerted on the oceanic, instead of atmospheric, PET. Conversely, the temperature feedback has a consider-
able weakening effect on the atmospheric PET, which would not be evident from the TOA radiation analysis
alone. As shown in this study, a comprehensive set of TOA and surface radiative kernels are very useful in
this regard.

An interesting result is that the warming amplification in the high latitudes is suppressed in the atmospheric
forcing homogenization experiment (CO2atm), in which we increase the CO2 concentration in the low lati-
tudes but decrease it in the high latitudes. This result suggests that the warming pattern is sensitive to forcing
distribution. Particularly, local surface forcing seems essential for generating the warming amplification in the
high latitudes. This highlights the importance of forcing [e.g., Rose et al., 2014], as opposed to feedback [e.g.,
Cai, 2005], in Artic warming amplification. Further investigations are warranted to elucidate this connection
between forcing pattern and warming pattern.
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