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Abstract

A variable air-volume, parallel-plate, extrapolation chamber fonning an integral

part of a Solid-Water™ phantom was built to determine the absorbed dose in Solid­

Water™ directly. The sensitive air-volume of the extrapolation chamber is controlled

through the movement of the chamber piston by means of a micrometer mounted to

the phantom body. The relative displacement of the piston is monitored by a mechan­

ical distance travel indicator with a precision on the order of 0.002 mm. Irradiations

were carried out with cobalt-60 gamma rays, x-ray beams ranging from 4 to 18 MV,

and electron beams between 6 and 22 MeV. The absorbed dose at a given depth in

Solid-Water™ is proportional to the ionization gradient measured in the Bragg-Gray

cavity region with a Solid-Water™ embedded extrapolation chamber. Measured charge

is corrected for ion recombination and ion diffusion in the chamber air volume according

to a comprehensive model for charge loss in an ionization chamber. The discrepan­

cies between doses determined with our uncalibrated phantom-embedded extrapolation

chamber and doses obtained with calibrated Farmer-type cyiindrical ionization chambers

following the AAPM-TG21 and AAPM-TG25 dosimetry protocols are less than 1% for

photon and electron beams at aIl clinical megavoltage energies. Uncalibrated extrapola­

tion chambers thus oirer a simple and practical alternative to other techniques used in

output measurements of megavoltage photon and electron beams.
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Résumé

Une chambre à extrapolation avec deux électrodes parallèles à séparation variable

a été construite intégralement dans un phantôme Solid-Water™ . Cette chambre peut

déterminer directement la dose absorbée par le phantôme. La séparation des électrodes

est contrôlée par le mouvement du piston à chambre à l'aide d'un micromètre attaché

au corps du phantôme. La position relative du piston est mesurée par un indicateur

mécanique de distance avec une précision de l'ordre de 0.002 mm. La chambre a été

irradiée par des faisceaux de rayons gamma produits par le cobalt-60, des rayons x

dont l'énergie varie de 4 à 18 MY. et des électrons d'énergie variante de 6 à 22 MeV.

La dose à une profondeur donnée dans le Solid-Water™ est proportionelle au gradient

d'ionization mesuré par la chambre à extrapolation PEEC sous les conditions de cavité

requises à l'application de la théorie Bragg-Gray. La charge mesurée a été corrigée pour

la perte due à la recombinaison et la diffusion des ions selon le modèle proposé par

Bôhm. Les differences entre les doses mesurées par notre chambre non-calibrée et les

chambres d'ionisation calibrées de type Farmer sont de l'ordre de 1% pour les faisceaux

de photons et d'électrons à haute énergie. Par conséquent, les chambres d'ionisation à

extrapolation non-calibrées représentent une alternative simple et pratique aux techniques

présentement utilisées pour la détennination de la dose absorbée par les faisceaux de

photons et d'électrons à hautes énergies.
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Original Contribution

Several reports on the use of extrapolation chambers for absolute beam output

calibrations appeared in the literature since the 1950s. However, the approach has never

been considered seriously, Inaïnly because the chambers used in the past were not water­

equivalent and tluence corrections were required when calculating the dose in water

from the extrapolation chamber measurements. The design of our phantom-embedded

extrapolation chamber is an improvement over typical extrapolation chambers in that the

chamber is built as an integral part of the dosimetric phantom. The integration of the

chamber and the dosimetric phantom permits the direct measurement of dose absorbed

in the phantom without having to iocorporate fluence corrections accounting for the

difference between the chamber wall material and the dosimetric phantom.

Investigation of the ionization gradient as a function of the relative electrode

separation in order to test the validity of the Bragg-Gray cavity conditions is also

an original contribution to extrapolation chamber dosimetry. In the region where the

Bragg-Gray cavity conditions are satisfied, the measured ionization gradient stabilizes

as the electrode separation is varied making a reliable determination of the ionization

gradient possible.

A method for the detennination of the collection efficiency which includes the

effects of general recombination, initial recombination, and diffusion loss, in addition to

charge multiplication in the chamber volume has been described in detail. Initial recom­

bination, diffusion loss, and charge multiplication have an observable effect on charge

measurements at chamber potentials typically used for clinical dosimetry. We demon­

strate tbis fact, and develop a technique to separate the parameters of initial recombination,

general recombination, and diffusion 10ss from the non·dosimetric contribution of charge

iv
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multiplication and extract the correct saturation charge, and hence the chamber collection

efficiency, from measured data.

We are the tirst group to attempt to measure the output of a clinical proton

beam with an extrapolation chamber. Given the excellent perfonnance of our phantom­

embedded extrapolation chamber in high energy photon and electron beams, we are

confident that with further study, a phantom-embedded extrapolation chamber can be

used reliably for the calibration of proton beams as well.
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CHAPTER 1

Introduction

Radiotherapy, also referred to as radiation therapy or radiation oneology, is a clinieal

specialty whieh incorporates ionizing radiation in the treatment of malignant disease.

The aim of radiotherapy is to deliver a precisely measured dose of radiation to a well­

defined tumour volume with minimal damage to the surrounding healthy tissue.

Radiation dosimetry is concemed with an aeeurate quantification of ionizing

radiation used in the treatment of cancer, and thus is an important aspect of radiotherapy.

Quantitative measurements of ionizing radiation are made in order to establish or to use

nurnerical relationships between measured quantities and biologieal etfects produced by

the radiation. These effects can he expressed in terms of a series of complex interactions

between the radiation field and the medium. ft is thus necessary to investigate the nature

of ionizing radiations and their interactions with matter before an adequate attempt can

be made to quantify the effect of ionizing radiation on a specifie medium such as tissue.

1. lonizing radiations

When a beam of high-energy radiation traverses a medium, sorne of its energy is

transferred to the medium through various interactions. If the amount of energy imparted

to the medium exceeds a minimum level of a few electron-volts (eV), molecular bonds in



the medium can be broken or atoms May be ionized, ultimately resulting in the production

of ion pairs in the medium. Radiation energetic enough ta cause the dissociation of matter

into positive and negative ions is called ionizing radiation.

The ICRUt (International Commission on Radiation Units and Measurement) bas

defined two classes of ionizing radiations according to the different processes through

which charged and uncharged radiations interact with matter:

•
Chapter l Introducrion

•

(i) Directly ionizing radiations, consisting of fast charged particles (electrons, protons,

n-particles, heavy ions) which transfer their kinetic energy to matter directly

through numerous small Coulomb interactions that occur along the track of the

particle, and

(ii) lndirectly ionizing radiations, consisting of uncharged radiations (photons, neu­

trons) which first transfer their energy to charged particles in the medium. The

resulting energetic charged particles subsequently deposit their energy in matter

directly througb numerous Coulomb interactions.

The transfer of energy to matter from directly ionizing radiation is a continuous

process, while the energy transfer from indirectly ionizing radiation is a two-step process.

The action of ionizing radiations on matter is shown schematically in Fig. 1.1. The

passage of ionizing radiation initially results in the dissociation of the medium into free

electrons and positively charged ions (atoms missing one or more electrons). An atom

A may have an electron knocked out of one its outer shells by ionizing radiation and the

process can be described by the following equation:

(1.1)

AImost immediately, the free electron produced in the initial interaction is captured by

2
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!Ionizing radiations 1
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biologiesl damage

FIGURE 1.1. Illustration of the energy deposition in matter by directly and indirectly ionizing

radiations. The chart emphasizes that in order to describe the action of indirectly ionizing radiations

in matter. an additional step is required as compared to directly ionizing radiations.

sorne electronegative molecule B in the medium to form a negative ion:

(1.2)

•

The ions, A+ and 11, are called an ion pair. Ion pairs have a lifetime of the order of

10-10 s.

The biological damage is produced by the ion pairs or solvated electrons which

react with the medium to produce free radicals. Free radicais have a lifetime on the

order of 10-5 s which is very much longer than that of ion pairs. A free radical does not

3



carry an excess charge but carries excess energy and is highly reactive because of the

presence of an unpaired electron in its outer shell. It is helpful to illustrate the production

of free radicals in water with a specific example. Suppose a molecule of water interacts

with ionizing radiation and loses an orbital electron in a manner which can be expressed

mathematically as

•
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( 1.3)

The ionized water molecule may then react with another water molecu1e to form the

highly reactive hydroxyl radical OH' according to the following equation:

( 1.4)

In practice, the situation is much more complicated than this, but Eq. (l.4) is sufficient to

describe the general process by which ionizing radiation produces biological damage. In

general, a molecule CD is acted upon by directly ionizing radiation to produce a positive

ion C' D+ and an e1ectron:

CD-;CD++e-. ( 1.5)

The positive ion C D+ breaks up or interacts with the medium to fonn an ion and a

free radical:

cn+ -+ c+ +n' . (1.6)

•
The positive ion C+ cames the excess charge while the radical D· bas the excess energy

and is highly reactive because of the unpaired electron. The free radical and, to a lesser

extent, the ion May then produce a chain of events which precipitate chemical changes

in the medium.

4



BioLogical systems are particularly susceptible to damage by ionizing radiations.

The absorption from ionizing radiation of a relativeLy small amount of energy (~4 J/kg)

distributed throughout the human body is Likely to result in death, although the same

amount ofheat energy is capable ofraising the overall body temperature by only 0.001 oC.

The Lethal etTect of such a small amount of ionizing energy exists because ionizing

radiations bave the ability to deposit energy in Local concentrations sufficiently high to

kiii a cell directly or to fonn highly reactive chemical species, such as free radicals,

in the water which constitutes the bulk of the biological material. The highly reactive

free radicals then migrate through the cell disrupting chemical reactions and molecular

structures necessary for cell survival.

The ionizing properties of high-energy radiations cao be exploited in the treatment

of maLignant disease. Malignant cells, unlike healthy celIs, lack a mechanism for

regulating cell growth and proliferation, thus they cease to function in their normal

biological capacity and grow uncontrollably into cell masses which eventually inhibit

the fonction of their host organ. Exposure of cells to ionizing radiation can damage

cellular DNA and consequently can destroy the cells' ability to reproduce. CeUs which

attempt to divide under these circumstances will die. Healthy biological cells, which

undergo nonnal cell cycles, allow enough time for the repair of damage incurred by

the radiation before attempting cell division. In contrast, malignant ceUs experience

accelerated cell division and do not allow adequate time for the repair of damaged DNA,

hence malignant ceUs are preferentially killed by ionizing radiation. The methods for

the treatrnent of malignant turnours with radiation are numerous and excellent review of

current radiobiological knowledge and techniques can he found in the literature.2• 3

Sources of ionizing radiation used in Medicine are classified into conlinuous and

pulsed radiation:

•

•
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(i) Continuous radiation is produced naturally by radioisotopes which decay at a

constant rate. Sorne low-energy x-ray therapy machines which use a constant

potential to accelerate a steady stream of electrons trom the cathode to the anode

target also produce continuous beams of bremsstrahlung photons.

(ii) Pulsed radiation. Sorne x-ray therapy machines accelerate electrons to sufficiently

high energy that lengthy exposure to electron bombardment cau damage the

target. For this reason the electrons and the subsequent bremsstrahlung spectrum

are delivered in short bursts. For MeV therapy machines commonly used in

radiotherapy, such as medicallinc:ar accelerators (linacs), betatrons and cyclotrons,

the charged particle accelerating process results in pulsed beams of photons,

electrons, or other partic1e beams.

The distinction between continuous and pulsed radiations is based not on the ability of

either type of beam ta ionize the medium but rather on the difference in the relative

amount of ion recombination which occurs in the two kinds of beams. [on recombination

will be discussed in detail in Chapter 5.

•
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Il. Radiation dosimetry techniques

Several techniques have been developed to detennine the dose absorbed by a

medium exposed to a given source of ionizing radiation. These techniques are divided

into two main groups: absolute dosimetry and relative dosimetry. Absolute dosimetry

measures the absorbed dose deposited in a sensitive volume without requiring calibration

in a known radiation field, while relative dosimetry requires calibration of detector

response in a known radiation field.

There are Many types of relative dosimeters, of which standard ionization cham-

6



bers, solid-state detectors, film and thermoluminescent detectors are the most common

in radiation dosimetry. Currently, there are only three accepted absolute dosimetry tech-•
Chapter 1 Introduction

•

niques of varying degrees of absoluteness. In decreasing order of absoluteness, these are

calorimetry, chemical dosimetry, and free-air ionization chamber dosimetry. In this thesis

we present a detailed study of a phantom-embedded extrapolation chamber which could

also be considered an absolute dosimeter equal in absoluteness to the free-air ionization

chamber.

Il.A. Calorimetry

Suitably designed calorimeters have the fundamental ment that they measure

energy deposition directIy. This constitutes a major advantage over other dosimetric

techniques which infer the absorbed dose from measurements of secondary processes.

The design and composition of a calorimeter is influenced and often greatly limited by

features of the energy absorption processes.

In calorimetry, the absorbed dose is detennined by measuring the change in

temperature of the medium after being exposed to a radiation source. Thermistors, devices

whose electrical resistance varies with temperature (usually 5% per degree), typically

serve as the temperature measuring instrument. Thermistors used in radiation dosimetry

are often the size of a pinhead and have resistances on the order of 103 to 105 ohms.

The temperature rise per unit dose absorbed by a materia! depends on the spe-

cific--heat cp of the material which is expressed in J/kg oC. For a sensitive volume of

mass m, containing a material with specific-heat Cp and thermal defect 8t , that absorbs

an amount of energy E, the temperature increase of the medium will be

(1.7)

in which D is the absorbed dose in the sensitive volume. Rearranging tenns will permit

7



the calculation of the absorbed dose as a function of the increase in temperature of the•
Chapter 1

sensitive volume,

D.T Cp
D= .

(1 - t5t}

1ntroduction

(1.8)

The thennal defect, if any, is the fraction of E that goes into chemical reactions and

does not appear as heat.

Since the specifie heat of water is 103 calJkg 0 C. 1 Gy of radiation produces a

temperature rise ~T of

J 1 cal 3 kg t

~T = 1-x-- x 10- _oC = 2.39 X 10-"l oC.
kg 4.18 J cal

The small temperature change induces a small change in the resistance of the thermistor

which can he measured precisely using a carefully designed Wheatstone bridge.

If the specific-heat of the core is not known to a sufficiently high degree of

precision, then Eq. (1.7) may not provide an adequate solution for absolute dosimetry.

In this case, a known amount of electrical energy Eh cao be dissipated in the core

of the calorimeter and the corresponding temperature rise ~Th recorded. The energy

absorbed from irradiation Er will then be related to the temperature rise of the core

during irrndiation 6.Tr by the simple relationship,

(1.9)

•

The measurement of temperature rise cornes the closest of any dosimetric tech-

nique to direct measurement of the absorbed dose, granting calorimetry the highest degree

of absoluteness. AImost any material cao he employed as the detector sensitive volume,

making calorimeters versatile. As weIl, the response of calorimeters is independent of the

dose rate and calorimeters work equally weil with photon, electron, neutron or o--particle

beams, and are stable against radiation damage at high dose rates.

8



Historically, the use of calorimetry for the measurement of ionizing radiations has

been rather limited, mainly because ionizing radiations impart a very small amount of•
Chapter 1 Introduction

energy to the medium, requiring that the calorimeter be extremely sensitive. Additionally,

calorimetrie apparatus is normally complex, bulky, and not commercially available, and

requires long periods of time to reach thermal stability. Consequently, calorimetry is

nonnally restricted ta standards laboratories or to sophisticated research applications.

Il.B. Chemical doslmetry

Chemical dosimetry is concerned with relating a quantitative chemical change in

an appropriate medium to the absorbed dose. The mast appropriate medium for medical

purposes normally consists ofa chemical substance in aqueous solution owing to the tissue

equivalence of water. Chemical dosimeters currently in use include Fricke dosimeters

and, more recently, BANG-gel dosimeters. Of these two dosimeters, only Fricke is

capable of absolute dosimetry, while BANG-gels are used for relative dosimetry.

Most aqueous dosimeters are dilute, therefore, it can be assumed that the radiation

interacts with water to produce chemically active species, such as free radicals like 0 H·,

or ion pairs like H+ and 0 H-, close to the particle track. After a short time, diffusion

processes tend to homogenize the spatial distribution of the reactive species throughout

the medium, and the species interact chemically throughout the solution to produce a

measurable product X

The radiation chemical yield, G(~\") describes the number of molecules of X

produced per joule of energy absorbed (moVJ). The absorbed dose D can be determined

by measurement of the quantity of X produced during exposure to radiation:

where ~lVI (molll) is the change in molar concentration of the product X due to irradiation•
D = ill'd ,

pG(.;Y)
(1.10)

9



applies throughout the entire range ~l"I.

and p is the solution density (l glcm3 =1 kgll). Equation (1.10) assumes that G(.X")•
Chapter l Introduction

The mast common chemical dosimeter currently in use is the Fricke ferrous sulfate

dosimeter. It has a linear dose response curve in the range from 40 to 400 Gy and

is extendable down to 4 Gy. The Fricke dosirneter consists of a solution containing

ferrous (Fe2+) ions which are converted into ferric (Fe3+) ions in the presence of ionizing

radiations.

The quantity of ferric ions produced during irradiation cao be measured by

chemical titration methods which determine ~AI directly. A more practical rnethod

is based on spectrophotometry in which a laser bearn is shone through a srnall irradiated

sample of the solution and the optical transmission is compared to the transmission of

a similar but unirradiated sample. The ratio of transmitted light intensity through the

irradiated and unirradiated sarnple is

where ~(OD) is the corresponding increase in optical density given by

(1.12)

in which € is the malar extinction coefficient for Fe3+, and 1 is the optical width of the

•
sarnple. Substituting Eq. (1.12) iota Eq. (1.10) gives

D = Ll(OD) ,
dpG(Fe+3 )

10
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where typically,

€ = 2187 l/mol at 304 nm and 25°C,

Introduction

1= 1 cm,

G(Fe3+) = 1.607 x 10-6 mol/J for 60Co f - rays,

p = 1.024 kg/l at 25°C.

Seing composed mainly of water gives aqueous chemical dosimeters the advantage

of tissue-equivalence as weB as the ability ta have any shape desired. The primary

disadvantages of chemical dosirnetry are that the chemieal solutions are very expensive

and diffieult to prepare, G( .\'") is sensitive to the ternperature of solution during irradiation

and during the readout phase, and often these solutions are toxie. Furtherrnore. normally

C;(.\") is not known to better than 2% aceuracy.

Il.C. Free-air ionization chamber dosimetry

One way to determine the absorbed dose at a point of interest is to determine the

exposure in air at that point and then to ealeulate the dose in air from lhis by applying

the following equation:

Dair = X' . ~Vair (1.14)

•

where .\'" = dQ/dm is the exposure and W air (33.97 eV/ion pair) is the mean energy

required for ionizing radiation to produee an ion pair in air.4 The ICRU5 defines exposure

as uthe quotient of dQ by dm, where the value of dQ is the absolute value of the

total charge of the ions of one sign produced in air when a11 the electrons (negatrons

and positrons) liberated by photons in air of mass dm are completely stopped in air."

This definition of exposure requires the measurement of the total ionization produced by

energetic eleetrons arising from photon interactions with a known mass of air.

11
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FIGURE 1.2. Schematic diagram of a free-air ionization chamber illustrating the relationship

between the charge collecting volume V' and the ideal volume V where secondary electrons are

produced for collection (e2). The number of electrons produced in V and escape collection in ~.,

(eJ) is exactly balanced by electrons produced outside of V (el) and enter V' for collection.

The free-air ionization chamber is specially designed to measure the exposure in

air and relies on the establishment of charged particle equilibrium to satisfy the [CRU

detinition of exposure. Figure 1.2 is a schematic diagram of a free-air ionization chamber

designed by Wyckoff and Attïx.6 The chamber is shielded from scattered photons and

stray sources of radiation by a lead container and the entrance diaphragm of the chamber

is aligned with the central axis of the x-ray beam and has a cross section ofarea A.o• Axial

•
point Po is the location where the exposure is referenced; consequently, Po is the point at

which cavity chambers are centered for calibration with the free-air ionization chamber.

12



The photon beam enters the free-air ion chamber through the aperture .40 and

intersects the charge collecting volume V' defining a volume V that is common to both

\/' and the volume of air occupied by the beam itself. The definition of exposure irnplies

that we wish to measure only the ionizatian in air due ta secondary electrons produced in

V. Sorne electrons (el) are generated in V and never leave the collecting volume \,/' and

thus satisfy the constraints of the definitian~ Le., aoly ionization produced by secondary

electrons originating in V must be collected. However, it is difficult to separate and

measure the ionization caused exclusively by secondary electrons originating in V because

sorne of these electrons fallow paths which take them out of the charge coUecting volume

V' (e]). Hence sorne of the secondary electrons produced in V ionize the air outside of V'

and generate ions that are not measured by the collecting electrode. Furthermore, sorne

secondary electrons not produced in V may cross ioto V' (el) and subsequently produce

ions that are collected. The lateral dimensions of the detector, therefore, are chosen to

ensure that charged particle equilibrium exists throughout V·', i.e., aIl components of the

free-air ionization chamber. including the polarizing, collecting, and guard electrodes,

and the walls of the lead box are located at a distance far enough from the boundaries

of V that they cannat be reached by electrons produced within V.

The existence of charged particle equilibrium guarantees that the number of

secondary electrons that are produced in V and escape V' is exactly balanced by electrons

that are produced outside of V and enter V'. This implies that the amount of ionization

produced in V' is equal to the amount of ionization resulting from secondary electrons

originating in V. Thus, on the basis of charged particle equilibrium, it is possible to

segregate and measure the ionization produced by electrons originating in a known volume

of air, and thereby determine the exposure in accordance with the ICRU definitioo.

Referring to Fig. 1.2, we see that the aperture of area Ao is located a distance

•

•

Chapter 1 Introduction
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I a from the x-ray source S. A disc-shaped element of air of thickness cLT located in the

plane of the aperture has a mass of dmo = pAodx. A photon beam with energy fluence•
Chapter 1 Introduction

(j,!o is incident on the mass element dmo containing the point Po. The electrons resulting

from interactions witIDn dmo when allowed to dissipate aIl of their kinetic energy in air

will produce a charge of either sign equal to

(1.15)

where (I-lab/ P)air is the mass energy-absorption coefficient for air (see Chapter 2~

Section IILH).

If we now consider a second mass element of air dm, located a distance x from

the source and lying inside the volume V, then

dm = pAdx = pAo ( :0) 2dx 0 (1.16)

The photon energy fluence ri'( I) at this point is related to the fluence at the aperture li.'o

by the inverse-square law and exponential anenuation of the primary beam

(1.17)

The charge dQ produced by secondary electrons originating in dm can be found by

combining Eqs. (1.16) and (1.1 7) as follows:

"}

dQ =~l(X) (I-lab) "dm = [\oe-Jl(x-xo ) (~) - PAoo( X
ardx

ltVU1T p aiT I o X

• (1.18)
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The total charge produced by electrons set in motion within V can be found by integrating

Eq. (1.18) between x 0 + s and x 0 + s + l where s is the distance from the aperture to

the boundary of the collecting volume V' and 1 is the width of the collecting electrode,

i.e., the width of V'. Thus, the total charge is given by

•
Chapter l Introduction

xo+s+l

Q = KopAoellxo J e-Ilx dx

Xo+S

( 1.19)

Consider the mass Ale of the cylindrical volume .40 / where Jlc = pAo l, then

Q/Jlc = !\oe-p,:J and, recalling Eq. (1.15), the exposure .\0 = dQo/dm o at point Po is

determined from the measured exposure Q/ l'vIc using

(1.20)

•

Thus the exposure at Po where a cavity detector is to be calibrated is the sarne as the

exposure measured in the free-air ionization charnber corrected for attenuation of the

photon bearn in air.

Standard free-air ionization chambers are large and lack mobility making them

impractical for use outside of a standards laboratory. To get an idea of the size of such

chambers, consider that the range in air of electrons set in motion by monoenergetic

photons of energy 3 MeV is 1.5 m. Thus the polarizing, collecting, and guard electrodes

must be separated by a distance of over 3 m, and the length of the lead shielding-box

should be over 4 m. A thickness of air 1.5 m in length will attenuate a 3 MeV photon

IS



photon beams with energy in excess of 3 MeV.

beam by more than 5%, rendering the free-air ionization chamber unsatisfactory for•
Chapter 1 Introduction

Il.0. Phantom-embedded extrapolation chamber doslmetry

Radiotherapy clinics most commonly detennine the output of photon and elec-

tron machines used in radiotherapy with parallel-plate or cylindrical thimble chambers

following one of severa! national or international protocols (e.g., ICRU7,8, AAPM­

TG21 9, AAPM-TG25 10, etc.). These protocols are based on standard Bragg-Gray1I. 12 or

Spencer-Attix13 cavity theories which provide linear relationships between the dose Dmed

to a point in the medium and the ratio Qlm, where Q is the ionization charge collected

in the mass m of the gas inside the chamber cavity.

Unlike the charge Q which is easily measured with a high degree of accuracy,

the effective mass of the gas in the cavity is difficult to determine. Instead, ionization

chambers are normally taken to national standards laboratories where they are given a

calibration factor. The geometry and composition of the chamber as weIl as the type of

radiation source influence the ionization chamber calibration factor.

According to the Spencer-Attix13 cavity theory, the dose to the medium Dmed can

be found by measuring the ionization Q in a small cavity of air of mass m located in the

medium through the following relationship:

Q _~ (L)med
Dmed = - HI air - •

m Pair
( 1.2l)

•

where (L / p) m.ed
is the ratio of the restricted mass electron stopping powers in the medium

aIr

and in air, respectively.

We bave designed a variable-volume parallel-plate extrapolation chamber which

is embedded directly into a commercially available water-equivalent phantom material:

the phantom-embedded extrapolation chamber (PEEC). The PEEC is able to detennine

16



in the cavity per change in the mass dm of the sensitive air-volume. The standard

the derivative dQ / dm through a measurement of the change in the charge dQ produced•
Chapter l Introduction

cavity theory equation [Eq. (1.21)] can be modified to incorporate the ionization gradient

dQ/(pA.dz), in which dm = pAdz, instead of the ratio Q/m, thereby obviating the need

for chamber calibration. The modified Spencer-Attix equation for dose measurement

with the PEEC is as follows:

dQ 1 _." (L) med
Dmed = -d'"~ H'air - .

- p."1. PaIr
( 1.22)

•

The PEEC is thus an uncalibrated air-ionization chamber which offers a simple and

practical alternative to other techniques used in the measurement of the output of

megavoltage photon and electron machines. The PEEC could be considered to have the

same level of absoluteness as a free-air ionization chamber with the ability to calibrate

photon beams of energy in excess of 3 MeV. Moreover, the PEEC constitutes a method

for the in-phantom determination of absorbed dose which is in step with the philosophy

of new absorbed-dose protocols currently under development. 14

By making the PEEC directly out of the dosimetry standard water-equivalent phan-

tom material, several correction factors nonnally associated with the use of commercially

produced ionization chambers are eliminated, as will he shown in Chapter 4.

III. Summary

For the purposes of radiation dosimetry, ionizing radiation can be divided into

two classifications, namely directly and indirectly ionizing radiations, corresponding to

charged and uncharged radiations, respectively. Whi1e the transfer of energy to matter

17



from directly ionizing radiation is a continuous process, the energy transfer from indirectly

ionizing radiation is a two step process.

The passage of ionizing radiation through matter results in the dissociation of

molecules in the medium ioto positive and negative ions and the subsequent production

of free radicals. The products of ionizing radiation in the medium are of a high1y

reactive nature and are capable of causing large scale biological damage in living tissue.

The ionizing properties of high-energy radiations can be exploited in the treatment of

malignant disease by concentrating the delivery of the radiation to the afflicted area of

tissue.

•
Chapter l Introduction

•

Radiation dosimetry is concemed with the accurate quantification of ionizing

radiation in order to obtain and use numerical relationships between measured quantities

and the biological effects of the radiation on tissue. Several techniques have been

developed to determine the dose absorbed by a medium exposed ta a given source of

ionizing radiation. These techniques can be divided into absolute and relative dosimetry

techniques. Absolute dosimetry measures the absorbed dose without requiring calibration

in a known radiation field, while relative dosimetry requires that the response of the

dosimeter is calibrated in a known radiation field. As for absolute dosimetry techniques,

there are currently only three accepted techniques: calorimetry, chemical dosimetry,

and free-air ionization chamber dosimetry. We propose ta introduce a fourth absolute

dosimetry technique based on the use of phantom-embedded extrapolation chambers.

18
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CHAPTER 2

Interactions of photons with matter

Interactions of x-ray and j-ray photons with matter are characterized by the elimination

of the photon from the primary beam accompanied by the release of a high energy

particle (electron1 positron1 neutron1 etc.) and sometimes a scattered photon. On a

microscopic scale1 x-ray and J-ray photons can interact directly with atomic nuclei, with

electrons orbiting the nuclei, or with the electric field surrounding the nuclei and the

orbital electrons of the medium. The three interactions between photons and matter

which are of most interest in clinical medical dosimetry are the photoelectric effect, the

Compton effect, and pair production. Each of these interactions results in the transfer of

energy from photons to electrons or positrons in the medium which in tum deposit their

energy in numerous subsequent Coulomb interactions as they move throUgh the medium.

A fourth photon interaction with matter, Raleigh or coherent scattering, does not involve

a transfer of kinetic energy between the photon and the medium; therefore, a detailed

presentation of this phenomenon is not included in this thesis.

The relative importance of eacb of the three primary photon interactions is a

function of the photon energy hll and the atomic number Z of the absorbing medium.

Figure 2.1 is a two dimeosional surface plot in hV-5pace, mapping the regions in which

each of the above processes represents the dominant interaction. The solid curves indicate

the Z and hll coordinates at which the atomic interaction coefficients of neighboring
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effects are equal. For a given medium of atomic number Z, the photoelectric etfect is the

predominant interaction at photon energies that are comparable to the electron binding

energies of the medium (hv S 0.1 MeV). The photoelectric effect becomes increasingly

important as the atomic number of the medium increases. It can be seen from the graph

that for low Z materials, such as water and human tissue, the Compton etfect has a very

broad energy range over wruch it is the most important photon interaction. However~ this

energy range gradually narrows with increasing Z, and for high Z materials the Compton

effect becames less influential. Figure 2.1 shows that on average, the Compton effect is

most importanl at photon energies in the range from 1 to 5 MeV, while at energies beyond

10 MeV, pair production begins to dominate the other interactions. Pair production is

strongest for high Z materials and is the mast important photon interaction al photon

energies above ... 15 MeV.

•
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1. Kinematics of photon interactions

I.A. Photoelectrlc effect

The photoelectric effect is the most important interaction of relatively low-energy

photons with matter. It is a phenomenon which involves the interaction of a low-energy

photon with an atom, resulting in the ejection of one of the orbital electrons from the

atom. A schematic diagram of the photoelectric process is given in Fig. 2.2.

During a photoelectric interaction, the incident photon is totally absorbed by the

interaction and transfers practically ail of its energy to the bound electron. A small fraction

(-10-5) of the incident photon energy is absorbed by the atom as a whole in order to

conserve momentum. The electron is ejected from the atom with a kinetic energy of

Te- = hv -IEbl, where Eb is the electron binding energy. Interactions of this type cao
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Photon energy (MeV)

FIGURE 2.1. Relative importance of the three main photon interactions with matter as a function

of the photon energy hv and the atomic number Z of the medium. The solid Hnes indicate values

of hv and Z for which the atomic interaction coefficients of neighboring etfects are just equal.

occur with electrons from any of the electron shells, but are most probable when the

photon energy hl/ is roughly equal to or slightly greater than the electron binding energy.

At low photon energies, hv ~ 20 keV, the photoelectrons are ejected al right angles

to the incident photon, whereas for hl/ ~ 1 MeV, photoelectrons are emitted primarily in

the forward direction. 1

The ejection of a bound electron leaves the atom in an excited state with a vacancy

in one of the electron sheDs. The excess atomic energy may be released by one of several

•
processes which will he discussed in Section II. Ultimately, the inner shell vacancy is

exchanged for one or more outer shell vacancies which are in tum filled by an appropriate

23



nucleus.

nurnber of thermal electrons captured from the environment by the electric field of the•
Chapter 2 Interactions ofplrotons with matter

I.B. Compton effect

The Compton effect arises when a photon with initial energy hll collides elastically

with a free electron of the medium. The electron is considered free if the momentum

transferred to it by the photon exceeds the electrons initial momenturn within the atom,:!

i.e., hll » Eb. The incident photon transfers sorne of its energy to the free electron

and is scattered by an angle ..p with respect to ilS original direction and carries away the

remainder of the energy hl/' . The free electron recoils with kinetic energy Te - ai. an angle

of f) with respect to the direction of the incident photon. The Compton scattering process

is depicted scbematically in Fig. 2.3. The ejection of the Compton recoil electron results

in an electron orbital vacancy whicb will be filled by the processes described in Section Il.

Application of the law of conservation of momentum and energy to the above

• • • • •

•
FIGURE 2.2. Scbematic diagram illustrating the photoelectric etfect. A photon with energy

hv ~ EK interacts with an atomic electron from the K-shell resulting in ejection of the atomic

electron.
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~e-

hv~.-~-------------

~
FIGURE 2.3. Schematic diagram of the Compton effecl. An incident photon with energy hv

interacts with a free electron at rest. The photon is scattered at an angle .p while the electron

recoils with angle (} with respect to the incident photon direction.

collision leads to the following important relationships:

Te _ = hV a (1 - cos ..p) .
1 + a( l - cos.p)

hv
hv'=-----­

1 + a( 1 - cos -P )

, he
...\ - ...\ = --.)(1 - cos ..p) .

moc-

and,

cot B = (1 +a) tan (y/2) ,

(2.1 )

(2.2)

where a = hv/ m oc2, m oc2 is the rest energy of the electron (0.511 MeV), h is Planck's

constant, and ...\ and

•
>/

are the wavelengths of the initial and scattered photons, respectively.
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FIGURE 2.4. Schematic diagram of pair production in the field of the nucleus. The incident

photon is rotally absorbed in the creation of an electron-positron pair.

I.c. Pair production

Pair production is an interaction process in which a photon is absorbed and an

electron-positron pair is created. Pair production can occur only in the Coulomb field

which exists near an atomic nucleus and is illustrated in Fig. 2.4. In this interaction, the

whole of the photon energy is converted into the mass and kinetic energy of the electron-

positron pair. Sometimes pair production occurs in the Coulomb field of a single orbital

electron and the effect is then called trip/et production because the products consist of

three electrons: the recoil electron and the electron-positron pair. The presence of the

nucleus (or the electron) is necessary for the conservation of energy and momenturn.

The threshold photon energy for pair production is the energy required to produce

an electron-positron pair at rest, Le., hv > 2moc2 = 1.022 MeV. If the incident photon

energy is in excess of the threshold energy, the remaining energy is distributed between

the kinetic energies of electron and positron pair, Te- and Te-, respectively:

(2.6)
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The electron and the positron share the total kinetic energy available ta them and any

distribution of the kinetic energy between the two particles is possible. The particles tend

ta be emitted primarily in the same direction as the incident photon.

Triplet production is analogous to pair production but bas a photon energy

threshold of hv ~ ~moc2 = 2.044 MeV. The excess photon energy is sbared by the

electron-positron pair and the recoil electron in the field of which the interaction occurred.

•
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Il. Post-interaction atomic processes

Atoms in the ground state possess electron shells which have a full complement

of electrons. The ejection of an electron from any interaction process creates an electron

shell vacancy and leaves the atom in an excited state. In order to revert back to the

ground state, an electron from a higher energy sheU makes a transition to fill the vacancy

accompanied by the emission of either a characteristic x-ray photon (especially in high-Z

elements) or an Auger electron (especially in low-Z elements).

Il.A. Characteristlc radiation

The x-ray photon emitted during the transition of an electron from an outer shell ta

an inner shell vacancy is referred to as characteristic radiation or fluorescence radiation.

The characteristic photon has an energy equal to the difference between the binding

energies of the donor and recipient shells. For example, suppose a K-shell electron is

ejected as a result of the photoelectric effect and an electron from the L-shell mayes

to fill the K-shell vacancy, the corresponding characteristic photon will have an energy

hv = EK - EL, where EK and EL are the binding energies of the K- and L-shells,

respectively (Fig. 2.5(a». The atom remains in an excited state because a vacancy
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(a) Characteristic radiation (b) Auger electrons

•

FIGURE 2.5. When an elecO'on is removed from an inner electron-shell. an electron from a

less-tightly bound shell will make the transition to fill the vacancy. The transition is followed

either by (a) the emission of characteristic radiation, or (b) the ejection of one or more Auger

electron from a less-tightly bound shell.

now exists in the L-shell. Another electron from an even higher-energy shell, such as

the M-shell, may fi.ll the vacancy in the L-shell followed by the emission of a second

characteristic photon of energy hv = EL - EM, where EM is the binding energy of the

M-shell, or by the ejection of an Auger electron. This cascade process continues until a

thennal electron from the surrounding medium is captured by the atom.
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Il.B. Auger effect

The Auger effect provides an alternative mechanism for the atom to retum to the

ground state. In the Auger process, the atom ejects one or more orbital electrons which

carry away the excess atomic energy (Fig. 2.5(b)). The kinetic energy of the Auger

electron is equal to the binding energy of the recipient shell (i.e.. the shell of the original

vacancy) minus the binding energy of the donor electron minus the binding energy of the

Auger electron. Consider a KLM Auger process in which there exists a vacancy in the

K-shell that is filled by an electron from the L-shell followed by the ejection of an M-shell

Auger electron. The kinetic energy Te- of the Auger electron is Te- = El\ - EL - EJ[ .

Now the atom is left with two vacancies: one in the L-shell and one in the M-shell.

These vacancies will be filled by electrons residing in even higher-energy shells. The

electrons which make the transition from these higher-energy shells to fi11 the vacancies

rnay produce characteristic radiation of even more Auger electrons.

It is thus possible for the atom ta emit a number of Auger electrons in a sort

of chain reaction in which an energetic ·~deep" inner-shell vacancy is exchanged for

a number of relatively ·~shallow" outer-shell vacancies. As is the case following the

emission of characteristic radiation, the outer-shell vacancies are eventually filled by

thermal electrons which become bound to the atom.

An Auger electron which originates in the same sheIl as the donor electron is

referred to as a Coster-Kronig electron. Coster-Kronig electrons are a special case of

Auger electrons including Auger electrons of the fonn KLL, KMM, LMM, etc..

•
Chapter 2 Interactions ofphotons with malter

•
Il.C. Fluorescence yield

The probability that the transition of an electron from one shell to another is

accompanied by the emission of a characteristic photon is called the fluorescence yield,
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FIGURE 2.6. Fluorescence yields }"f( and YL for the K- and L-shells. respectively. as a function

of the atomic number Z of the medium. y'K was calculated from Lederer and Shirley) and }"[

from Burhop:~

Y. Each electron shell has its own fluorescence yield; Yi and YL are the fluorescence

yields for the K- and L-shells, respectively. rj\· is defined as the number of K x-rays

emitted per vacancy in the K-shell. For K-shell interactions one can write,

(2.7)

•

where ~Vf\ is the number of photons emitted tram the K-shell and lVvr; is the number

of K-shell vacancies produced.

The empirical values yi< and YL are plotted in Fig. 2.6 as a function of the atomic

number. With an increasing Z, yK is seen to rise sharply for Z > 10 and approaches unity

gradually for large Z. yi is nearly zero for Z < 30, gradually rising ta 0.42 for high Z. The

probability for characteristic x-ray emission is negligible during the filling of vacancies

in the M-shell and in higher shells.
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• III• Photon attenuation coefficients

Interactions ofphotons with marrer

The previous sections dealt with the major processes by which photons interact

with matter. Although the various relationships between the incident photon energy and

the resulting kinetic energy transferred to the electrons were described, nothing has yet

been said about the probability of a given interaction for a given photon of energy hv

with a medium of atomic number Z.

litA. Cross sections and attenuatlon coefficients

Indirectly ionizing radiations, such as photons, are not subject to long-range

Coulomb forces; therefore, interaction processes occur randomly along the trajectory of

the radiation through the medium. For this reason, it is meaningful to speak only of the

probability of an interaction between an indirectly ionizing particle and the medium. The

probability of a given process can be expressed in tenns of interaction cross sections or

of interaction coefficients. An interaction cross section can be thought of as the apparent

area of an interaction centre presented to the incident radiation. The interaction cross

section, denoted by (j, is defined as

(j =L (J'i = ~L Pi
. ([).
1 . &

(2.8)

•

where dJ is the fluence of indirectly ionizing radiation, and (ji and Pi are the cross section

and the probability of the interaction i, respectively, with i representing the photoelectric

effect, Compton effect, pair-production, or any other possible interaction. The SI unit

for interaction cross sections is m2, however, a more convenient unit, the barn b, equal

to 10-28 m2 is frequently used.

Electronic versus atomic cross section. If the interaction centre in question is a

single electron, as in the case of the Compton effect, then the fondamental interaction is
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expressible in terms of the cross section per electron, or the electronic cross section. The

Compton electronic cross section eU can be expressed in cm2/electron. For a material•
Chapter 2 Interactions ofphotons with matter

of atomic number Z, the Compton cross section per atom, or the Compton atomic cross

section a CT can be written as

(2.9)

which has dimensions of cm2/atom. In general, the atomic cross section is equal to Z

times the electronic cross section.

Linear attenuation coefficient. Often it is desirable to know by what fraction

the incident photon tluence will be attenuated by a given thickness of absorber. The

linear attenuation coefficient of a given material can be derived from the known atomic

interaction cross sections.

The number of atoms present in one gram of any element is given by UV..,/A)

where N.-l is Avogadro's number (6.022x 1023 atoms/gram-atom) and A is the atomic

mass (g/gram-atom). The number N of atoms per cm3 of a given element is found by

multiplying the number of atoms per gram by the density p (g/cm3),

(
N.4 )lV=p A . (2.10)

•

Thus, the probability that a Compton interaction, say, occurs when a photon

traverses 1 cm of an element can be found by multiplying Eq. (2.9) and Eq. (2.10) to

obtain

(2.11 )

where (j is the linear Compton attenuation coefficient, expressed in cm-l .
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a monodirectional photon beam of fluence dJ. The change in the fluence ddJ per unit

Consider a material with linear attenuation coefficient J.l that is bombarded by•
Chapter 2 Interactions ofphotons with matter

pathlength dx is proportional to the fluence and the linear attenuation coefficient f.l,

dei> 1

- = -pep .
dx

(2.12)

The differential equation, Eq. (2.12) can be solved for ([J as a function of the distance x

travelled in the medium giving

'(.) , -1J'x
([).r = fPo e ,

where 0 0 is the initial photon fluence.

(2.13)

•

Mass attenuaôon coefficient. Clearly, the attenuation produced by a layer of

medium depends on the number of interaction centres present in the layer. If the layer

were compressed to half its original thickness, it would still have the same number of

interaction centres thus it would still attenuate the particle beam to the same extent,

and, of course, its linear attenuation coefficient p would be twice as large. It is evident

from Eq. (2.11) that the linear attenuation coefficient is dependent on the density of the

absorbing medium. The linear attenuation coefficient in Eq. (2.13) can he replaced with

the mass attenuation coefficient (J.l / p), a more fundamental coefficient to describe the

attenuation of photons in matter, which is obtained by dividing the linear attenuation Il

coefficient by the density p. In this way, the dependence on the density of the medium

apparent in Eq. (2.11) is eliminated. Equation (2.13) can then he rewritten in terms of the

mass attenuation coefficient (J1./p) and the mass-thickness of absorber ..X" = px (g/cm2):

(2.14)
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A theoretical description of the photoelectric effect is quite complicated owing•
Cbapter 2

III.B. Photoelectric cross section

Interactions ofphotons with matter

to considerations of the electron binding energy. There are no simple equations which

represent the diff~rentia1 photoelectric cross section; however, satisfactory solutions to

the problem have been discussed in the literature.5• 6 Published values for photoelectric

cross sections are based on experiment and supplemented by theoretical interPOlations

for various photon energies and media.

A photoelectric interaction with a given atomic electron cannot occur unless the

incident photon energy is at least as great as the binding energy of that electron. Consider

the situation of photons passing through lead which has a K-shell binding energy of

0.088 MeV. For photon energies just below the K-edge, hl! < Ek and no electrons in

the K-shell can interact via the photoelectric effect. For photon energies greater than

the K-shell binding energy hl! > Ek, K-shell electrons can participate in the interaction.

Thus. at hl! = Ek there exists a discontinuity in the photoelectric atomic cross section

aï called the K-edge. Similar absorption edges related ta the three electron L-orbitals

also exist and are shown in Fig. 2.7 , in which the mass-attenuation coefficient for lead

is plotted as a function of hl!.

In the energy region hv ::; 0.1 MeV where the photoelectric effect is most

important, for photon energies greater than the atomic binding energy, the photoelectric

atomic interaction cross section a T varies roughly as z4 and as (hv)-3, or

.... Z4
TOC--

a (hv)3
(2.15)

•
When hl! is near 5 MeV, photoelectric atomic cross section7 varies as (hV)-l. The

relationship between the photoelectric mass-attenuation coefficient shown in Fig. 2.7 and

the photon energy follows the (hv)-3 dependence predicted by Eq. (2.15).
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J.1. Thomson was the first to provide a theoretical description of photon-electron•
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IItC. Compton cross section

Interactions ofphotons with matter

scattering based on classical electromagnetism. The Thomson theory assumes that the

electron is free to oscillate under the influence of the photon electric vector and absorbs

the photon energy for prompt reradiation in a ditTerent direction. The electron thus retains

none of the incident photon energy as a result of this elastic scattering event.

Thomson deduced that the ditTerential cross section per electron for a photon

scattered at an angle ;p per unit solid angle is:

d
.,

eU r; ( 2)
dn~ = :2 1 + cos y . (2.16)

•

where ro = 4;(0 mE-:Jlc1' the c/assica/ e/ecrron radius (2.82 fin). The Thomson cross section

agrees with experiment for hll < 0.01 MeV.?
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FIGURE 2.7. The photoelectric mass attenuation coefficient for lead illustrating the discontinuities

known as the K-, L- and M-edges.
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An improved theory for the prediction of Compton scattering was provided by

Klein and Nishina8 who applied the relativistic theory of the electron developed by•
Chapter 2 Interactions ofphotons with matter

(2.17)

•

Dirac. The Kleitr-Nishina theory predicts the correct experimental cross section while

retaining the simple assumption that the electron is unbound and at rest. The differential

cross section per electron for a photon scattered at an angle 'fJ, per unit solid angle may

be rewritten as follows:

deu r~ (hv')2(hV hll' 0 2 .)-- = - - - + - - SIn 'P .
dO." 2 hv hv' hv

in which hv' is given in Eq. (2.2). For low photon energies hll ~ hv' and Eq. (2.17)

reduces to the Thomson equation given in Eq. (2.16). For photon energies where the

Compton effect is most important, the differential Compton cross section varies roughly

as (hll )-l.

The total Kleifr-Nishina cross section for Compton scattering per electron can be

found by integrating Eq. (2.17) over aIl photon scattering angles ..p:

=0) . 2{1 +0 [2(1 +Q) _lnO +20)] In(1 +20) _ 1 +:Ja } 2 8)
_irr0 .) + '1 (.1

Q- 1+20 0 20 (1 + 20 r

where ex = hll /moc2 • The Compton electronic cross section is plotted in Fig. 2.8 as a

function of the incident photon energy hv.

Since the Compton effect involves ooly free electrons, it does not depend on the

atomic number Z of the medium but rather on the electron density of the medium. For

most materials, except hydrogen which has Z/A = 1, Z/A ranges from 0.5 to 0.4 and

tends to decrease as Z is increased.9, 7 Thus the Compton mass attenuation coefficient

(u / p) is nearly the same for all materials.
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Bethe and Heitler lO developed a theory to describe the interaction cross section•
Chapter 2

111.0. Pair production cross section

Interactions ofphotons with matter

for pair production. The Bethe-Heitler theory predicts that the atomic differential cross

section da K for pair production for the creation of a positron of kinetic energy Te+ can

be written

(2.19)

where P is a parameter dependent on hv and Z. The dependence of P on Z is slight7

and is generally ignored.

The total pair-production cross section may be found by integrating Eq. (2.19)
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•
FIGURE 2.8. Compton effect cross section and energy-transfer coefficient per electron, ~ (j and

e(jtr, respectively, calculated using the Klein--Nishina equation for lead as a function of the

primary photon energy hll.
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FIGURE 2.9. Pair production atomic cross section a~ plotted as a function of the incident photon

energy IILI in lead.

over aIl possible Te+:

.)

rà .)
I\.=-Z-

a l37

(hll-2m"c~ )

J
o

(2.20)

•
where P bas no Z--<iependence, varies roughly as the logarithm of hv, and tends toward a

constant value independent of hv for large hv because of electron screening of the nuclear

field.7 It is therefore possible to say that al\.&: Z2 and (1\./ p) ex: Z. The pair production

atomic cross section is plotted in Fig. 2.9 as a function of the incident photon energy hv.
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FIGURE 2.10. Plot showing the contributions of the photoelectric (T / p), Compton (rr / p). and

pair-production (l'i. / p) mass attenuation coefficients to the total mass attenuation coefficient Ut / p)

of water as a function of the photon energy.

litE. Total mass attenuation coefficient

Recalling Eqs. (2.8) and (2.14), we can express the total mass attenuation coef­

ficient (Jl / p) in a given medium as a SUffi of the photoelectric (ï / P), Compton ((J" / P),

Raleigh ((J"R/ P), and pair-production (/'i, / p) mass attenuation coefficients, or

Il ï 0' O'R /'i,-=-+-+-+-.
PPP P P

(2.21 )

In Fig. 2.10 the photoelectric, Compton, and pair-production mass attenuation

•
coefficients which contribute to the total mass attenuation coefficient of photons in water

are depicted. The solid line of Fig. 2.10 indicates the total mass attenuation coefficient

(Jl/p).
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III.f. Summary of interactions

The degree to which a photon beam is attenuated as it passes through a medium

depends on the photon energy hv and the atomic number Z of the medium. For matter

with large Z, a thick electron cloud surrounds the nucleus with which low energy photons

interact strongly via the photoelectric effect. The photoelectric effect is therefore an

interaction between a photon and the entire atom and is the dominant interaction for

[ow photon energies where hv> Eb, the binding energy of the atomic electrons. For

low atomic number media and photon energies where hv >> Eh, electrons can he

considered unbound. Under these conditions, the Compton effect, a photon interaction

with "'free" electrons in the medium, dominates when hv is below the threshold energy

for pair production. For large Z materials where the Coulomb field around the nucleus

is particularly strong, and for high-energy photons (hv ~ 1.022 MeV) that are able ta

penetrate the electron cloud, pair production is the most important photon interaction

with matter.

Table 2.1 summarizes the dependence on hv and Z of the photoelectric, Compton.

and pair production coefficients important in radiotherapy. It i5 important to note that

in calculating the Z-dependence of the mass attenuation coefficients ZIA was assumed

constant. (Recall that with the exception of hydrogen, most materials have approximately

the same number of electrons per gram,7. 9 although the number of electrons per gram

of an element decreases slowly with atomic number.)

•

•

Chapter 2 Interactions of photons with matter
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Table 2.1. Summary of the dependence on hll and Z of photoelectrict Compton, and pair

production coefficients in radiotherapy. Shown are the electronic and atomic cross sections as

weil as the linear and mass attenuation coefficients.•
Coopter 2 Interactions ofphotons with matter

Photoelectric Compton Pair production

electronic cross-section - zJ zO l!1'Ï..x Z ln (hll)eT,x(hu)j ~u ,x 7W

atomic cross-section - z" Z
a"": ~ Z2 ln (hv)aTOC~ aO" ex 1iV

Iinear attenuation coefficient -~ -~ l'Ï.I;;, pZ ln (hv)
T oc(hv) u!x hv

maS5 attenuation coefficient r - Z3 li - ZO ;x Z ln (hv);;:<~ -;:< iW

III.G. Mass energy-transfer coefficient

The mass attenuation coefficient is used to describe the fraction of incident photons

that are removed from the primary beam; however, it says notbing about the fraction of

the incident photon energy that is removed. The mass energy-transfer coefficient is used

to describe the fraction of energy that is transferred from the incident photons to secondary

electrons in the medium, and is related to the mass attenuation coefficient through the

following relationship:

J.ltr _ !!:. (Etr )

p - p hl! '
(2.22)

•
in which (Etr ) is the mean energy transferred to the recoil electron for a large number of

interactions. The method for detennining {Etr } for each of the major photon interactions

is discussed below.

Energy transfer in the photoelectric effect. The fraction of energy transferred
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to the photoelectron is simply

hv - Ei
hv

Interactions ofphotons with matter

(2.23)

where E; is the binding energy of the ilh shell. This is the tirst approximation to the total

fraction of hv wrnch is transferred to a11 electrons. Most of the electron binding energy

will be radiated away in the fonn of characteristic energy and is not transferred to the

medium. However, recall that sorne of the electron binding energy may be reclaimed

by Auger electrons; therefore, Eq. (2.23) will underestimate the mean energy transferred

to the mediunl.

The mean mass energy transfer coefficient (Ttr / p) must account for the different

processes which may follow the photoelectric interaction. The fluorescence yield }'i of

the jlh shell must be considered along with the probability of a photoelectric interaction

Pj wi th that shell in order to detennine the mean mass energy-transfer coefficient. The

fraction \ of the incident photon energy which gets reradiated, i. e., not transferred to

electrons in the medium, may be written as

(2.24)

where 1 Eil is the absolute value of the binding energy of the ilh shell. The mean mass

energy transfer coefficient for the photoelectric effect is then:

(2.25)

•

Energy transfer in tbe Compton effect. To calculate the Compton energy-

transfer coefficient per electron, it is necessary to revert to the integration over a11 photon

scattering angles of a modified fonn of the Klein-Nishina cross section. The differential

Klein-Nishina energy-transfer cross section per electron de (J'tr / dO,"" is written as follows:

deCftr = r~ (hll') 2(~ hv' _ . 2, ) (hll - hll') (2.26)
dO Ir' 2 hv hll' + hl! SIn o.p hv ·
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the recoil electron. Integrating Eq. (2.26) over all photon scattering angles yields the

where (h v - hv' )1hv represents the fraction of the incident photon energy transferred to•
Chapter 2 Interactions ofphotons with matter

Klein-Nishina energy-transfer cross section eUtr:

_ .)_ 2 [ 2( l + 0 )2 _ 1 + 30 _ (1 + 0) (202
- 20 - 1)

- ... /1 r 0 'l .) 'l

0-(1 + 20) (1 + 2O't 0 2 (1 +20t

-ta:? (1 + 20 1)- - - - ln 1 + ')0 )
:3( 1 + 20) 3 0 3 20' ( ... ].

(2.27)

The Kleirr-Nishina energy transfer coefficient eUtr per electron for the Compton effect

is plotted in Fig. 2.8 for photons in lead.

The mean kinetic energy transferred to the Compton recoil electrons generated by

photons of energy hv can be found from the following relationship:

(2.28)

•

The mean Compton recoil electron energy (Te-) is different from the maximum kinetic

energy transferred to the recoil electron Te"!..cJ.x which can be found from Eq. (2.1) by

setting (f) =1r. Figure 2.11 is a plot of the maximum and mean fractions of the incident

photon energy Ten:.ax1hv and (Te-)1hv, respectively, which is transferred to the recoil

electron as a function of the photon energy. Te"!..ax is calculated from the Klein-Nishina

equation. The mean mass energy transfer coefficient (UtTI p) for the Compton interaction,

hence, is

(2.29)

where (Te-)1hv can he found from Fig. 2.11.
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Energy transfer in pair production. For pair-production, the mean mass en-

ergy transfer coefficient may he calculated from Eq. (2.6). Sînce the entire photon•
Chapter 2 Interactions ofphotons with matter

energy is absorbed to produce the electron-positron pair, one may write,

(2.30)

Total mass energy-transfer coefficient. It is useful to relate the total mass

attenuation coefficient to the total mass energy transfer coefficient. Using the general

expressions for the individual energy-transfer coefficients, the total mass energy-transfer

coefficient may be written as

(2.31 )
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FIGURE 2.11. Plot of the maximum and Mean kinetic energy transferred to the reeoil electron in

a Compton interaction as a fraction of the incident photon energy. The maximum kinetie energy

of the recoil electron is found from Eq. (2.1) and the mean kinetic energy can be calculated from

Eqs. (2.28) and (2.27).
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Eqs. (2.25), (2.29), and (2.30) into Eq. (2.21), sa that

It is possible to calculate the total mean mass energy transfer coefficient by substituting•
Chapter 2 Interactions ofphotons with matter

\
'ltr)_l{ (hll-X) (Te-) (1 2moc

2
)}

- - - T +0'-- + K - .
P P hll hl! hv

(2.32)

The mean energy tr3nsferred ta the medium (Etr ) per photon interaction may be

calculated from the following equation:

(2.33)

III.H. Mass energy-absorption coefficient

Radiation dosimetry is concemed with the amount of energy that is absorbed per

unit mass of medium. Although the mass attenuation and mass energy-transfer coefficients

are important quantities, they are insufficient to describe the energy actually absorbed by

the medium. A new quantity, the mass energy-absorption coefficient (Ilab/ p) is introduced

[0 complete the discussion of the interactions of indirectly ionizing radiations with matter.

The mass energy-absorption coefficient is related to the mass energy-transfer

coefficient by the following expression:

Ilab _ J1.tr ( l )--- -g,
p p

(2.34)

•

in which 9 represents the average fraction of secondary-electron kinetic energy that is

given up to radiative interactions with the medium. Radiative interactions with the

medium consist of bremsstrahlung for electrons and in-flight annihilation for positrons.

An evaluation of 9 will be gjven in Section V of Chapter 3.

For low values of hv and Z, ooly a small amount of the secondary..electron

kinetic energy is lost to radiative interactions so that g ~ 0 and J1.ab/P :::::: J1.tr/ p. As
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hv or Z increases, 9 gradually increases. For hv - 10 MeV passing through lead,

iLabl P = 0.7--l J.Ltr1p.[ref.7]•
Chapter 2 Interactions ofphotons with malter

The mean energy absorbed by the medium (Eab) per photon interaction is given

by the following equation:

(2.35)

•

IV. Summary

The three primary interactions between high-energy photons and matter of concem

in medical radiation dosimetry are the photoelectric el1ect, the Compton etfect, and pair

production. The relative importance ofeach of these interactions is a complicated function

of the photon energy hv and the atomic number of the medium Z.

Following the ejection of an orbital electron from a photoelectric or Compton

interaction, or the annihilation of an orbital electron with the positron created during pair

production, the atom is left with an electron shell vacancy. In arder ta revert back to the

atomic ground state, an electron from a higher energy shell makes a transition to fill the

vacancy in the lower energy shell. The electron transition may be followed either by the

emission of a characteristic photon or an Auger electron, which serve to remove sorne of

the excess energy from the atom. Ultimately, the electron shell vacancies are transferred

to the valence shell where they are filled by thennal electrons from the medium which

are captured by the Coulomb field of the atomic nucleus.

The probability of any of the above processes may he expressed in tenns of

interaction cross sections which are directly related to various interaction coefficients,

such as the linear and mass attenuation coefficients, the mass energy...transfer coefficient,

46



and the mass energy-absorption coefficient. The total interaction coefficient due ta aIl

processes is determined simply by summing over the individual interaction coefficients.

The total mass energy-absorption coefficient is of primary importance in radiation

dosimetry as it describes the fraction of the incident photon beam energy that is absorbed

by the medium.

•

•

Chapter 2 Interactions ofphotons with matter
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CHAPTER 3

Interactions of electrons with matter

[t was shown in Chapter 2 that photons may interact with matter and cause the release

of energetic recûil electrons in the medium. In this chapter, the transfer of kinetic energy

from these recoil electrons to the medium will be described. Charged particles lose their

energy in a manner which is very distinct from that of uncharged radiations. A photon

or neutron is capable of passing through a medium without any interactions at aIl and~

consequently, without any energy loss. When a photon interacts with the medium~ it is

usually removed from the primary beam by means of a catastrophic event in which mast

of its energy is transferred to a secondary electron in the medium.

The Coulomb field that surrounds a charged particle, such as an electron~ causes

it to interact with one or more electrons, or with the nucleus of practically every atom

it passes. [n contrast to the situation of photons passing through matter, the probability

that an electron (or any charged particle) traverses the medium without an interaction

is zero. A 1 MeV electron undergoes ""- 105 interactions before coming to rest in the

medium. Most of these interactions individually transfer only a small fraction of the

electron kinetic energy to the medium.

The combination of a large number of interactions and a relatively small energy

transfer per interaction slows down the electrons as if they were acted upon by friction.

This friction·like action of the medium on directly ionizing radiations has led to the
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development of the "continuous slowing down approximation" (CSDA) for charged

particles. The CSDA for charged particles assumes that the particle loses its energy

linearly with penetration into the medium and eventually cornes to rest at a depth in the

medium known as the electron range. The electron range in a medium is dependent on the

density of the medium and on the initial kinetic energy of the electron. Matbematically,

the electron range is the expectation value for the mean pathlength of an electron of a

given kinetic energy in a given medium.

•
Chapter 3 Interactions of electrons with matter

•

1. Types of electron interactions

Electromagnetic interactions between electrons and matter may be categorized

according to the relative size of the classical impact parameter b and the atomic radius

a. There are in general three types of electron interactions with the medium which

correspond to b »a (soft collisions), b"'a (hard collisions), and b «a (radiative

collisions).

I.A. "Soft" collisions (b » a)

Owing to its Coulomb field, an electron, as it traverses a medium, is most likely to

interact from a large distance (h » a) witb a great number of atoms. When b » a, the

Coulomb field surrounding the electron will interact with the atom as a whole, perturbing

the orbiting electrons of the atom and leading to excitation of the atom and possibly

ionization of sorne valence electrons. Furthennore, the large impact parameter means

that interactions between the electron and an individual atom are "soft", implying that

little net kinetic energy is transferred to the medium. "Soft" collisions are the most

common type of electron interaction, and they account for roughly half of the total

50



energy transferred from the electron to the medium.

In condensed media, such as water or tissue, the passage of a charged particle

can lead to the polarization of the medium. The polarization of the medium tends to

decrease the electric field experienced by the energetic electron, resulting in a decrease

in the amount of energy imparted to the medium. This phenomenon is known as the

density efJect and is of considerable importance in radiation dosimetry. A correction for

the density effect will be described in Section lII.A.

•
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•

1.8. "Hard" collisions (b '" a)

When the impact parameter b is on the order of the atomic radius a of a particular

atom, it becomes more Iikely that the incident electron will interact with an individual

electron orbiting the nucleus. A collision of this nature will cause the orbital electron to

be ejected from the atom with a considerable kinetic energy. If this secondary electron

has sufficient energy to produce its own ion track, it is referred to as a l5 ray. The

b ray deposits its energy at sorne distance away from the interaction site, thus the energy

transferred to the medium cannat be considered locally absorbed.

Should a bard collision cause the ejection of an inner-shell electron, the collision

will be followed by the emission of a characteristic photon or the ejection of an Auger

electron, just as if the bound electron bad been ejected through a photon interaction (see

Chapter 2, Section II). This is important to note because in bard collisions, sorne of the

energy transferred to the medium May be carried away by photons as well as by 8 rays,

and will not contribute to the locally absorbed dose.

Although hard collisions are less numerous than soft collisions, the amount of

energy lost per hard collision is much greater, so that on average a comparable fraction of

the incident electron kinetic energy is given to bard and soft collisions. The probability of
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a hard collision depends on the quantum-mechanical spin of the incident charged particle,

therefore, the fcnn of the stopping power equation is different for electrons and positrons

(see Section Ill).

•
Chapter 3 Interactions of e/ectrons with matter

•

I.e. Radiative collisions (b « a)

When the impact parameter of the electron is much smaller than the atomic radius,

the electron is most likely to interact within the Coulomb-field of the nucleus. In 980;0 of

such encounters, the electron is scattered elastically and does not emit an x-ray photon

or excite the nucleus.} Nuclear scattering, therefore, is not an important mechanism for

energy transfer from an energetic electron to the medium, but is a very important means

of deftecting electrons.

In the other 2% of encounters between an energetic electron and an atomic nucleus,

the electron experiences a violent change of direction followed by the emission of an

x-ray photon. As the electron is deflected and slowed down in the field of the nucleus,

the electron loses a large proportion (up to 100%
) of its kinetic energy to the photon.

Such photons are called bremsstrah/ung, the German word for hbraking radiation," and

will be described in Section II.B. Bremsstrahlung photons are often energetic enough to

escape from the medium, consequently, their energy is not absorbed by the medium.

Il. Electron energy loss in the medium

Il.A. Collisional energy los.

The most important mecbanism for electron energy 10ss in the medium by an

energetic electron traversing the medium involves a large number of collisions between

the energetic electron and the atomic electrons. These collisions may be soft or bard, as
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described above, and result in the ionization and excitation of the medium.

Consider the case of an electron moving with velocity v and colliding with an

atomic electron via the electromagnetic force. Classical theory2 indicates that in order

•
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to calculate the energy transfer during a collision, one must calculate the momentum

impulse caused by the electric field of the incident particle at the position of the atomic

electron. The momentum gained ~p by the atomic electron can be calculated as follows:

oc 00

J I J e
2

dx e
2

:2
.,j.p = Fcdt = -- C) .) = --- .

~1rt:o (x- +b-) v -!7rto bt,
-'Xl -00

(3.1 )

where Fe is the Coulomb force, e is the electron charge and b the impact parameter, and

dt was replaced by the incremental distance dx divided by the electron velocity l.'. Using

Eq. (3.1), the non-relativistic energy transtèrred to the atomic electron can he written as

(3.2)

For non-relativistic electrons, the electron kinetic energy is T = ~mol'2, thus Eq. (3.2)

may be expressed in tenns of T:

(3.3)

•

As the electron approaches relativistic energies, its velocity approaehes the speed of light

and, aecording to Eq. (3.2), the energy transferred to the atontie electron should approach

a constant value. However, Eq. (3.3), which is expressed in tenns of the incident electron

kinetic energy, suggests that the incremental energy loss dT of the charged partiele

along an inerement of path length dx should decrease for increasing T. Surprisingly, the

collisional stopping power (dT/ dx)c begins to increase slightly for relativistic electrons,

as shown in Fig. 3.1 for electrons passing through water. This increase in the collisional
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FIGURE 3.1. Plot of the collisional and radiative electron mass stopping power in copper. lead

and water. Note the slight increase in the collisional stopping power at relativistic energies. The

radiative collisional loss becomes important at energies abave 10 MeV and ltighest for large Z

marerials.

stopping power for relativistic electrons is due to the contraction of the electric field

which makes distant interactions more probable.

The energy transfer varies as the inverse of the square of the impact parameter.

This shows clearly that for large impact parameters (b »a), j,Te- is small~ and for

b"Ja, j,Te- becomes quite large. The maximum energy that can he transferred from one

electron to another is ~T;:..a.r; = h~l) m oc2• If this is substituted ioto the left hand side of

Eq. (3.2), the lower limit of the impact parameter bmin can he approximated as fol1ows:

Equation (3.2) is valid only for impact parameters greater than bmin given in Eq. (3.4).•
(

e2 ) 2 1
bmin:::::: -- 'J'

41r€o ,8J( "'( - 1) moc"
(3.4)
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According to classical electromagnetic theory, when a free charged partic1e un-•
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Il.B. Radiative energy 1058

Interactions of electrons with matter

dergoes an acceleration a, it radiates energy at a rate proportional to a2• The Larmor

equation for a non-relativistic accelerated charged particle states that the rate of energy

loss dE/dt is given by

dE

dt
(3.5)

where =is the charge of the particle and Z is the atomic number of the nucleus. For a

cbarged particle in the field of a nucleus, a ·x =Z / Al where JI is the charged particle

mass. The rate of energy 10ss dE/dt to bremsstrahlung for an energetic charged particle,

therefore, is proportional to the square of the product of the nuclear and incident charged

particle charges divided by the mass of the cbarged particle:

(3.6)

•

Given that the rate of energy loss to radiation is inversely proportional to the square of the

incident particle mass, bremsstrahlung production is significant only for light particles.

such as electrons. For an incident electron z = 1.

Radiative energy loss increases with electron energy and is roughly proportional

to the electron kinetic energy. In tissue, at electron kinetic energies above 100 MeV,

more of the electron energy is 10st to radiation than to collision.3 From Eq. (3.6) it is

evident that bremsstrahlung production becomes important in high Z elements, such as

lead. In Fig. 3.1, radiative energy 10ss in lead is shown to dominate for electron energies

above 10 MeV.
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• III. Electron stopping powers

Interactions of elecrrons with matter

•

The expectation value of the rate of kinetic energy loss per unit path length of

the charged particle dT/ dx is known as the stopping power S. A useful quantity in

radiotherapy is the mass stopping power (S/ p) expressed in MeV cm2g- 1, where p is

the density of the medium.

Since radiation dosimetry is interested in the deposition ofenergy in the medium, it

is convenient ta divide the stopping power into two separate categories, namely co/lisional

stopping power and radiative stopping power. Collisional stopping power refers to the

rate of energy loss resulting from the SUffi of both soft and bard collisions, described

in Section H.A. Radiative stopping power refers ta the rate of energy loss resulting

from radiative interactions, discussed in Section Il.B. Energy given ta collision generally

contributes to the dose absorbed in the vicinity af the ion track produced by the charged

particle, while energy lost to radiation is carried away from the interaction site by the

photons.

The energy 1055 of particles passing through matter has been investigated by

several authors4-8 using variaus models for the energy loss pracess. The theary and

related calculations are rather involved and will he omitted in this discussion.

litA. Mass collisionai stopping power

The collisional stopping power results from energy transfers between the incident

electron and bound atornic electrons in the medium. A general fonn of the mass

collisional stopping power is given by

(3.7)

where NA is Avogadro's number, MA is the molar mass of the medium in g/mol, Z is
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the atomic number of the medium, and dq / dJtV is the differential electronic cross section

resulting in an energy transfer of W. Recall that collisional energy 10ss may be divided•
Chapter 3 Interactions of electrons wif/z matter

iota soft and hard collisions, thus the mass collisional stopping power may be expressed

as a SUffi of the soft and hard collision components, or

= (S) W<W
c + (.~) W>~Vc •

,p c p c
(3.8)

•

in which Wc represents the somewhat arbitrary value for energy transfer which separates

hard and soft collisions. For Eq. (3.8) to be vaUd, Wc must be large compared to the

binding energies of the atomic electrons of the medium.

Electrons and positrons are quantum mechanically related and differ only in that

the signs of their charge and magnetic spins are opposite. It is not surprising, then,

that the calculation of the mass collisionai stopping power of e1ectrons and positrons

are aiso similar with sorne slight differences owing to the charge and magnetic spin.

For positrons, the maximum energy transfer to electrons in the medium is ~Vmax = T,

while for electrons, ~Vmax = T /2, where T is the kinetic energy of the incident charged

particle. From Eq. (3.8), one sees that the formuJae consist of a portion that is common

to bath electrons and positrons (S/ p)~v<fVc, and a portion unique to either electrons or

positrons (S/ P);V>fVc
• A general fonnula for the mass collisional stopping power exists

in terms of T =T/moc2:

(3.9)
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in which r~ is the classical electron radius, (NA ZIA) is the number of electrons per

gram of medium, j3 = 'V / c, and 8 is the density-effect correction parameter. In Eq. (3.9)

p±(;) is written9 for electrons as:

•
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F
-( ) _ _ 82 ;2/8 - (27 + 1) ln 2

; - 1 J + ')'
(; + Ir

and for positrons as:

8
2

[ 14 10 -l]F+ (;) = 2 ln 2 - -' 23 + -- + ,) + ..
12 r+2 (r+2t (;+2)3

(3.10)

(3.11)

•

The mean excitation energy 1 in Eq. (3.9) is the geometric-mean value of aIl

ionization and excitation energies of the atoms in the medium. [n general, 1 cannot

be calculated from atomic theory to a useful degree of accuracy and is detennined

experimentally. Berger and Seitzer10 have provided an extensive review of l-values,

stopping powers, and electron and positron ranges in various media.

Density-effect correction, 6. The passage of a charged particle through matter

results in the polarization of atoms near the track of the particle. The polarization of the

medium results in a decrease in the Coulomb field in the vicinity of the particle thereby

reducing the stopping power of the medium. In gases, the atoms are sufficiently separated

50 that each atom can be considered independent of the next and the polarization effect

is negligible. For high density materials, such as solids and liquids, the reduction in

the stopping power is particularly strong and is called, therefore, the density efJect. The

density effect increases with particle momentum by virtue of the Lorentz contraction

which makes distant collisions more important. At high enough electron energies, the

density effect becomes important even for gases.

The density effect was first predicted by Swannll and calculated by Fenni. 12

Sternheimer was successful in developing a model for the density effect which is
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FIGURE 3.1. Sternheimer densiry-effect fJ correction for electrons in water, polystyrene. and

graphite as a function of the electron kinetic energy.

consistent with the experimental value of the mean excitation energy for the medium. 13

A plot of Sternheimer density-effect data published by the ICRU 14 as a function of the

kinetic energy for electrons in water, polystyrene, and graphite is shown in Fig. 3.2.

111.8. Mass radiative stopping power

The mass radiative stopping power (SIP)r is the rate of bremsstrahlung production

by electrons or positrons and can be written as

(S) =_1(~)21VAZ2(T 2)B
1'3'- 'l A + maC r ~P r • 1 maC"

(3.12)

•
in which T is the kinetic energy of the incident electron and Br is a slowly varying

function of Z and T baving a value of roughly 6 for T = 1 MeV, 12 for 10 MeV, and 15

for 100 MeV.[ref. 1] It should be noted that B r Z2 is a dimensionless quantity.
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IIl.e. Total mass stopping power

The total mass stopping power simply is equal to the sum of the mass collisional

stopping power and the mass radiative stopping power:

•
Chapter 3 Interactions of electrons with matter

C) = G) c + C)r .

IV. Restricted mass stopping power

(3.l3)

•

Just as the total mass stopping power is divided into a collisional and radiative

part to account for energy which escapes the interaction site, the collisional part may

be subdivided into two components. The soft portion of the collisional stopping power

refers to interactions in which very low-energy secondary electrons are produced and

locallyabsorbed. In contrast, the El rays produced in hard collisions are energetic enough

ta carry and, consequently, deposit sorne of their kinetic energy a significant distance

from the original electron track. Consideration of energetic 6 rays becomes particularly

important when calculating the dose to a thin foil traversed by an electron beam as the

El rays will escape the foil and not contribute ta the dose at ail. Thus the use of the mass

collisional stopping power will overestimate the dose, unless 8-ray equilibrium exists 50

that for each 6 ray escaping the foil, a El ray from upstream eoters the foil.

The restricted mass collisional stopping power (L / p)~ includes aIl soft collisions

and those hard collisions resulting in the production of secondary electrons having kinetic

energy less than sorne cutotf value ~. The cutotf value is usually selected to correspond

to the energy of electrons which have a Mean range in the medium appropriate to the

geometry of the dose deposition region. Thus for a thicker foil, a higher II may be

selected. The restricted mass collisional stopping power is calculated by substituting ~
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for Wma:c in the limit of the integral in Eq. (3.8). If ~ is increased to equal Wmax (Tf2

for electrons and T for positrons) then•
Chapter 3 Interactions of e/ecrrons with matter

(3.14)

where (~) x is referred to as the unrestricted collisiona/ stopping power.

Let '1 = ~/ T, then for electrons and positrons, the restricted mass stopping power

may be written as follows: 14

(3.15)

which is similar to Eq. (3.9) except that for electrons, one uses

.) 1
C;-(T,'l) =-1- d- +ln[4(1-1})1]] + (1-'1)

+ (I_J2 )[T
2:t +(2T + 1)10(1- 11 )] . (3.16)

and for positrons, substituting ç = (T + 2) -1,

•
(3.17)
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Now that the mass collisional and radiative stopping powers have been defined,

it is possible to introduce the radiation yield Y(To ) of an electron having initial kinetic

energy To• The radiation yield is defined as the fraction of energy that is emitted in the

form of electromagnetic radiation as the electron is brought to rest in the medium. For

electrons, only bremsstrahlung contributes to Y(To ); for positrons, in-flight annihilation

lS also a factor, although, it is normally ignored in the calculation of },.(Ta).

For an electron of instantaneous kinetic energy T we can define y(T) as

(T)= (S/P)r.
y (S/ p)

(3.18)

The radiation yjeld for an electron with initial kinetic energy To is then calculated as

follows:
o
J y(T)dT Ta

nT.) = T. 0 = ; JY{T)dT .
J dT 0 0

Ta

The amount of energy radiated per electron is then Er = Ta . Y( To).

(3.19)

In the ca1culation of the mass absorption coefficient in Section IILH of Chapter 2,

a factor 9 was introduced in Eq. (2.34). The y-factor is defined as the average value

of },.(To ) for aIl electrons and positrons of various starting energies present, thus one

can write

medium.

where ~e is the secondary electron spectrum produced by photon interactions in the•

Tm.u
J C)eY(To)dT

9 = Y(T
max

) = _0 _
TmCJ.%"

J ~edT
o

(3.20)
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(3.21 )

At this stage it is possible ta detennine the dose absorbed by the medium. The

absorbed dose is equal to the amount of energy absorbed per unit mass of absorber and

is measured in grays (Gy), where 1 Gy = 1 JlKg.

Consider a monoenergetic electron beam of energy T passing through a foil made

of a known medium. The dose D absorbed by the medium simply will equal the product

of the monoenergetic electron ftuence <IlT (cm-2), the mass restricted stopping power

(LIp)l (MeV cm2 g-l) for electrons with kinetic energy T, and a conversion factor

relating MeV/g to Gy,

D = 1.602 X 10- 10 ~T(L)T .
P ~

This calculation assumes that in a thin foil, radiative photons and 6 rays will escape and

thus Dot contribute ta the absorbed dose.

Rarely, in practice, does one deal with a monoenergetic beam of electrons. [n

most circumstances one is interested in calculating the dose from a polyenergetic beam

of electrons traversing the medium. Rigorously, the absorbed dose should be expressed as

Tma.r

D = 1.602 X 10-10 J 4>e(T) ( L~)),:,dT + L .V,:,·~. (3.22)

~

where ~ is the lowest energy for which electrons are considered as part of the electron

spectrum <pe(T) (MeV-1cm-2), and the summation accounts for the dose contributed by

"track-end electrons" whose energy falls below ~. Roughly 5-100/0 of the absorbed dose

can be attributed to such track-end electrons. 15

In subsequent chapters, when the absorbed dose from a spectrum ~e of electron

•
energies is required, Eq. (3.21) will be expressed as

D = 1.602 X 10-
10

4>e (~) oÔ. '
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where (L / p)ù represents the mean restricted stopping power found from Eq. (3.22).•
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•

VII. Summary

There are, in generat three types of electron interactions with the medium which

correspond to b »Q (soft collisions), b"JQ (hard collisions), and b « a (radiative

collisions). Soft collisions describe the numerous low-energy interactions whicb occur

between the kinetic electron and the atoms of the medium. Hard collisions describe the

relatively infrequent interactions between the kinetic electron and an individual orbital

electron resulting in a large transfer cf kinetic energy to the orbital electron followed by

its subsequent ejection from the atom. Although bard collisions are much less numerous

than soft collisions, on average, a comparable fraction of the incident electron energy is

lost to hard and soft collisions. When the impact parameter of the kinetic electron is less

than the atomic radius, the electron is likely to interact with the Coulomb-field of the

nucleus. In 980/0 of such collisions, the electron is scattered elastically; in the other 20/0

of interactions with the nucleus, the electron loses a large portion of its kinetic energy

[0 bremsstrahlung production.

The expectation value of the rate of kinetic eoergy loss per unit path length of the

charged particle is known as the stopping power S. Stopping powers are calculated based

on the continuous slowing down approximation of charged particles in matter and cao be

divided iota collisional and radiative stopping powers. Energy lost ta collision generally

contributes to the locally absorbed dose, while energy lost to radiation is carried away

from the interaction site.

Occasiooally, a 8 ray is produced in the medium which cao transport kinetic

energy a large distance from the interaction site. This 8-ray energy does oot cootnbute
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to the locally absorbed dose and must be accounted for in many cases of radiation

dosimetry. The restricted stopping power considers 8-ray production and includes only

those collisions in the medium in which the secondary electron has a kinetic energy less

than sorne cutoff value ~ which corresponds to the dimensions of a typical ionization

chamber.

As radiation dosimetry is concemed with the amount of energy absorbed by the

medium from an electron beam, a method for computing the absorbed dose from an

e1ectron beam was developed. The energy locally absorbed from a monoenergetic beam

of electrons can be calculated from the product of the monoenergetic electron fiuence,

the electron stopping power for the electron energy, and a conversion factor relating

MeV/g to Gy. For a an electron beam comprised of a spectrum of electron energies, the

individual contributions of each electron energy must he summed in order to arrive at

the total energy locally absorbed.

•

•

Chapter 3 Interactions of e/ectrons with matter
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• CHAPTER 4

Measurement of absorbed dose

The goal of radiation dosimetry is the measurement and quantification of absorbed dose.

Several techniques exist for the measurement of absorbed dose, the most important of

which were mentioned in Chapter 1. A proper discussion of radiation dosimetry must

begin with an introduction to the quantities used to characterize a radiation beam, followed

by a description of the mechanisms by which energy is transferred to and subsequently

absorbed by the medium. With respect to radiation dosimetry a very important quantity

used to describe a beam of radiation is the radiation fluence. Fluence can retèr ta a beam

of either directly or indirectly ionizing particles, and cao also refer to secondary particles

produced in the medium.

1. Concepts in radiation dosimetry

I.A. Photon fluence

Sorne naturally occurring radioisotope photon sources of clinical interest produce

monoenergetic or quasi-monoenergetic photon beams. X ray generating machines, in

contrast, produce beams which consist of photons comprising an entire spectrurn of

energies. The photon fluence cP of a monoenergetic photon beam was defined by the

[CRU1 as the number of photons dN that intersect a sphere of cross-sectional area dA:

If the photon beam is comprised of photons of various energjes, the photon tluence•
dN

4> = dA . (4.1)
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described by Eq. (4.1) is implicitly understood as

Measurement of absorbed dose

(4.2)

where hv is the photon energy. Altematively, a bearn of photons may be described in

terms of the photon energy fluence rf;, or the amount of energy d( lV . hv) carried by a

beam of photons through a sphere of cross-sectional area dA, where

diV· hv
li, = ---

dA
(4.3)

•

Although the concept of photon fluence is simple, the actual representation of a photon

beam in tenns of its fluence or its energy fluence is difficult because it requires the

knowledge of the exact number and energy of each photon comprising the beam.

Characterizing a beam of radiation in tenns of its fluence can, however, be a useful

abstraction and fonns the basis for the Bragg-Gray cavity theory (see Section III.A).

1.8. Energy transfer to the medium: kerma

In previous chapters, it was shown that the transfer of energy from a beam of

photons to the medium is a two-step process. The first step involves the interaction of

photons with the medium and the subsequent transfer of photon energy to electrons in

the medium. A quantity kenna K has been introduced for the purpose of describing

the initial transfer of energy from the photon beam to kinetic energy of electrons in

the medium. Kerma is an acronym for !ffietic ~nergy released in matter, and has been

defined by the rCRU t as

(4.4)

where dEtr is the mean energy transferred from photons to electrons within a mass

element dm of the medium. The Mean energy transferred from a large number of photons
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can be calculated from Eq. (2.32).

was described in Section III.G of Chapter 2 to be a function of the photon energy and•
Chapter 4 Measurement of absorbed dose

The kenna can be expressed in terms of the photon fluence tjJ as

, (J.l.)-l\ = 4> P Etr ~ (4.5)

where (J.l. / p) is the photon mass attenuation coefficient in the medium and EtT is the

mean energy transferred to an electron per interaction. The product <b( J.l. / p) represents

the expectation value for the number of photon interactions per unit mass of medium.

For a photon beam containing a spectrum of photon energies the kenna can be

expressed as the integral over aIl photon energies ~ = hv comprising the beam spectrum.

Thus~ kerma can then be written as fOIlows:

~=hvmQz

J dd>(~) (J.l.(ç)) E (C) lcT -p- tT'" l ....

~=o

The unit of measurement for kenna is J/kg.

I.e. Energy absorbed by the medium: absorbed dose

(4.6)

The quantity afmost importance in radiotherapy is the absorbed dose. The rCRU1

has defined the absorbed dose D as

D = dEab
dm ~

(4.7)

•

where dEab is the Mean energy absorbed from ionizing radiation by a mass element dm

of medium. The elemental mass dm must be sufficiently small to be considered a point on

a macroscopic scale, yet not so small that statistical fluctuations in the energy deposition

become significant. Ahsorbed dose bas heen given a special unit of measurement, the

gray, or Gy, which is equal to 1 J/kg.
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FIGURE 4.1. Schematic representation of the transfer of energy from a photon of energy hv

to the medium. Kenna: An incident photon transfers hv - hv' of energy to an electron in the

medium at (a). Absorbed dose: the medium absorbs the electron kinetic energy aU along the

electron track. Energy lost to bremsstrcihJung (h) and 6-ray production (c) is not lacally absarbed

and daes not contribute ta the absorbed dose.

The difference between absorbed dose and kerma is clarified with the aid of

Fig. 4.1. An incident photon of energy hl! is scattered at (a) and is left with energy hv'.

An amount of energy E = hl! - hv' is transferred to an atomie electron in the forro of

kinetic energy. This transfer of kinetic energy to the electron from the incident photon

represents the kenna. The electron then travels through the medium, losing its kinetic

energy mostly in small collisions along its track. The small amounts of energy lost by the

electron along ilS track are locally absorbed by the medium and contribute to the absorbed

dose. At point (b) the electron interacts with a nucleus to produce a bremsstrahlung

photon which carries its energy out of the region. At (c) the electron interacts violently in

an electron-electron collision and loses a large quantity of energy to a secondary electron

called a 8 cay. The 8 ray is sufficiently energetic to carry its energy away from the

interaction site (c) and produce its own ion track. Clearly, the absorbed dose occurs over
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a relatively large volume of the medium and is equal to the kenna, which occurs entirely

at point (a) less the energy lost ta bremsstrahlung photons (b) and b rays (c).•
Chapter 4 Measurement of absorbed dose

•

I.D. Electronic equilibrlum

The faet that absorbed dose and kerma do not occur at the same point bas sorne

interesting ramifications in radiation dosimetry. Although Eq. (4.6) gives a simple relation

between the photon fluence and the kenna, there is no similar way to calculate absorbed

dose unless a state of electronic equilibrium exists at the point of interest. Absorbed dose

can be conceptualized with the aid of an illustration of the energy absorption process

as provided schematically in Fig. 4.2. As the photon beam traverses the medium, it

continually produces secondary electrons, such as the one shawn in Fig. 4.1, which

move through the medium causing ionization and excitation.

Figure 4.2 (a) illustrates a large number of secondary electrons produced by a

beam of photons as it passes through the medium. For simplicity, it is assumed that

electrons are slowed down continuously in the medium, and that they aIl travel with the

same small angle relative to the direction of the photon beam.

The density of secondary electron tracks shown in Fig. 4.2 (a) represents the

fluence of secondary electrons in the medium. From the diagram, it is evident that the

density of secondary electron tracks increases from zero at the phantom surface and

reaches a maximum value at a depth nearly equal to the electron range in the medium.

At this depth, the number of electrons leaving a given volume of medium is exactly equal

to the number of electrons entering the volume, and electronic equilibrium is assumed

to exist.

Consider fust the simplified case in which a photon beam generates electrons in the

medium, but does not suifer appreciable attenuation. Given that there is no attenuation
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electrons set ln motion ln the medium

(a)I~1

no attenuatlon of primarydose
buildup region

--- kerma(b) L ~------------
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attenuatlon of primary

d",.

Oepth in medium

FIGURE 4.2. lllustration of absorbed dose and kerma. (a) Electrons are set in motion in the

medium and are eontinually slowed down by the medium. (b) No photon attenuation oceurs in

the medium, therefore the kenna remains constant with depth. The absorbed dose increases from

zero (at the phantom surface) to its maximum value (at dmax ) equal to the kenna. (c) The photon

beam is attenuated by the medium and kenna decreases exponentially. Here, the absorbed dose

rises to a maximum value at dfJllLT and then decreases with depth following the decay of the kenna.

of the photon beam, the kenna, i.e., the number of secondary electrons set in motion

•
in the medium by photons, remains constant with depth in the medium as shown in

Fig. 4.2 (b). Equation (3.23) states that the absorbed dose D is proportional to the flux

of electron tracles passing through any point in the medium, thus D begins at zero on the
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phantom surface and gradually increases to a constant value characteristic of electronic

equilibrium. The depth at which the absorbed dose reaches a maximum value is called

the depth dose maximum dmax, and the region between the phantom surface and dma.x

is referred to as the dose buildup region. At depths beyond dma.'C, in the absence of

bremsstrahlung, the absorbed dose is exactly equal to the kerma. For a photon beam

that is not attenuated by the medium, wherever electronic equilibrium is said to exist, the

absorbed dose may be expressed in tenns of the kenna as follows:

•
Coopter 4 Measurement of absorbed dose

(4.8)

•

where the mean energy absorbed per photon interaction Eab, and the fraction of energy

that is lost to bremsstrahiung g, were defined in Chapter 2, Section III.H.

If one now considers the situation in which the photon beam is exponentially

attenuated by the medium, then the kerma is an exponentially decreasing function of

the depth in medium. In this situation, electronic equilibrium is never truly established;

however. a state of transient e/ectronic equi/ibrium is eventually reached. The absorbed

dose D increases until il reaches a maximum value at dma.t and then decreases essentially

exponentially with depth, following the exponential decrease in the kenna. In Fig. 4.2 (c),

the absorbed dose at depth d, where d ~ dmax , is shown to be always greater than the

kerma in the transient equilibrium region. This is because the absorbed dose arises from

electrons produced at points downstream from the point of measurement, i.e., in regions

where the kerma is larger than it is at d.

Normally, the curves for the absorbed dose and the kenna nID parallel to each

other, and the curve for absorbed dose is higher than that for kerma by a nearly constant

factor ,8. Hence, the absorbed dose D(d) at depth d in the medium, under conditions of

transient electronic equilibrium, may be found from the kerma K (d) at depth d according

74



lYleasurement of absorbed dose

•
Chapter 4

to the following equation:

D(d) = t/J(d) (;) E.bP = K( d) ;3(1 - g) .

Il. Dose to a small mass of medium in air

(4.9)

Following the basic discussion of kerma and absorbed dose~ it is possible to

calculate the absorbed dose from measurements of the exposure in air. The exposure X

in air has been defined in Section II.C of Chapter 1 as dQ / dm~ the amount of charge

produced per unit mass of air by the passage of ionizing radiation. A given beam of

radiation will produce an exposure X in air at point P as shown in Fig. 4.3 (a) which

can be related to the air kerma through a conversion factor /\',

(4.10)

where /"1: := 0.876 cGylR and exposure is measured in Roentgens. If a small mass ~m of

medium is placed at P~ such as in Fig. 4.3 (b), the kerma in the small mass I{~m can

he found from the following equation:

( )
~m

, • p. tr
l\ùm = l\air - . '

PaIr
(4.11)

•

where (p. tr / P)~': denotes the ratio of the mass energy transfer coefficients of the small

mass of medium ~m to that of air, Le., (J.ltT/P)~m/ULtr/ P)air'

For the purposes of dose calibration, a sufficient quantity of material must be

added around ùm in arder to establish electronic equilibrium al P [Fig. 4.3 (e)]. With

the additional medium surrounding ~m, the kenna at P will he reduced by a small

factor k(rmetiJ which accounts for attenuation of the photon beam in the medium. The
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(a) (b) (c)

FIGURE 4.3. (a) Measurement of exposure X at a point P in air. (b) determination of kerma to

a small mass of medium I\~m, and (c) detennination of kerma to a practical mass of medium

[\m~d in which electronic equilibrium is established. The distance between the radiation source

and point P is f.

correction factor k(rmedJ is simply

k( rmed) = exp { - ('-';6)m./medr } (4.12)

where r is the radius of material required to assure electronic equilibrium. Thus, if the

medium surrounding ~m is of the same composition as ~m itsel( the kerma at the center

of the mass of medium Kmed may he written in terms of I(~m as follows:

(4.13)

The absorbed dose to the mass of medium Dmed in air may be found from

•
substitution of Eq. (4.13) into Eq. (4.8) giving

( )

med
Dmed = Kmed(l - g);3 = 0.876· )((3 f.ltr . (1 - g) k(rmed)

P aIr
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( )

med

=0.876 . )(;3 J1.ab . k( rmed) ~
PaIr

in which the relation (J1.ab / p) = (J.L tr / P)( 1 - g) was used.

III. Cavity theory

fltfeasuremenr of absorbed dose

(4.14)

In order to determine the dose absorbed by a given medium through an indirect

means, 5uch as by the insertion of an ionization chamber into a dosimetric phantom, it

is tirst necessary to detennine the dose absorbed by the gas in the ionization chamber

and then relate trus dose to that which would be absorbed in the phantom were the

ionization chamber not present. A number of theories have been developed which relate

the dose measured by a given instrument to the dose in the unperturbed medium. The

most notable of these u'cavity" theories was developed by W. H. Bragg and L. H. Gray

in the tirst half of this century.

III.A. Bragg-Gray cavlty theory

The underlying principles of cavity theory are contained in Eq. (3.23). If a mono-

energetic electron beam of fluence ~T and kinetic energy T passes through an interface

between two media, 9 and m, as shown in Fig. 4.4 then the dose absorbed on the 9 side

of the interface is given by

and on the m side by

•
(4.15)

(4.16)
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FIGURE 4.4. The electron fluences immediately on either side of the interface between m and 9

are identical. therefore, the absorbed dose on either side of the interface may he related through

Eq. (4.17).

where (S'T / P)9 and (ST / P)m represent the mass collision stopping power ratios for

electrons of energy T travelling through media 9 and m, respectively.

Ignoring backscatter, the electron fluences are identical on either side of the

interface, thus,

(4.17)

•

where (5/p)~ represents the ratio of mass collision stopping powers in media 9 and m

for electrons of appropriate kinetic energy T.

w. H. Bragg2 and L. H. Gray3 applied Eq. (4.17) to the problem of relating the

absorbed dose in a cavity gas to the dose which would be absorbed in the surrounding

medium in the absence of the cavity. Consider a cavity of medium 9 surrounded by sorne

medium m, as depicted in Fig. 4.5. For Eq. (4.17) to remain valid, the mass thickness

of the g-layer must he srnall compared to the electron range in 9 so that the presence of

78



•
Chapter 4

9

Measurement of absorbed dose

/<1> , ~
, m 'fIm

';:./ / .'
.. ,' ..

•

FIGURE 4.5. Schematic diagram of a simple Bragg-Gray cavity in which the thin mass-layer of

medium il is surrounded by medium m. The electron and photon fluences in the medium cr- m and

Om. respectively. are unperrurbed by 9 and thus are equivalent ta ~!J and tPg' The doses Dm and

D!J are related through Eq. (4.20).

the cavity does not perturb the electron fluence to an appreciable extent, Le., the electron

fluence in cavity 9 must be the same as the fluence in the undisturbed medium m, or

<PT = c(>~. This is known as the first Bragg-Gray condition. ln addition, the scattering

properties of 9 must be similar to those of medium m 50 that if 9 were replaced by an

equal mass-Iayer of m, the electrons would experience the same amount of scattering.

The second Bragg-Gray condition stipulates that the absorbed dose in the cavity

is deposited entirely by electrons crossing the cavity. Implicit in this statement is that (1)

aIl electrons crossing the cavity originate outside the cavity, i.e., no electrons originate

inside the cavity, and (2) no electrons are stopped within the cavity.

Under the two Bragg-Gray conditions, Eq. (4.17) will give the ratio of absorbed

dose in media 9 and m, respectively, for each monoenergetic component of the spectrum

of electrons crossing g. To calculate the ratio of absorbed dose due to a spectrum of
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incident electron energies, the mean mass electron collision stopping power for each•
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is given by

and in medium m, it is given by

~JmQ~~(T). (S(T)) dT

(
::J
p
'"') m = 0 P m Dm

Tmax =T'
J 4>(T)dT
o

where <P (T) refers to the primary electron energy fluence spectrum.

The ratio of the absorbed dose in media m ta 9 is therefore

(4.18)

(4.19)

(4.20)

For ionization chambers, the medium 9 filling the cavity is usually agas (typically

air). The dose Dgu.s absorbed by the cavity gas can be expressed in tenns of the charge

Q produced in the gas by ionizing radiation using the following equation:

Q-
D gas = --~Vgas ,

m gas
(4.21 )

where Q is expressed in coulombs, m gas is the mass (kg) of the cavity gas in which Q

was produced, and ~Vgas is the mean energy required ta produce an ion pair in air. The

currently accepted value4, 5 for ~Vair in dry air is 33.97 eV/ion pair or 33.97 Ile.

By substituting Eq. (4.21) into Eq. (4.20), the Bragg-Gray relation in terms of

•
the cavity ionization is found:

Q _ (S)med
Dmed = --~Vgas - .

m gas P gas

80

(4.22)



immediate vicinity of the cavity frOID measurement of the ionization within the cavity.

Equation (4.22) pennits the calculation of absorbed dose Dmed to the medium in the•
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111.8. Spencer-Attlx derivatlon of the Bragg-Gray theory

In 1955 the Bragg-Gray theory was improved upon by L. V. Spencer and F. H.

Attix6 who proposed a theory using a more general method than did Bragg and Gray.

Although the cavity theories are valid when charged particle equilibrium does not exist,

the Spencer-Artix approach was to investigate the behaviour of the electron spectrum

under conditions of charged particie equilibrium. When charged particle equilibrium

exists, the dose at any point within a infinite homogeneous medium m that emits N

identical charged particles peT gram, each having kinetic energy Ta, can be stated as

(4.23)

At any point in the medium, there will exist an equilibrium charged-particle fluence

spectrum e<P, where the subscript e denotes equilibrium. Similarly to Eq. (3.22), the dose

can be expressed in tenns of e <P as

Ta

Dm =Je~(T)· C~)) mdT .
o

(4.24)

wheTe (S/ p )m is the mass collision stopping power in the absence of bremsstrahlung

for medium m.

Equating Eqs. (4.23) and (4.24) and differentiating with respect to Ta leads to the

following relationship for the equilibrium spectrum of charged particles in medium m:

Thus, the equilibrium fluence of charged particles in the medium is directly proportional

to the number of charged particies released in the medium and inversely proportional•
lV

ecI>(T) = 'S/) .l P m
(4.25)
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equilibrium spectrum of primary electrons resulting from Eq. (4.25) in an aqueous

ta the mass collision stopping power at each energy. Figure 4.6 is a plot of the•
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•

solution containing two sources of electrons, one emitting electrons al Ta =5 MeV and

the other at Ta =0.5 MeV. The dasbed curve in Fig. 4.6 represents the primary electron

spectrum whicb results frOID the source emitting the 5 MeV electrons. The solid line is

the total priffiary electron spectrum in the aqueous solution resulting from bath sources.

The primary electron equilibrium spectrum calculated frOID Eq. (4.25) is based on the

continuous slowing down approximation and is, therefore, itselfooly a tirst approximation

ta the true equilibrium spectrum that would actually develop in the medium. Hence, the

spectra plotted in Fig. 4.6 are not entirely realistic as secondary electron production bas

- 1.2 N 1 1 1 1

~

E
(J 1.0 N ..... N -....
> (Slp) 0.5 MeVlU
~ 0.8 N- -(J)
c:e

.V---ü
D.6N 1

lU

]~

~I~
N

0.4N
(Slp) 5.0 MeV ~

e 0.2 N ~

1
Cl)

0.0 1 1 1

0 1 2 3 4 5 6

Electron energy (MeV)

FIGURE 4.6. Example of an equilibrium fluence spec~ ~~(T) = N /(5/p), of primary

electrons under conditions of charged particle equilibrium in water assuming the continuous

slowing down approximation. The dashed curve represents the primary electron spectnlm resulting

from a 5 MeV electron source in the aqueous solution. The solid curve is the total primary electron

spectrum in the aqueous solution resuIting from both 0.5 MeV and 5 MeV sources.
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been ignored. In reality, as the incident electrons are slowed down in the water, several

lower-energy secondary electrons are produced resulting in an overall enhancement of•
Chapter 4 Measurement of absorbed dose

the low-energy portion of the spectrum.

If a small cavity filled with medium 9 is placed within the medium m, the same

equilibrium charged particle fluence that exists in the medium will cross the cavity. The

dose absorbed in the cavity Dg may then be written as

(4.26)

in which e<P was replaced with Eq. (4.25). The ratio of the dose in m to the dose in 9

is found by dividing Eq. (4.26) by Eq. (4.23) to get

Dg l JTo (S)g (5)g
Dm = Ta P m dT = Pm'

o

which is the same as the Bragg--Gray relation given in Eq. (4.20).

(4.27)

The equivalence of Eqs. (4.27) and (4.20) is not immediately apparent, and can

be shown explicitly as follows:

(i) From the Bragg--Gray derivation one has the mean stopping power in the gas as

fTo <{)(T) (S(T)) dT T.

(
::Jp'"')g 0 e • -P 9 1 JO (S(T))= = - e<P(T)· - dT

To e <P P 9f e~(T)dT 0
o

•
Ta 9

= LV J(S(T)) dT = Dg ,
e~ P m e~

o

where e~(T) was calculated in Eq. (4.25).
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Likewise, the mean stopping power in the surrounding medium is given by

(4.29)

(i ii) Thus, the ratio of mean stopping powers is

(5)g == _1 JTO(S)g dT =~.
P m Ta P m Dm

o

Q.E.D.

The Spencer-Attix treatment of the Bragg-Gray cavity theory described above cao

be generalized to accommodate bremsstrahlung production in the medium by rewriting

Eq. (4.23) as

(4.31)

in which y~ (To ) is the radiation yield in medium m for charged particles of energy To as

defined in Chapter 3, Section V. The use of Eq. (4.31) in the Spencer-Attix formalism

leads to the following relationship which includes bremsstrahlung production:

D 1 JTo (S)g (5)g
D: = To[I - Y~(To)J P m

dT
== Pm'

o

(4.32)

•
IlI.e. Spencer-AUlx cavlty theory

The Spencer-Attix cavity theory is based on the Bragg-Gray theory and thus

begins with the same basic assumptions, namely that (1) the two Bragg-Gray conditions
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are satisfied, and (2) bremsstrahlung production is absent. However, two modifications

to the Bragg-Gray theory were introduced by Spencer and Attix wmch significantly

improve the original theory.

The first modification to the Bragg-Gray theory is the inclusion of 8 rays in

the equilibrium electron spectrum. The Spencer-Attix equilibrium electron fluence is

denoted by ~ <I> to emphasize the inclusion of 8 rays and to differentiate it from the

primary equilibrium spectrum e () employed in the Bragg--Gray theory.

The second modification to the original cavity theory involves the characterization

of the cavity with respect to a parameter ~, which represents the Mean energy of electrons

having a projected range just large enough to cross the cavity. Thus, in the Spencer-Auix

formalism, the equilibrium charged particle fluence ~ <I> is divided into two components

comprising fast and slow electrons:

•
Chapter 4 Measurement of absorbed dose

•

(i) Fast electrons: electrons with kinetic energies T ~ ..l and capable of transporting

energy through the medium. These electrons have enough energy to cross the

cavity if they strike it.

(ii) Slow electrons: electrons with kinetic energies T < ~ assumed to have zero

range in the medium and thus do not transport energy across the cavity. These

electrons are produced in the medium but cannot enter the cavity. This 1ast

assumption does not introduce any errors to the theory since secondary charged

particle equilibrium is said to exist.

The second Spencer-Attix modification to the Bragg-Gray cavity theory naturally

leads to the use of the restricted mass collision stoppingpower (L / p) in the calculation of

the absorbed dose. RecaIl from Section IV of Chapter 3 that the restricted mass collision

stopping power is that fraction of the mass collision stopping power that includes only
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energy transfers W ta the medium in which W < ~ .
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at any point in the medium m where charged partiele equilibrium exists is

(4.33)

where (L~CT) / p)m is the restrieted mass collision stopping power in medium m for

electrons of kinetie energy T, excluding energy lasses to the medium in excess of ~.

The integral in Eq. (4.33) has a lower limit of ~ because electrons of lesser energy are

assumed to have zero range.

Following the same series of steps which led to Eq. (4.20), and using (L~Ip)

rather than (81 p) with the appropriate limits of integration, one can show that in the

Spencer-Attix formalism, the ratio of absorbed doses in the medium and the cavity is

given by

(4.34)

•

The Spencer-Attix theory gives a somewhat better agreement with experimental

observations by taking into account the production of ~ rays in the medium and by

incorporating the cavity size in the calculation of the absorbed dose. However, the

Spencer-Attix cavity theory still relies on the Bragg-Gray conditions and can be expected

to fail if these conditions are violated.

Ionization chamber waU correction factors. The standard Bragg-Gray and

hence the Spencer-Anix cavity theories are both based on the assumption that the

presence of the cavity does not perturb the photon tluence or the electron fluence in the

medium. In reality, however, the tluence in the medium is perturbed by the cavity and
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the extent to which the particle tluence is perturbed depends on the cavity geometry. For

dose measurement~ the cavity consists of a volume of air surrounded by a wall material•
Chapter 4 Measurement of absorbed dose

that usually differs in composition from the medium in which the dose is measured.

The wall material has two effects on the dosimetry. Firstly, the cbamber wall

attenuates the priffiary photon beam differently than the medium and thus may affect the

photon fluence at the depth of measurement. Secondly~ the wall generates electrons of

its own that will contribute to the ionization in the cavity and may prevent electrons

produced in the medium from entering the cavity.

The photon fluence at the center of an air cavity, such as that shown in Fig. 4.7

will be higher than that which would be present in the absence of the cavity since

air is less attenuating than any water-equivalent medium. The presence of the wall

in an ionization chamber can either raise or lower the photon fluence at the depth of

measurement depending on the choice of wall material and the type of medium. A

correction factor kc accounts for the difference in photon attenuation in the presence of

the cavity relative to tbat in the absence of the cavity:

(4.35)

•

where a and c are the inner and outer radii of the chamber wall, respectively. The

attenuation correction factor kc along with a correct factor for scatter generated in the

chamber wall are combined into a wall correction factor, Awal/.

For a cavity with a wall composed of the same material as the surrounding medium,

i.e., effectively having no wall at aIl when inserted into the medium, the dose to the cavity

gas is related to the dose in the surrounding medium by Eq. (4.34). For photon beam

irradiation, if the wall material differs from the medium and is thick enough to stop aIl

electrons generated in the medium from reaching the air cavity, the dose to the medium
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FIGURE 4.7. Illustration ofa typical air cavity of radius a used in radiation dosimetry. The cavity

is normally surrounded by a conducting material that fonns the chamber wall. The chamber of

outer radius c is inserted into the medium for dose measurement.

is expressed in terms of the dose to the wall, or

( )

med (I) wall ( ) merl
Dmed = D wall J.lab = Dgas _ Ilab •

P wall P gas P weIll
(4.36)

in which the dose to the thick wall was calcuJated using Eq. (4.34) with the wall replacing

the medium.

For a typical ionization chamber, the thickness of the wall is such that sorne of

the ionization in the cavity gas is due ta electrons originating in the wall, and sorne of the

ionization cornes from electrons generated in the medium. The fraction Q of electrons

which originate in the chamber wall can be used to combine Eqs. (4.34) and (4.36) to

estimate the true dose ta the medium and leads ta the following expression for the dose

to the medium Dmed=

•
( )

med (L) med
Dmed = aDwall J1.ab +(1 - o)Dgas -

P wall P gas

[ (L) wall ( ) med (L) med]=Dgas Q - J.lab + (1 - a) -
P gus Pwall P gas
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In order to detennine the true dose to the medium Dmed accurately, Eq. (4.37) must be

multiplied by kc [Eq. (4.35)] to correct for the perturbation of the photon fluence at the•
Chapter 4 Measuremenr of absorbed dose

center of the cavity, i.e.,

[ (L) wall ( ) med ( L) med]
Dmed= Dgas 0 - I-lab +(1-0) - kc .

P gas P wall P gas
(4.38)

It can be shown tbat large changes in the value for Q produce ooly a small effect in the

dose calculated with Eq. (4.38). Values for a have been measured by Lempert et al.7

and are plotted in Figure 7 of the AAPM-TG21 calibration protoco1.8

The wall correction factor PwaJl is a factor that accounts for the effects of the

chamber wall and is defined as the ratio of the dose-to-medium in the absence of the wall

to that when wall effects are included, or the quotient of Eq. (4.37) and Eq. (4.34):

Pwall =
(T) wall ( ) mcd (T) mecl

Q: - &.!!. +(1-n)-
P gas P wall P geLs

(I) med

P gas

( (I) wall ( ) med)- l - Q 1 _ _ I-lab

- P med P wall .
(4.39)

•

For chambers with thin, lowatomic number walls, PwaJl will be very nearly equal to 1.00.

IV. The AAPM·1G21 protocol: Calibration of photon beams

The purpose of the protocol introduced by the Task Group 21 (TG2!) of the

Radiation Therapy Committee of the American Association of Physicists in Medicine

(AAPM) was to provide an accurate method for the determination of absorbed dose

in water for high-energy photon and electron beams. The TG21 protocol covers the
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calibration of 60Co Î rays and x rays with nominal accelerating potentials between 2

and 50 MV. The TG21 protocol also deals with the calibration of electron beams in the

energy range from ~50 MeV.

The TG21 protocol requires that the primary dosimeter be an ionization chamber

having a calibration factor for 60Co '1 rays that is directly traceable to a national standards

laboratory (in Canada. National Research Council, Ionizing Radiation Standards Group,

Ottawa~ in the United States, National Institute of Science and Technology, Washington.,

D.C.). The characterization of ionization chambers at a national standards laboratory

assures both accurate and consistent calibration of radiotherapy machines.

The topies dealt with by the protocol can be divided into four categories:

(i) The apparatus, including dosimeters and phantoms,

(ii) The detennination of chamber calibration factors at the standards laboratory,

(iii) The caleulation of the dose-to-medium Dmed in the dinie, and

(iv) The transfer of Dmed to the dose-to-water Dwater.

These topics are diseussed in detail below.

•
Chapter 4 Measurement of absorbed dose

•

IV.A. Calibration apparatus

Dosimeters. The T021 protocol recommends the use of ionization chambers

of either the cylindrical thimble design or the plane-parallel guarded design. For a

cylindrical chamber placed with its axis perpendicular to the direction of the photon

beam, the protocol sets an upper limit of 1 cm on the internaI diameter of the air eavity.

Limiting the dimensions of the ionization chamber cavity used in the protocol helps to

ensure that the chamber behaves like a Bragg-Gray cavity and reduces the magnitude

of the factors used to correct for perturbation of the electron and photon fluence due to

the presence of the cavity.
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Available data suggest that the effective depth of measurement for cylindrical

ionization chambers should be shifted towards the source by between 0.67 r and 0.75 r

from the center of the chamber, where r is the internai radius of the chamber. However,

in the TG21 protocol, the central axis of the cylindrical chamber is taken as the depth of

measurement. A fluence gradient factor is introduced to correct for the fact that at the

proximal surface of a cylindrical cavity the fluence is more intense than the fluence at the

central axis, i.e., at the depth ofmeasurement, when the cavity is removed. Replacement

corrections for Farmer-type cylindrical chambers used at the Montreal General Hospital

are typically less than 0.80/0 in photon beams.

It is recommended that ionization chambers of the plane-parallel design have

a guarded central electrode having a diameter on the order of 2 cm and an electrode

separation of roughly 2 mm. The depth of measurement of plane-parallel ionization

chambers is accurately defined at the proximal surface of the polarizing electrode and

replacement factors associated with these chambers are much smaller than those for

cylindrical chambers.

•
Chapter 4 Afeasuremenr of absorbed dose

•

Dosimetry phaDtoms. The calibration of high-energy photon therapy machines

may be conducted in polystyrene or acrylic plastics as weIl as in water. The solid plastic

phantoms are easier to use in practice and offer clinical advantages over water tanks. A

suitable dosimetry phantom is chosen to closely mimic the electron density and photon

attenuation properties of tissue for the type of radiation ta be measured. Regardless of

the choice of phantom material the ionization chamber must be placed al a location in

the medium where transient electronic equilibrium is established. This means that for

photon beams, the depth of calibration in phantom must lie somewhere beyond dma'C, the

depth of dose maximum.

91



must be altered so that the chamber is exposed to the same photon fluence as would

Dosimetry geometry. When plastic phantoms are used, the irradiation geometry•
Chapter 4 Measurement of absorbed dose

be present in a water phantom. The extent to which the irradiation geometry is altered

depends on the density of the phantom materiaI. lt is recommended that the source-

detector distance (SDD) remain constant, but that the thickness of overlying material be

scaled 50 that the attenuation of the incident beam in plastic is equal to that in water.

The calibration of a medical linear accelerator is normally carried out at a depth

dwarer of 5 cm in water and a source--surface distance (SSO) of 100 cm. In a Solid-

Water™ phantom, for instance, the SDD should rernain constant at 105 cm, however,

the depth of measurernent dsw must be scaled to correct for attenuation and seatter of the

photon beam. Thus the depth of measurement in Solid-Water™ phantom should be

d d J1.water
sw = wuler .

J1.Stl'
(4.40)

•

For a 10 MV photon beam, ILwater / Jlsw = 1.024 [ref. 9], thus 1 cm of water is equivalent

to 1.024 cm of Solid-Water™ for this beam. A comparison of irradiation geometries for

water and Solid-Water™ is illustrated in Fig. 4.8 for a 10 MV photon beam.

The TG21 protocol requires ail doses to be reported in terms of dose-to-water,

thus, once the dose to the plastic phantom is established, it must he converted to the dose

that would bave been measured in water. In the case ofdose calibration in a water tank, no

photon fluence correction or dose conversion factors are required. However, the ionization

chamber must he waterproofed when a water tank is employed. It is recommended that

a thin, low-atomic number sheath be used for waterproofing the ionization chamber so

as to introduce minimal uncertainty to the dose calculation.

IV.B. lonization chamber calibration factors: Nx and N,as

The determination of the dose to the medium which surrounds an ionization cham-
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FIGURE 4.8. Comparison of the calibration geometry for water and Solid-Water™ phantoms in

a L0 MY photon beam.

ber during the calibration of a high-energy photon beam is given by the Spencer-Attix

cavity theory which serves as the basis for the TG21 calibration protocol. The theory can

be divided into two distinct sections: the fust involves the calculation of the dose-to-gas

Dgas in the cavity from ionization measurements, while the second consists of the conver-

sion of Dgas to Dmed, the dose to the medium in the absence of the chamber cavity. The

direct application of the first step of the dose calculation requires the mass of the sensitive

volume of the ionization cbamber to he known witb an uncertainty considerably smaller

tban the maximum acceptable uncertainty in the dose to the absorbing medium. As the

effective sensitive air mass is often difficult to determine in practice, the TG21 protocol

suggests that each ionization chamber be calibrated at a national standards laboratory

•
before being used clinically.

The detennination of the chamber calibration factors for 60Co 'Y cays at a national
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standards laboratory is a prerequisite for the TG21 protocol. At the national standards

laboratory, the user's chamber is placed in a calibrated radiation field and given a known

exposure X The 60Co exposure calibration factor N.t for the ionization chamber can be

•
Cbapter 4 Measurement of absorbed dose

calculated from the following equation:

(4.41)

where M is the electrometer reading for the dosimeter normalized to normal temperature

and pressure (NTP) of 22°C and 10l.3 kPa, respectively, but not corrected for ion

recombination. From N.'(, a new parameter, the cavity-gas calibration Ngas is calculated

based on the theory of Section 1. Ngas is unique ta each ionization chamber, is a constant

for aIl radiation qualities for which VVair = :33.97 J jC,a and is independent of the

dosimetry phantom. The cavity-gas calibration factor is such that the product of Ngas and

the electrometer reading A1 corrected for temperature, pressure, and ion recombination

gives the dose-to-gas, or

D
_ .Vgos . Al

gas -
Aion

(4.42)

in which Ajon is the ionization collection efficiency at the time of the calibration at the

national standards laboratory. ft is recommended that the bias potential he high enough

ta ensure that Ajon is greater than 0.995. Further discussion of the theoretical ionization

collection efficiency is given in Chapter 5.

By equating the dose-ta-medium calculated from in-air measurements [Eq. (4.14)1

to the dose-ta-medium calculated from in-phantom measurements [Eq. (4.38)], the semi-

•
empirical expression for Ngas can be found in tenns of N.t:

;,.r ~6 i\r fi Awall Aion
1vgas = 0.8 t 1.V X [ Il' d' ] •

(
-)wa ( )alT (-)me ( )alTQ L ~ +(1 a) L PQD

P gas P wall - P gas P med

" At the rime when TG2! was published. the accepted value for Wa' r was 33.7 J/C.
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originating in the chamber wall, and (1--<l:) is the fraction of ionization from electrons

in which Awail = k( C.wal,) / k( a-wall), a is the fraction of ionization due to electrons•
Chapter 4 Measurement of absorbed dose

originating in the medium. It must be pointed out that aIl of the parameters in the equation

for Ngas are evaluated at the time of calibration in the 60Co beam for dry air at NTP.

IV.C. Calculating the dose-to-phantom Dmed in a photon beam

The calculation of the dose-to-phantom is based entirely on the Spencer-Anix

cavity theory. Since the dose-to-gas is given by the product of Ngas and the electrometer

reading l'J, adjusted for temperature and pressure and corrected for ion recombination,

the dose to medium is given by

-)med
Dmed = 1~11Vgas (L Pion Pre pl Pwall .

P gas

(4.44)

•

Pion is a factor that corrects for ion recombination losses occurring al lhe lime of

measuremenl, and is in form, the inverse of A ion (which is determined al the lime of/he ion

chamber calibration in a 6OCo beam). Prepl is a replacement correction which depends on

the type and energy of the radiation, the gradient of the depth dose curve at the point of

measurement, as weIl as the design of the ionization chamber. In plane-parallel chambers

at measurement depths beyond dmax, Prepl is equal to 1.00. For cylindrical chambers in

use at the Montreal General Hospital, Prepl varies between 0.992 and 0.994 depending

on the chamber and the energy of the beam. Pwall was described in Section III.C and

accounts for the different materials used for the chamber wall and the dosimetric phantom.

IV.O. Calculatlng the dose-to-water D..ter ln photon beam dosimetry

When the spectral distribution and fluence of primary and secondary photons at

the point of measurement in a plastic phantom are the same as at a comparable point in
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water, the dose-to-water is given by

(

_ ) water
DwateT = Dmed JLab ,

P med

Measurement of absorbed dose

(4.45)

where CJiab/p):~~r is the ratio of the average mass energy-absorption coefficient for

water to that of plastic.

The amount of scatter is proportional to the volume and density of the irradiated

material. If the plastic phantom has a higher electron density than water, it will produce

more scatter per unit area than will water. The fraction of excess scattered photons which

occurs in plastic phantoms can he approximated by taking the ratio of the tissue air ratios

(TAR) in water for the unscaled field size ta the TAR for the field size scaled to account

for the relative electron density c of the plastic phantom to water:

ESC = TAR(F.d)
TAR(cF.d) .

(4.46)

where ESC is the excess scatter correction, F is the field size, cF is the scaled field size,

and d is the depth of measurement.

Thus, when the recommended geometry is employed (Fig. 4.8), the dose-to-water

is calculated from the measured dose-to-plastic according to

(

_ ) water
Dwater = Dmed I-lab • ESC.

p med
(4.47)

Finally, the absolute dose-to-water cao be found from ionization measurements conducted

according to the procedures outlined in the TG21 protocol by using the following

•
equation:

(L) med(li) -water
Dwater = kl· lVgas - - . ESC· Pion· Prepl . Pwall .

p gas P med
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The AAPM·TG21 protocol: Calibration of electron beams

The calibration ofclinical electron beams is dealt with in the TG21 protocol for the

dosimetry of high-energy photon and electron beams. The TG21 protocol was developed

with the philosophy that the approach to the calibration of radiotherapy machines should

be the same for both electron and photon beams. It is not surprising then that many

of the suggestions for the calibration of photon beams also apply ta the calibration of

electron beams. It is understood that an ionization chamber used in the calibration of

electron beams maintains the same 60Co (N.,,) and cavity-gas (~~as) calibration factor it

uses for photon measurements.

Spencer-Attix cavity theory is a completely general theory which applies to any

type of ionizing radiation so long as the Bragg--Gray conditions are met. The theory

is thus applicable to electron beams as weil as photon beams. First, from ionization

measurements a determination of the dose-ta-gas is made which is then related to the

dose to the surrounding medium according to the Spencer-Attix theory with appropriate

correction factors [Eq. (4.44)]

(4.49)

•

Several difficulties arise in the calibration of electron beams stemming from the

fact that the electron energy spectrum and fluence vary considerably with depth in the

medium. Application of Eqs. (4.44) and (4.49), therefore, is not a simple matter and

involves sorne analysis.

V.A. The electrometer readlng Mco"

Irradiation of the colleeting electrode, the stem, or the cable of the ionization

chamber by high energy electrons can lead to considerable spurious ionization eurrent.
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central wire of the cables will be included as part of the ionization current and will add

Low energy electrons that are deposited directly on the collecting electrode or in the•
Chapter 4 Measurement of absorbed dose

or subtract from the measured current depending on the polarity of the chamber at the

time of measurement. In addition, sorne high-energy electrons rnay cause the emission of

secondary electrons from any of these cornponents and will alter the rneasured ionization

current. To account for these effects it is necessary that electron beam measurements are

made for both positive and negative polarities of the collecting electrode and the mean

value is used for M in Eq. (4.44).

The true electrometer reading Mcorr is given by

(4.50)

•

where 1JI+ 1 and 1A/_I are the absolute values of the electrometer readings for positive

and negative polarities, respectively. By using Eq. (4.50), the spurious currents which do

not change sign when the polarity is changed, such as irradiation of the stem and cable,

are removed. However, effects which change sign with the polarity of the chamber

will remain. An excellent list of the causes of polarity effects in ionization chambers

is provided by Boag,10 although sorne of these effects are not significant to clinical

dosimetry.

V.B. Replacement factor Prepi in electron beam dosimetry

The replacement correction factor in electron beam dosimetry is comprised of two

major components: the gradient correction, and the electron fluence correction. Because

the ionization-gradient in electron beams is large everywhere except at the depth of dose

maximum dma:c, the protocol recommends that electron calibrations be perfonned only at

dmlL'r where the ionization-gradient is zero.
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The electron tluence correction arises as a result of two opposing factors. Firstly,

the number of electrons crossing the cavity is enhanced because fewer electrons are

scattered out of the cavity by the gas than are scattered into the cavity by the surrounding

medium. This results in a dose ta the gas which is greater than that which wauld occur

in the unperturbed medium. Secondly, electrons are scattered less in the gas than in the

medium, thus electron path-Iengths in the gas are longer than those in the unperturbed

medium, resulting in a dose-to-gas whicb is lower than the dose-to-unperturbed medium.

[n general. guarded plane-parallel chambers require no correction factors due to in­

scattering effects, while cylindrical chamber readings must be corrected. Electron tluence

correction factors for cylindrical ionization chambers in acrylic phantoms are presented

in Table VIII of the TG21 protoco!. It is recommended that the acrylic values be used

for water and polystyrene until comparable data become available for these materials.

•
Chapter 4 Measurement of absorbed dose

•

V.C. Wall correction factor PM/ail in electron beam dosimetry

Work by Johansson et al. Il shows that the response af low atamic-number.

thin-walled ionization cbambers is unaffected by the wall composition. Based on this

conclusion, Pwall is unity for electron beams.

V.o. Choice of correct mean restrlcted stopplng powers for (L / p )~::d

Strictly speaking, in arder to evaluate correctly the ratio of the mean restricted

mass stopping power of the medium to that of the gas (L /p) ;a:d , the electron spectrum

at every depth must be known. As this is virtually impossible, the electron beam is

characterized instead in terms of the mean electron energy Ed as a function of the depth

d in medium. As (LI p)::d is not very sensitive to small changes in electron energy,

this approximation is adequate and introduces relatively small uncertainties in the final

result. Severa! studies have been made with the goal of determining the Mean electron
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energy at a given depth from in-phantom ionization measurements. 12- 16

The correct choice for the electron energy at which to evaluate the ratio of Mean

restricted mass stopping powers of the medium to the gas is complicated by the fact that

the electron energy spectrum degrades rapidly with depth in the phantom. Consequently,

the Mean restricted stopping power May change considerably with depth. Fortunately,

however_ the ratio of mean restricted stopping powers in different media changes very

tittle with depth. The procedure for detennining the Mean electron energy at depth will

be outlined below.

•
Chapter 4 Measuremem of absorbed dose

•

Electron beam ionization curve. For every electron beam energy to be cali­

brated with an ionization chamber, the depth of dose maximum dma.'I:' and the practi­

cal range Rp of the electron beam must be found from plotting Qcorr (where Qcarr =

Jlco rr . Pion) as a function of the deptb d in phantom. The practical range is determined

from the deptb-dose or depth-ionization curves and is the depth at which the line tangent

to the inflection point of the dose faH-off region intersects the bremsstrahlung tail. The

plot of QcarT VS d is called the electron ionization curve. The depth at which the ioniza­

tion chamher reading is reduced to 50°tlo of its maximum value d50 is used to determine

the Mean incident energy of electrons Eo on the phantom surface (see below). A typical

electron ionization curve is shown in Fig. 4.9 indicating the various parameters of interest.

For plane-parallel chambers, the effective point of measurement is taken as the

depth of the polarizing electrode located at the proximal surface of the collecting volume.

For cylindrical chambers, however, the TG25 protocol recommends that the effective

point of measurement be shifted by 0.5 r in the direction of the electron beam where

r is the inner radius of the cylindrical chamber. Thus, the depth d along the x-axis

of the ionization curve is the depth of measurement for plane-parallel chambers or is

d = dcenter - O.5r for cylindrical chambers.
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FIGURE 4.9. Electron beam depth-ionization curve for a 9 MeV electron beam in Solid-Water™

phantom.

Energy determinatioD. For electron beams, the mean energy of the electron

beam incident on the phantom surface can be determined by multiplying the d50 by

a numerical constant 2.33 MeV/cm. The value was obtained from depth-dose curves

calculated by Berger and Seltzer13 for parallel-plate ionization chambers. In principle,

the electron ionization curve should be measured for very large field sizes when d50 is

to be used in the calculation of E o• When phantom other than water are used, it was

found 17 that dso must be scaled to account for differenees between the plastic phantoms

and water. Thus, in the TG21 protocol,

E 0 = 2.33 x f x dso , (4.51)

• where f is the scaling factor.

The Mean electron energy al the phantom surface E 0 is used to look up the
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Tables V-VII of the protocol list the restricted stopping power ratio for medium to air at

correct mass restricted stopping power ratio from tables provided in the TG21 protocol.•
Chapter 4 Measuremenr of ahsorbed dose

various depths in the medium for water, polystyrene, and acrylic, respectively. Recently,

a method relating the electron physical range Rp ta the most probable electron energy at

the phantom surface Ep,O and subsequently ta the mean electron energy E(d) at depth d

in the phantom bas been developed by Ding I8 et al.

Calculation of dose-to-water DwllIer in electron beam dosimetry. At this

stage. aIl of the parameters required for the detennination of the absorbed dose to the

medium Dmed are available for substitution into Eq. (4.44). The dose-ta-medium is

transferred ta the dose-to-water Dwarer following a procedure that is different for electron

beams than for photon beams. For electron beams,

, water

D D (
"COl) A'>.water

water = med - 'i'med'
P med

(4.52)

•

where (S'coti p) ::~er is the ratio of mean unrestricted collision mass stopping power in

water to that of the plastic phantom, and <)~~~r is the ratio of the electron tluence at

dma:c that would occur in water to that in plastic.

Similarly to the procedure for detennining the correct value for (II p) ;~d in

Eq. (4.44), the mean electron energy at depth Ed is the electron energy at which

(Scotip) ::~er is evaluated. The ratio of electron fluences at dmax for polystyrene to

water as a function of the most probable electron energy at the phantom surface Ep are

given in Table XVI in the TG21 protocol and range from 1.039 for Ep = 5 MeV to

1.009 for Ep = 16 MeV.
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VI. Summary
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When a beam of ionizing radiation traverses a medium, it impans sorne of its

energy to the medium. The objective of radiation dosimetry is to detennine the quantity

of energy imparted to the medium from the ionizing radiation beam. For indirectly

ionizing radiation, such as photons, a quantity known as the kerma was developed to

represent the kinetic energy released in the medium, which cau be related to the absorbed

dose through Eq. (4.9) wherever charged particle equilibrium can be said to exist. The

concepts of kenna and charged particle equilibrium lead naturally ta the calculation of

the theoretical absorbed dose in a small mass of medium from measurements of the

exposure in air.

Following a ditTerent method, but using similar arguments, Bragg and Gray

developed a theory for relating the dose absorbed in a small cavity to the dose absorbed

in the surrounding medium assuming that the presence of the cavity does not alter the

photon and electron tluence in the medium. The basic conditions for the Bragg--Gray

theory to he applicable are that the cavity dimensions are small relative to the range of

the crossing charged particles, and that no cbarged particles are generated or stopped

within the cavity. According to the Bragg-Gray cavity theory, if the dose in the cavity

is known, then can the dose in the medium he determined.

The Bragg-Gray theory had a few shortcomings in that it did not include the

etTects of 8 ray production in the medium. Spencer and Attix rederived the Bragg--Gray

cavity theory following a more restrictive approach and then modified the theory to

include the contribution fJ rays to the equilibrium charged particle spectrum, considering

fast, or energetic, electrons separately from slow electrons.

In an air ionization chamber, the dose absorbed by the cavity gas is directly
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proportional to the ionization of the gas and is easily calculated if the ionization per unit

mass of the air in the chamber is accurately known, and is given by Eq. (4.21). Since

the mass of the sensitive volume of the ionization chamber is often difficult to determine

in practice, several international protocols have been developed for the determination of

absorbed dose in megavoltage photon and electron beams based 00 the Spencer-Attix

cavity theory.

In North America, the current protocoI for the calibration of high-energy photons

and electrons are the TG21 and TG25 protocols, respectively, which have the requirement

that every ionization chamber for use in the protocols is calibrated, or can trace ilS

calibration back to a national standards laboratory. An ionization chamber is first

calibrated against a calorimeter in a known radiation field and is given a chamber

calibration factor N.t or lVgas • A calibrated chamber can then be used to calibrate the

output of a clinical radiation therapy machine.

The calibration protocols make various suggestions for the composition and

design of ionization chambers and dosimetry phantoms, as weIl as for the geometry

of clinicat calibration measurements. The use of such protocols ensures a certain degree

of uniformity in dosimetric techniques between various institutions worldwide. The

calibration protocols also summarize the various small correction factors which account

for the perturbation of the radiation fluence by the cavity. Thus, the dosimetry of ionizing

radiations has evolved from simple arguments and relationships iota a very comprehensive

and accurate procedure.

In recent years numerous changes and clarifications were made to TG21. A

thorough summary of these changes is given by Rogers. 19 Despite these improvements,

the TG21 protocol is still recommended and widely used in output calibrations of clinical

photon and electron beams. Currently, a new task group of the AAPM is assigned to

•

•
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incorporate the recent changes into a new updated protocol for the dosimetry of high­

energy photon and electron beams.•

•

Chapter 4 Measurement of absorbed dose
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• CHAPTER 5

Ion collection in parallel-plate ionization chambers

1. Introduction

In most radiotherapy clinics the dose to a given point in the medium is deterrnined

by measuring the amount of charge Q produced in a smaIl cavity located at that point

in the medium. The cavity is usually an ionization charnber filled with air at ambient

temperature and pressure. Ionizing radiation creates positive ions and free electrons in the

air cavity. As described in Chapter l, Section l, in electronegative gases the free electron

attaches itself to a neutral gas molecule to fonn a negative ion. The dose to the medium

can be calculated from the total charge, or saturation charge, produced in the air cavity

according to the Spencer-Attix1 cavity theory as described in Cbapter 4, Section III.C.

The charge Q( ~/) measured at a given chamber potential V is generally smaller

than the saturation charge Qsat because sorne charge is lost to recombination of positive

and negative ions within the air cavity and to thennal diffusion of ions against the applied

electric field. The ratio Q( V) / Qsat for a given chamber potential V is defined as the

charge collection efficiency or ion collection efficiency f( V):

The ion collection efficiency of the chamber is increased by raising the electric

potential between the polarizing and collecting electrodes. When aH other conditions•
Q

f(V) = -Q .
sat

(5.l)

108



remain constant, as the polarizing potential is increased from zero to sorne large value, the

quantity of charge collected increases at tirst rapidly and almast linearly, while at higher•
Chapter 5 Ion collection in paralle/-plate ionization chambers

•

voltages the increase in collected charge is more graduaI and asymptotically approaches

the saturation charge Qsat. A plot of the collected charge Q versus the polarizing voltage

V results in the saturation curve. A typical saturation curve is illustrated in Fig. 5.1. The

ion chamber collection efficiency curve is found by dividing the saturation curve by Q .iat

(i. e.• norrnalizing the saturation curve to l).

Figure 5.1 shows that charge loss in an ionization chamber decreases with in-

creasing polarizing potential V. However, there is an upper limit to the voltage which

cao be applied across the plates of the chamber because of the onset of either electri-

cal breakdown of the insulators constituting the chamber or charge multiplication in the

chamber sensitive gas. Charge multiplication occurs when an ion drifting in the cavity,

Qsar -----=========================
~
/
1

1 1, !
i !
,!

1

!

1

il
!j

il

Polarizing potential, V

FIGURE 5.1. Typical plot ofmeasured charge Q as a function of the chamber polarizing potential

v. The measured charge increases almost linearly for low voltages and approaches asymptotically

the saturation charge Qsat at higher voltages.
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between two successive collisions with air molecules in the cavity, gains enough kinetic

energy from the applied electric field to ionize the air.2 Thus a single ion as it travels

toward the anode can give rise to a cascade of charges. It bas been found2-4 tbat charge

multiplication in air at ambient temperature and pressure becomes an important factor

for electric fields above 2000 V/mm. At electric field strengths greater than 2000 V/mm

the chamber is said to he in the charge multiplication region; the measured charge be­

cornes dependent on the applied voltage and less dependent on the rate of initial charge

production in the chamber. Thus for ionization measurements in radiation dosimetry, it

is important that the applied chamber potential is selected such that the chamber operates

in the near saturation region yet well below the charge multiplication region.

Determination of the collection efficiency can he accomplished easily in practice

assuming that no pockets of low field-strength exist in the chamber volume as a result of

pOOl' chamber geometry where ion recombination may persist. [f the collection efficiency

of a chamber is known for a given electrode separation and polarizing potential. Q ..wt

can be determined through a measurement of Q( \/) using Eq. (5.l).

The appropriate Qsat to be used for dose detennination in radiation dosimetry is

calculated from the measured charge Q following various models for charge loss from

ion recombination and ion diffusion. Tbere are two types of recombination processes,

namely initial recombination and genera/ recombination; the latter is treated separately

for each of the three categories of ionizing radiations (continuous, pulsed., and pulsed­

scanned). Therapy machines at the Montreal General Hospital are capable of producing

only continuous and pulsed radiation beams; therefore, this thesis is concemed with

these two modalities.

Initial recombination represents the recombination that occurs between ions pro­

duced within the track of a single ionizing particle and is thus independent of dose rate.

•

•

Chapter 5 Ion collection in paral/el-plate ionizanon chambers
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combination, in contrast to initial recombination, depends on dose rate and applies to

For initial recombination, l/Q was shown5-7 to vary linearly with l/l/. General re-•
Chapter 5 Ion collection in parai/el-plate ionization chambers

ions produced in different ion traclcs which meet and recombine. For general recom-

bination, l/Q in the near saturation region (1 ~ 0.7) was found to vary linearly with

1/v·2 in continuous beams7- 11 and linearly with IjV in pulsed beams.9. 12-14 In elec-

tronegative gases it was shown that in the near saturation region, initial recombination

is negligible4• 6, 7, 14 in comparison with general recombination. For thermal diffusion of

ions against the applied chamber potential it was found 15 that l j Q also follows a linear

relationship with l /~: .

Il. Theoretical background

Il.A. Recombination rate

The probability that an ion pair recombines in the chamber volume is a function

of the concentration of positive and negative ions at a given location in the chamber and

the ion interaction time. The number of ions per unit volume dN/dV lost to recombination

per unit time dt is called the recombination rate and can be found from the following

relationship: 16

d (dlV) _ +_
dl/ dt - oC C . (5.2)

•

where Q is a constant of proportionality called the recombination coefficient, and C+ and

c- are the positive and negative ion concentrations, respectively.

Equation (5.2) can be expressed in terms of the amount of charge lost to recombi-

nation q = elV and as a function of the positive and negative charge densities p+ = eC+

and p- = eC-, respectively, where e is the electron charge. The rate at which charge is
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lost to recombination is then given as fol1ows:

d (dq) dp Q + _
dV dt = dt = -;pp. (5.3)

The exact ion concentrations at a given point in the chamber volume and the interaction

time are directly related to the polarizing potential V, the electrode separation d, and the

positive and negative ion mobilities in the chamber gas, k+ and k-, respectively.

[nside a polarized ionization cbamber positive ions drift toward the cathode while

negative ions drift towards the anode. The ions have drift velocities that are proportional

to the electric field E in the cbamber; positive ions drift toward the cathode with a

velocity of ,.+ = k+ E and negative ions toward the anode with a velocity of v- = k- E.

In air and other electronegative gases which have high electron affinities, free electrons

produced by ionizing radiation quickly attacb themselves to agas molecule, resulting in

a heavy negative ion, thus k- ~ k+. In inert gases, electrons do not combine with gas

molecules, thus the negative charge carriers are free electrons which have mobilities k-

about 3 orders of magnitude greater than k+. The ion mobility greatly influences the

recombination rate in the chamber. For high ion mobility, ions will have less time in

which to interact, consequently, the probability of recombination will be lower.

Il.B. Collection efficlency for general recombination
in continuous radiation beams

Boag and Wilson, Il expanding the work of Mie,8 developed a straightforward

theory for general recombination in a continuous beam of radiation. Consider a parallel-

plate ionization cbamber exposed to a field of ionizing radiation which produces a uniform

ions in the chamber volume then the ion current 1 at the collecting electrode will be

charge per unit volume of chamber gas per unit time. If there is no recombination of

• 1 = PcAd ,
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source of radiation, A is the area of the collecting electrode, and d is the electrode

where pc is the rate of ion production per unit volume of the chamber by a continuous•
Chapter 5 Ion collection in paraUel-plate ionization chambers

separation. Under the influence of the electric field, positive ions produced in the cavity

volume will migrate towards the negative electrode N with a velocity of k+ VId and

negative ions will migrate towards the positive electrode P with velocity k- VId. The

steady flow of ions will create a charge gradient between the electrodes N and P. Under

steady-state conditions, the positive charge density pt will increase linearly from zero

at P until it reaches a maximum value at N. Let pt(;r) he the positive charge density a

distance x from the positive electrode P. The current l(x) can he found from the quantity

of charge per second crossing a plane located at x and parallel to the electrode plates.

thus at None finds:

(5.5)

The positive charge density at N cao be calculated by equating Eqs. (5.4) and (5.5):

(5.6)

By linearly interpolating between zero and the result of Eq. (5.6) it is possible to solve

for the positive charge density at any distance x from P:

(5.7a)

Analogously, the negative charge density at a distance x from P may be expressed as:

p~(x) = ::~(d -x) . (5.Th)

•
A schematic diagram of the steady-state positive and negative ion density that develops

between the polarizing and collecting electrodes of a parallel-plate ionization chamber

is shown in Fig. 5.2.
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FIGURE 5.2. Schematic diagram of a parallel-plate chamber in which charge is continuously

produced uniformly throughout the chamber volume. The densities of the positive and negative

charge carriers are shawn as a function of the distance x from the positive electrode P.

lfEqs. (S.7a) and (S.Th) are substituted into Eq. (5.3), one can solve for the charge

[ost to recombination per second dqldt in a volume of area A and infinitesimal thickness

dx:

(5.8)

To obtain the total charge lost to recombination per second throughout the entire chamber

volume, this expression must be integrated from x = 0 ta :r = d giving:

(5.9)

Dividing Eq. (5.9) by the ideal ion current 1 [Eq. (5.4)] one obtains the fraction

f~ of charge produced by ionizing radiation which recombines in the chamber cavity:

(S.lO)

•
where,

-2 = 6 (.:.) k+ k- v..2
~ . d4 .

a Pc
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estimate the fraction of ions lost to recombination since the charge density is assumed to

If ion recombination in the chamber is non-negligible, then Eq. (5.10) will over-•
Chapter 5 Ion collection in paraI/el-plate ionization chambers

be maximal at ail points along the integration. We cao attempt to improve the solution

found in Eq. (5.10) by postulating that the charge densities at each electrode are only a

fraction/of the total current, i.e., pt(d) = f Pcd2 / k+\l and p~(O) = f Pcd2 / k-V instead

of the values given in Eqs. (5.7a) and (5.Th). Repeating the calculations leading up to

Eq. (5.10) with this reduced value for the charge densities predicts that the fraction of

charge fil lost to recombination in the chamber is then,

(5.11 )

The above expression, however, underestimates the fraction of charge recombination

because a minimum charge distribution is assumed at aIl points along the integration.

The actual charge distributions do not remain linear with distance from the electrodes,

in fact they are slightly sigmoidal in shape due to the influence of space charge on the

electric field. A more detailed analysis of the charge distribution was presented by Mies

and simplified by Greening9 for ionization in air. This work leads to an estimation of the

actual fraction of charge Ir lost to recombination in the chamber which is the geometric

mean of Eqs. (5.1 0) and (5.11), giving

-LIr - .'} .
~-

(5.12)

One cao express the fraction of the ionization which is measured at the collecting electrode

as 1 = (1 - Ir). Rearranging Eq. (5.12) and solving for / gives

Thus, the charge collection efficiency f% (V) for general recombination as a

function of applied potential V in an ionization chamber containing an electronegative

(5.13)
l

f=l+b'

•
us



the following expression:

gas and irradiated by a continuous radiation field with a constant dose rate is given by•
Chapter 5 Ion col/ection in para/Ie/-plate ianizatian chambers

in which the constant A~ is expressed as

. d4
c (Q) Pc

Ag = ;- 6k+k- ,

(5.14)

(5.15)

where the superscript c denotes continuous radiation and the subscript 9 denotes genera/

recombina/ion. The relationship was found to be valid in the near saturation region

(f~ 2: O. ï) and may also be written in the following fonn:

(5.16)

where constants ~\~ and A~ contain chamber and air parameters and are related through

,\~ = .\~/Qsat.

Equation (5.16) implies that when data of Q measured as a function of V are

plotted in the fonn l/Q vs I/V2, a straight Hne should result which, when extrapolated

to l/\;"2 = 0, yields l/Qsat. The extrapolation to l/V2 = 0 should provide a reliable

method to correct for general recombination in the case of continuous radiation. A

simplified version of this approach is the so-called two-voltage method in which the

collected charge is measured only at two voltages, \1H and VL, assuming, of course, that

Eq. (5.16) is valid in the region spanned by the two voltage points. 17- 20 If Q H and QL

are the charges measured at Va and VL, respectively, then f;(VH) can be written as

• ;C(t.T ) _ QH _ QH/QL - (l/n/VL)2
Jg YB - - ?

Qsat 1 - (VU/VL)""

116

(5.17)



•
Chapter 5

l/Q", - - - - - -;rc-------!

l1QI.'

Ion collection in paral/el-plate ionization chambers

lJQ~ _

1
f=-~

1 +A
V

lJQ Il - - - - - ye----------i

1/~

1/V2

(a)

lIV~ 1/V...

1/V

(b)

l/V~

FIGURE 5.3. Detennination of Qj(~t through a linear extrapolation of (a) l/Q vs 1/~'2 for

general recombination with continuous radiation for which the collectiun efficiency has the fonn

f =~. and (b) l/Q vs l/ll for collection efficiencies having the fonn f =~.

Equation (5.17) can be derived geometrically from the graph of 1/Q vs 1/ V 2 shown

in Fig. 5.3(a).

In the AAPM-TG21 protoco121 which deals with the calibration of high-energy

photon and electron beams, Eq. (5.17) is further simplified by using VH = 2 VL (typically,

VH = :300 V and Vi: = 150 V) so that the coilection efficiency for general recombination

in continuous radiation beams f;(Vii) may he found from

~c ( t'H) = QH = ~ _ QH .
9 Qsat 3 3Q L

II.C. Collection efficlency for general recomblnation
in pulsed radiation beams

(5.18)

•
For an ionization chamber containing an electronegative gas irradiated by a pulsed

radiation field (e.g., x rays or electron beams from a medical linac) at a constant dose

rate, where the pulse duration is short compared to the mean ion transit lime in the

cavity, the calculation of the chamber collection efficiency differs from that described in
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Section II.B. The pulse duration for a typicallinac is on the order of a few microseconds,

while the ion transit time is on the arder of 100-300 J.ls.4•
Chapter 5 Ion collection in para/lel-plare ionization chambers

In pulsed radiation beams one assumes that no steady-state ion density is developed

in the chamber volume and the ionization produced during each pulse of radiation must

he considered separately. One can assume tbat the total charge density per pulse Pp

occurs instantaneously.22

Between pulses, the ions drift to the oppositely cbarged electrodes and three

distinct regions develop in the chamber sensitive volume: (1) a positive ion region

near the cathode N, (2) a negative ion region near the anode P, and (3) a recombination

region in which positive and negative charges coexist. The three regions are shown

schematically in Fig. 5.4. The width w of the envelope of the recombination region can

be expressed by the following equation:

(5.19)

Thus at time t = 0 the width w( 0) of the region in which positive and negative charges

cao interact ta recombine is equal to the electrode separation d. At sorne time T, the width

of the recombination region will have decreased to zero. After this time recombination

is no longer possible. The period of recombination T can be solved for by setting the

width w( T) = 0 and solving for T, the time during which ion recombination can occur:

d2

T = (k+ + k-) V . (5.20)

•
When the gas is ionized by radiation, an equal number of positive and negative ions is

produced. Since a negative ion necessarily recombines with a positive ion, the positive

and negative charge densities are always equal, and one can insert p = p+ = p- into
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FIGURE 5.4. Schematic diagram of a parallel-plate chamber in which a pulsed radiation beam has

produced a uniform distribution of positive and negative charges. Positive charges drift toward the

negative electrode N with vclocity t'+. while negative charges drift toward the positive electrode

P with velocity \/_. Charge recombination is possible only in the overlap region having a width

w mat decreases with time.

Eq. (5.3) ta get

dp Q 2
- = --p.
dt e

(5.21 )

lntegrating this equation and solving for the charge density P at a given time t yields

(t) - Pp
P - l + (~) ppl .

(5.22)

where Pp is the instantaneous charge density produced during each pulse. There is a finite

probability for ion recombination as long as there exists sorne overlap of the positive and

negative ions in the chamber volume. The fraction of ions which recombine in the

chamber volume in a pulsed radiation field is a function of the positive and negative

electron densities, the size of the ion overlap region, and the electric polarizing potential.

•
The recombination fraction Ir May be expressed as

T

Ir = (Pp~dl J(:)/(ilw(ildt ,
o
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where A is the electrode area, p(t) is given by Eq. (5.22), and w(t) is from Eq. (5.19).

The integral can he divided into two parts and easily solved12 to give•
Chapter 5 Ion collection in parai/el-plate ionization chambers

(5.24)

where

d
,)

(Q) PP-
U = -; (k+ + k-) V .

Hence, the collection efficiency 1 = 1 - Ir is given by the following relationship:

1
f = - ln (1 + ll) .

II
(5.25)

The approximation to the collection efficiency f for V ~ I:x), i.e., for II -1 0 is found

by expanding ln ( 1 + u) for lL -t 0,

(5.26)

[n the near saturation region, a modified expression for the charge collection efficiency

in a pulsed radiation beam can be written as:

fP (V) = Q (V) = 1 P •

g Qsat 1 +~

where .\~ = Ctppd2 /2(k+ + k-)eV. Equation (5.27) may also be written as

1 1 ),.pg-=-+-.Q Qsat V'

with the constant ,,\~ defined as ,\~ = A~/Q!Jat.

(5.27)

(5.28)

•
Equation (5.28) implies that for pulsed radiation beams l/Q measured at several

values of V can he plotted as a function of 1/l/ and the resulting straight line extrapolated

linearly to 1/l/ = 0 to obtain l/Qsat. Agam, a two-voltage technique can be derived

120



from Eq. (5.28) for use in determining Qsato If QH and QL are the charges measured al

~"H and ~'L, respeclively, then t:(VH) can be written as:•
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(5.29)fP (va) = QH = Qil / QL - (Vs / llL) .
9 Qsat 1 - (VH/VL)

Similarly to the situation with Eq. (5.17) and Fig 5.3(a), Eq. (5.29) can be derived

geometrically from Fig. 5.3(b). A half-voltage technique analogous to that for irradiations

with continuous beams is suggested in the AAPM-TG21 protocol21 to determine the

collection efficiency for pulsed radiation beams. With Vs = 2 ~'L, Eq. (5.29) reduces to

(5.30)

•

Il.0. Collection efficiency for initial recombination

A theoretical treatment of initial recombination was tirst given by latfé,:!}-26

followed by Leal? and Zanstra.5 laffé's theory of initial recombination reduces to a

problem of simple Brownian motion under the influence of two forces: (1) the Coulomb

attraction between oppositely charged ions produced in the same charged particle ion track

and (2) the applied electric field in an ionization chamber. The theory assumes a constant

iinear ion density of No ion-pairs per centimeter foilowing a Gaussian distribution around

the charged particie track. Initial recombination is always present in an ion chamber and

is dependent ooly on the density of ions produced along the track of the ionizing partic1e,

thus initial recombination is independent of the dose rate.

When dealing with electron or photon beams monitored by typical ionization

chambers under standard clinical conditions (air at 101.3 kPa or less~ with electric fields

less than 1000 V/cm), initial recombination bas been found to be negligible compared

to general recombination.4,6, 7, 14 Current theory suggests that initial recombination is

significant when the ion density of the track is high (such as in the tracks produced by Q-

particles, or by electrons travelling tbrough a very high-pressure gas) or when the charge
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(such as in gases with very low electric field strengths). Since initial recombination

mobility is low enough so that ions do not readily migrate far from their point of creation•
Chapter 5 Ion collection in parai/el-plate ionization chambers

is probable only when the density of ions produced in a single track is high, significant

dispersion of the ion track precludes the possibility of initial recombination in the chamber

gas. The disappearance of the charged particle track is brought about by diffusion, ion

recombination. and ion drift in the applied electric field.

Jaffé found that the collection efficiency in an ion chamber with a collecting field

normal to the ion track of E (V/cm) for initial recombination could be expressed as

follows:

where

Q 1
fi=-= ·Qsa t 1 +9 h(x) ,

(
t1r) (1).

h(x) = eX 2 Ho (lX).

(5.31 )

(5.32)

.) . ,)

and X ,x E- = (~i / d)-. The constant 9 = cLVo /81r D with Q the coefficient of

recombination and D the diffusion coefficient of the ions. Thus, from Eq. (5.31) the

collection efficiency for initial recombination depends only on No and the electric

field strength E normal to the ion track. For large x, Eq. (5.32) has the asymptotic

approximation h(x) -10 J1r /2x which is accurate enough to permit, for large polarizing

potentials, Eq. (5.31) to be written in the following form:

Q 1
fi=--= ,

Qsat 1 + ~
(5.33)

•
where :\ i is a parameter incorporating various chamber and gas parameters and is

proportional to the electrode separation d.

Work by latTé and others 28,29 demonstrated that laffé's theory of initial recom-

bination permits the consistent extrapolation of measured data to the saturation charge
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Qsat. Scott and Greening7, and Ritz and Attix30 showed that for initial recombination,•
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one should find that

Ion collection in paralle/-p/ate ionization chambers

l 1 'xi
-=--+-,
Q Qsat V

(5.34)

where Q is the measured charge, Qsat is the saturation charge, l/ is the polarizing

potenlial, and '\i = Ai/Qsat. According ta Eq. (5.34), a plot of 1/Q vs 1jV, as shawn

in Fig. 5.3(b), will provide a straight line which intercepts the ordinate-axis al IjQ.iat.

Il.E. Collection efficiency for ion diffusion

In addition to general and initial recornbination, sorne charge loss in a polarized

ionization chamber may result from thermal diffusion of ions against the applied e1ectric

field. The diffusion of ions in the cbamber is a natural result of Brownian motion in

which identical gas particles become evenly distributed throughout the cbamber volume.

Diffusion acts in sucb a way as to reduce the ion gradient whicb is established as ions

migrate to the oppositely charged electrodes. An ensemble of ions originally concentrated

around a point will diffuse out as the time t increases with a rnean square fluctuation of

(.r2(t )) = :2 Dt where D is the ion diffusion constant. Thus after a time t on the order of

t ~ :2 j D where z is the relative electrode separation, sorne ions will diffuse thermally

and reach the polarizing electrode and escape detection.

ln solving this problem, Langevin15 set up a series of differential equations for

the transport of ions between parallel electrodes:

•
d ( d - )-p - - +-.
dz D dz + k hp = op p - p ~
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where the Ddp/ d=tenns represent the rate of diffusion with respect to the instantaneous

ion gradient; k+ and k- are the positive and negative ion mobilities~ respectively; the khp•
Chapter 5 Ion collection in paral/el-plate ionization chambers

tenns represent the ion drift velocities with respect to the applied electric field; op+ p- is

the rate of ion recombination; p is the rate of charge production per unit volume of gas;

/'i, is the dielectric constant of the gas; and h represents the local electric field. Langevin ~s

equations are derived directly from the continuity equation (~ . ,Ï= -dp/ dt),

The boundary conditions for this problem are such that the ion densities are zero

at the electrode plates~ p+(O) = p+(d) == 0 and p-(O) == p-(d) == O~ where z == 0 defines

the positive electrode~ and === d defines the negative electrode. One must aiso have that
cl

I Il cl:: == ~', where V is the applied potential.
()

To calculate the current per unit area i under the influence of thermal diffusion~

the rate of flow of positive and negative ions per unit area parallel to the electrode

surfaces must be calculated. Along the z-axis, the positive and negative current tlow,

i+ and i-, respectively are found from the left hand side of Eqs. (5.35) and (5.36) and

can be written as:

(5.38)

and

(5.39)

•

for positive and negative ions, respectively. To a first approximation~ the current flow at

the collecting electrode (p+ = p- == 0) May be found from:

(5.40)

in which the currents i- = D- (dp- /dz) 0 and i+ =D+ (dp+ / dz) 0 represent the diffusion

of negative and positive charges against the charge gradient.
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Langevin proposed to develop a solution to the Eqs. (5.35--5.37) based on a series

expansion of the unknowns p+, p- ,i+, i-, h in terms of p:•
Chapter 5 Ion collection in paral/el-plate ionization chambers

+ +. +,2 ..l.. +·nP = Pl P+ P2 P +... 1 Pn P +... ,

h = ho + htp + ... ,

(5.41a)

(5.41b)

(5.4le)

(5.4ld)

(5.4le)

where ail the Pi disappear at the eleetrode surfaces, and for j > l . hJ satisfy the integral
li

J hl d= = O.
a

If we eonsider only the terms that are fust arder in p, then Eqs. (5.35--5.37)

beeome

Reealling that p+(O) = p-(O) = 0, integration of Eqs. (5.42-5.44) with respect to z gives

•

:: (D- d:: +k-hOPÎ) = -1 ,

dh l -l1r (+ _)
dz = --;: Pl - Pt .

dp+
k+h p+ - n+_l - -l'+ + ..

o 1 dz - l ...
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and

d -
k-h - n- Pl '-
~ oPI + dz =ll - Z • (5.46)

[f we substitute pt = ,BI exp (~z) into Eq. (5.45) where t31 disappears on the

electrode surfaces, then we get

~'+h 3 (k+ho -:-) _ D+ (k+hoPl da l )" (k+ho~)
o.' 1 exp D+ - D+ + d= exp D+-

- l'+ + ...- - 1 .

which reduces to

(5.47)

(5.48)

[ntegrating Eq. (5.48) between the limits z = 0 and z = d gives the solution for ii as

i+ - d [_1 e_-_m_+~]
l -m+ l - e-m + . (5.49)

d

Here, the parameter m+ = k+hod/ D+ = k+V/ D+ . (Recall that l h d= = V".) A similar
o

approach may he followed to solve for iï giving,

(5.50)

•

Recalling Eqs. (5.41), and substituting Eqs. (5.49) and (5.50) into Eq. (5.40) and

dividing by the saturation curreot 1 = Adp gives the following relationship for the ion

collection efficiency for thennal diffusion 1055 in an ion chamber:

(5.51)
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large m (i.e., large applied potential):

For an electronegative gas we may assume thatm+ = 'm- =m. Therefore, for•
Chapter 5 Ion collection in paral/e/-plate ionization chambers

f=
..... em 2 2D
-----:::::1--
em -1 m kV '

(5.52)

where D and k are the mean diffusion constant and mobility, respectively, for positive

and negative ions. It can be shawn31 that ~ = Fr, where e is the electronic charge. k is

Boltzmann's constant, and T is the absolute temperature. Therefore, Eq. (5.52) becomes

2kT
f = l - eV' . (5.53)

Thus, if we assume that Eq. (5.53) represents the fust term in a series expansion,

then the collection efficiency for thermal diffusion may be represented by the following

equation:

(5.54)

i.e.,

(5.55)

•

where the diffusion constant Ad = 2 kT je = ÀdQsat. At room temperature, .\d is equal

to 0.0506 V.

Equation (5.55), similarly to Eqs. (5.28) and (5.34), implies that a plot of

l/Q vs IjV results in a straight line, which, when extrapolated to l/V = 0, gives

l/Q sat.

Il.f. Comprehensive model for Ion loss

Bohm l4 expressed the total collection efficiency f as a product of three terms

fi, fg, and fd, representing collection efficiencies for initial recombination, general
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initial recombination is independent of general recombination and ion diffusion, but

recombination, and diffusion 10ss, respectively. This approach is not entirely correct-•
Chapter 5 Ion collection in para/le/·plate ionization chambers

general recombination and ion diffusion occur simultaneously and are mutually competing

processes. However, for the purpose of our study where f is always larger than 0.7,

it is adequate to assume that general recombination and ion diffusion are independent

processes, and that Bohm's approach is valid.

For continuous beams of radiation, Bôhm's approach leads to the following

relationship:

(5.56)

•

Analyzing the relative importance of the three tenns of Eq. (5.56), Bôhm concluded that

for x rays in air at atmospheric pressure, initial recombination and ion diffusion 1055 play

a negligible raIe in comparison with general recombination, implying that in Eq. (5.56)

.\i = '\d = O. Several other investigators4• 6.7 also concluded that for continuous beams

in air at atmospheric pressures, 10ss of ions through initial recombination is negligible in

comparison with general recombination; bowever, they dealt with electric fields typically

below 50 VImm. These investigators recommend that for use in radiation dosimetry, f

and Qsat be determined from measured Q( V) data assuming the predominance of general

recombination and an approach to saturation expressed by a linear relationship between

These assumptions lead to the following method to detennine Qsat, and subse-

quently the collection efficiency f(V) from measured charge Q at applied potential V

in continuons radiation beams:
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a sufficiently high polarizing voltage is applied to ensure that aU charges Q are

measured in the near saturation region,

(ii) initial recombination and diffusion 1055 are ignored and the predominance of

general recombination is a5sume~

(iii) the collection efficiency f~ is detennined from the two-voltage technique

[Eq. (5.17)] which was derived from the assumed linear relationship in the near

saturation region between 11Q and 11 tf2 , and

(iv) Qsa t is calculated from the ratio Q(V)1f%.

We believe and show in Chapter 7 that the current methodology is in error and

that initial recombination and ion diffusion should not be neglected when calculating the

collection efficiency. For high polarizing potentials, Eq. (5.56) suggests that the relative

importance of the tenns in l/ V will be such that a failure to account for them may lead

to errors of up to 0.5% in the detennination of Qsat.

Similarly ta Eq. (5.56), for pulsed radiation beams Bôhm's treatment leads to the

following simple equation for the collection efficiency:

p _ P. _ {[ A~] [ ~\i] [ o\d]}-lf -fgfzfd- l+V l+V l+V

= {1 A~ + Ai + Ad d (_1)}-1
+ \/ + \/2 . (5.57)

•
Since general recombination in pulsed beams varies as 1/V, the inclusion of initial

recombination and diffusion 105s, which aIso vary as 11V, does not affect the functional

relationship between Q and V, and the collection efficiency fP for pulsed beams can still

be detennined from a plot of 11Q vs 1IV 0
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The cavity-gas calibration factor lVga !J can be calculated from the exposure calibra-•
Chapter 5

Il.G. Alon and Plon
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tion factor Nx provided by a national standards laboratory (see Chapter 4, Section IV.B).

For a given ionization chamber, the saturation charge Qsat is related to D!las, the ab­

sorbed dose in a cavity gas21 through D gas = JVgas . Qsat. The saturation charge used

in fuis calibration is found by dividing the measured charge by the collection efficiency

calculated using the two-voltage technique for continuous beams [Eq. (5.17)]. The col-

lection efficiency f determined at the time of calibration in a continuous radiation beam

at the standards laboratory is denoted Aton, and Qsat is calculated from Aton as follows:

Q
Qsat = -4, .

• Ion
(5.58)

[n standard dosimetry an assumption is generally made that Ajon is equal to 1.0.(ref. 32]

For clinical calibrations of radiotherapy treatment beams, to avoid confusion with Aion , a

new parameter Pion was introduced, defined as Pion = 1/f. Thus for clinical applications,

Q~at is detennined from measured Q and Pion according to the following expression:

III. Summary

Qsat = Q . Pion . (5.59)

•

There are three mechanisms for charge loss in an ionization chamber: general

recombination, initial recombination, and ion diffusion. General recombination oecurs

when a positive and negative ion from different cbarged particle tracks meet and recom-

bine in the cbamber volume. In continuous radiation beams the general reeombination

parameter A~ depends on the ionization rate p and the electrode separation d, sucb that

A~ ex jJd4 • In pulsed beams the general recombination parameter A= is proportional
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to ppd2, where Pp is the instantaneous charge density per pulse. lnitial recombination

describes the recombination of a positive and negative ion from the same particle track;

its recombination parameter increases with the electrode separation d and with the linear

ion density of the charged particle track No, such that Ai cc diVa. Ion diffusion against

the applied electric field is a result of Brownian motion and, the diffusion parameter .\d

varies linearly with temperature T, i.e., Ad cc T.

In current radiation dosimetry protocols initial recombination and diffusion loss

are ignored and the collection efficiency is detennined assuming that the approach to

saturation for both continuous and pulsed beams is governed by general recombination.

We will show in Chapter 7 that this approach can result in errors in the detennination

of the collection efficiency Je in continuous beams on the order of 0.5% because

the final approach to saturation is actually govemed by initial recombination and ion

diffusion rather than by general recombination. However, failure to accouot tor initial

recombination and diffusion loss explicitly should not affect the determination of fP since

the functional relationship between the measured charge and the applied voltage for these

processes is similar to that of general recombination in pulsed beams.

•

•

Chapter 5 Ion collection in paraI/el-plate ioni::ation chambers
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CHAPTER 6

Experimental apparatus and techniques

1. Phantom-embedded extrapolation chamber

The phantom-embedded extrapolation chamber (PEEC) is a variable air-volume,

parallel-plate ionization chamber designed to forro an integral part of a Solid-Water™

phantom with dimensions of30x30x 10 cm3. Solid-Water™ material (modeI457; RMI,

Middleton, Wisconsin) was the ideal choice for the construction of the PEEC because

it is the primary plastic dosimetry phantom used in most radiotherapy facilities. The

elemental composition and radiation characteristics of the Solid-Water™ (model 457)

have been published by other investigators. l, 2

As shawn schematically in Fig. 6.1, a 7 cm diameter, 10 cm height Solid-Water™

piston was fashioned to move inside a cylindrical aperture bored along the centre of the

Solid-Water™ phantom. Various polarizing electrodes ranging from 0.5 to 2.0 mm in

thickness can be fixed to the top of the aperture. A layer of graphite dag of thickness

:5 0.0.1 mm was spray-painted directly ODto pieces ofSolid-Water™ to forro the electrode

surfaces. The measuring and guard electrodes are attached to the top of the movable

piston such that the sensitive volume of the PEEC is defined by the volume of air

separating the polarizing and measuring electrodes. The electrode separation, determined

by the displacement of the piston, is control1ed by means of a micrometer which is

connected to the bottom of the piston through a ball-bearing mechanism. The micrometer
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FIGURE 6.1. Schematic drawing of a Solid-Water™ embedded extrapolation chamber.

provides relative electrode separations z ranging from approximately 0.5 to 10 mm.

The microrneter head is fastened to the piston housing which is securely mounted to

the phantom body. Since sorne "play" or hysteresis effect is noticeable 00 typical

micrometers, the movemeot of the piston in the cylinder (i.e., change in the air gap ~= or

sensitive air mass pA~z) is monitored by a mechanical distance travel indicator (model

25-881; Starrett, Athol, Massachusetts) which is also attached to the piston housing. The

•
free end of the distance travel indicator is allowed to contact an aluminum pin connected

to the bottom of the piston allowing the relative electrode separation to be monitored

with a precision of ±O.002 mm.
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Following the standard ionization chamber configuration, the measuring electrode

\vas connected to ground through a calibrated electrometer (model 35617 programmable

dosimeter; Keithley, Cleveland, Ohio) and the guard ring was connected to ground di­

rectly. Two variable voltage power supplies (model 412B; John Fluke, Seattle, Wash­

ington, and model 245; Keithley, Cleveland, Ohio) each providing up to ±2100 V were

connected in series to form a high-voltage source capable of delivering up to ±4200 V.

The electrometer response in the charge collection mode has been verified with a picoam­

pere current source (model 261; Keithley, Cleveland, Ohio) the calibration of which is

traceable to a standards laboratory (Nalional Research Council, Ottawa, Canada).

The overall design of the PEEC has several advantages over most commercially

available ionization chambers. Firstly, the variable-volume design of the chamber permits

the direct measurement of dQ1dm for use in Eq. (1.22), the modified Spencer-Attix

equation, circurnventing the need to know exactly the sensitive air-mass for absolute

dose determination. Consequently, the PEEC does not require a dose calibration factor,

such as 1Vgas , frOID a national standards laboratory. Secondly, the well-guarded, parallel­

plate design of the PEEC obviates the replacement correction factors associated with

cylindrical ionization chambers that are described in the AAPM-TG21 protocol for the

calibration of high-energy photon and electron beams.3 Thirdly, since the PEEC is built

directly into the phantom material, the phantom is the chamber wall and there is no need

for correction factors which account for differences in the wall material and the medium.

In addition, care was taken to minimize the amount of unwanted backscatter from non­

Solid-Water™ components of the chamber: as shown in Fig. 6.1 the piston housing, a

cup mounted to the bottom of the phantom body, was machined from aluminum (Z = 13)

which produces minimal backscatter; furthennore, aIl metallie chamber components were

located at least 10 cm away from the chamber sensitive volume.

•

•
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I.A. Electrode construction

The electrodes of the embedded extrapolation chamber were designed to be

versatile and durable. It was important to manufacture measuring electrodes of various

areas which could be interchanged easily between one electrode and another. With this

in mind, the measuring electrode was made from a 7 cm diameter, 0.5 cm thick dise

of Solid-Water™ which was fastened ta the piston with nylon screws. The eleetrical

conneetion ta the electrode surface was achieved by using small female spring-Ioaded

gold-plated pins that were pushed through small holes so that the fiat closed surface

of the pins were aligned with the dise surface. A sketch of the electrical connections

to the guard and central electrodes is shawn in Fig. 6.2. The central signal wires of

two triaxial shielded cables were outfitted with small male-pins which could be held

tightly by the female pins to form a good eleetrical connection. Polarizing electrodes

were formed on Solid-Water™ entrance windows ranging from 0.5 mm to 2.0 mm in

thickness. The polarizing electrodes covered the cylindrical aperture and were attached to

the phantom body also with nylon screws. The high-voltage connection ta the polarizing

electrode was accomplisbed with a spring-Ioaded brass pin whicb contacted the polarizing

surface directly from the underside. The thickness of the polarizing electrode used for the

measurements in this thesis was 2 mm 50 that the electrode will not suifer from bending

under the influence of high electric fields.

Graphite has low atomic number (Z =6) and, when evenly deposited on the Solid­

Water™ pieces, constitutes an ideal conductor for the purposes of radiation dosimetry.

Several coats of graphite dag (Aquadag; Acheson colloids (Canada) Limited, Ontario)

of ·10 /lm thickness per coat were spray-painted by means of a pressurized airbrush

(Eclipse; Iwata, Japan) ooto the Solid-Water™ pieces to form the electrode surfaces.

Each thin layer was carefully sanded and polished to remove small surface irregularities

•

•
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FIGURE 6.2. Schematic diagram of the 7 cm diameter Solid-Water™ mobile piston. The

Solid-WaterfM electrode disc is fastened to the top of the piston by means of low atomic

number nylon screws. Small spring-loaded gold-plated contact pins are used to fonn the electrical

connection between the signal wires and the graphite electrode surface (:: 0.05 mm thick). The

measuring and guard electt'odes are separated by a thin groove etched into the graphite surface.

Graphite is also spray-painted onto the bottom of the elcctrode to reduce leakage currents coming

from beneath the electrode disco

which are inherent to the spray-painting process, thereby ensuring a unifonn deposition

of graphite on the Solid-Water™. This process was repeated until the cross-diameter

•
resistance of the electrode surface feU below 30 n. A 30 n resistance corresponds ta

a graphite layer of less than 0.05 mm in thickness. The bottom surface of the Solid­

Water™ disc holding the measuring and guard electrodes was also painted with graphite
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dag. The bottom surface was connected electrically to the guard electrode. Together the

guard electrode and the graphite undercoating prevent leakage currents from reaching the•
Chapter 6 ExpenOmental apparatus and techniques

measuring electrode.

Once a sufficient coating of graphite was attained on the top surface of the Solid­

Water™ disc't a lathe was used to etch a small circular groove into the graphite layer't

producing an electrical separation between the central electrode and the guard electrode.

For the data reported in this thesis't the circular groove had a diameter of roughly

2.5 cm. In the next section't the effective area of the measuring electrode is shown

ta be il = 4.597 ± 0.03 cm2•

I.B. Determination of the effective electrode area

Equation (1.22) can be used as a practical approach to radiation dosimetry,

provided that one bas an accurate knowledge of the effective area A of the measuring

electrode. The effective measuring electrode area Amay differ slightly from its physical

area due ta uncertainty in which side of the groove separating the measuring and guard

electrodes an electric field line will tenninate. It is reasonable then to adopt an electrical

method for the detennination of A.

An inherent capacitance is associated with any parallel-plate ionization chamber.

Assuming that the guard electrode is sufficiently large't there will be no "'bowing''t of

the electric field near the edges of the collecting electrode, thus the capacitance C of

the parallel-plate ionization cbamber can be approximated by the expression for two

infinitely large parallel conducting plates:

between the conducting surfaces, and ~Q is the change in the charge measured by the

where ta is the electrical pennittivity constant (8.85x 10-12 F/m), z is the separation•
~Q (,,4)

C = ~\.l = ê o d ' (6.1)
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electrometer when the polarizing voltage is changed by an amount .:lltr
•

For a given electrode separation d, the change in the charge ~Q on the measuring•
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electrode can be measured for a given change in the applied voltage ~V. A plot of

~Q vs ~V for various ~V produces a straight line whose slope is equai ta the mean

chamber capacitance C for a given d.

It is unnecessary to know the absolute electrode separation d for the variable

volume PEEC al this stage. For a given relative electrode separation z, the capacitance

C of the chamber was determined as outlined above. Since the chamber capacitance can

be determined very accurateiy, it can serve as the x-axis, while the unknown relative

electrode separation =is plotted along the y-axis. Equation. (6.1) can be rearranged so

that =can he expressed in teons of C, A, and ~o as follows:

(6.2)

•

It is evident that a plot of the relative electrode separation z as a function of the inverse

capacitance C-l =~ \il~Q will result in a straight line with a slope equal to ~o.·-L By

dividing the slope of this line by the electrical permittivity constant ~o, one arrives at

the effective collecting electrode area A.

Data collected for one of the measuring electrodes used by the PEEC are shown

in Fig. 6.3. The slope of the line was found to be (4.068 ± 0.02)x 10-12 F mm which,

when divided by €o results in an effective electrode area of A =4.597 ± 0.03 cm2.

This collecting electrode was used in all PEEC measurements reported in this thesis.

Incidently, the absolute electrode separation d can be found by calibrating the relative

electrode separation z axis such that the solid line in Fig. 6.3 intersects the y-axis at O.

Mathematically, d = z - Zo, where Zo is the y-axis intercept.
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FIGURE 6.3. A plot of the relative electrode separation =as a function of the inverse capacitancc

(~Q / ~V) -l. The solid 1ine represents a least-squares fit to the data and bas a slope 4.068 mm pF.

The electrode area is determined from m/€o and equals 4.597 ±0.03 cm:!.

Il. Calibration of the electrometer

For dosimetric purposes, it is important that one measures the collected charge

in an absolute manner. Consequently, it was necessary to verify the response of our

electrometer with a calibrated picoampere current source. A digitally controlled timing

circuit (pseudo-arc monitor unit counter) which is nonnally used ta control the bearn-on

time of the Clinac-18 medical linear accelerator for special treatments at the Montreal

General Hospital was modified to serve as a universal timer. The timing circuit includes

a relay switch which is triggered by an electronic pulse-couDter. For the purpose of

electrometer calibration, the pulse-counter was driven by a sYnchronized internai dock

accurate ta better than ±l ms. The calibrated current source (model 261; Keithley,

Cleveland, Ohio) was connected to the input of the relay switch which had its output

connected directly to the electrometer. The calibrated picoampere source was set to
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deliver ±l.OOO nA and the timing unit programmed to allow current to flow into the

electrometer for 100.0 s resulting ideally in an integrated charge of 100.0 nC reaching

the electrometer by the time the relay-circuit was closed by the pulse counter.

The overall uncertainty of the electrometer calibration apparatus including the

calibrated current source, the timing circuit, and the analog relay is limited by the time

necessary for the relay switch to open an close the circuit. The switching rime of the

circuit was experimentally determined to be less tban 2 ms, and is negligible for times

on the order of 100 s. Ten separate measurements in each of the positive and negative

current directions were made giving a mean electrometer reading of99.99 tO.02 ne where

0.02 nC represents one standard deviation of the measured data. Thus, the electrometer

is precise to 0.02% and bas a correction factor of 1.00006 ± 0.00002. This is weIl below

the uncertainty in the integrated charge delivered ta the electrometer, and therefore, does

not need to be considered further.

•
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•

III. Charge collection potential

Before undertaking a calculation of the absorbed dose using the signal from the

PEEC, it is important to experimentally determine the amount of charge recombination

tbat occurs in the chamber sensitive volume for every electrode separation. To achieve

this, a series of saturation curves for each radiation modality (i.e., continuous photon,

pulsed photon, and pulsed electron beams) was collected as a function of the electrode

separation prior to the measurement of the ionization gradient in phantom. Experimentally

measured saturation curve data did not agree fully with calculations based on the Boag

theory for the generai recombination of ions in continuous4, 5 and pulsed6, 7 beams

(see Chapter 5). In Chapter 7 these relatively minor yet measurable discrepancies are
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diseussed and a modified theory for ion recombination is developed. Based on the results

obtained in Chapter 7, we conclude that the optimum polarizing potential at whieh to

colleet ions liberated in the chamber sensitive volume lies in the low voltage portion of

the near saturation region (O.7 ~ f ~ 0.9) where charge multiplication is negligible. It

can be shown that an electric field strength of ... 200 V/mm is sufficient to operate the

PEEC in the optimum charge collection region for aU electrode separations.

•
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IV. Calibration of therapy machine output

The embedded extrapolation ehamber was used to determine the output of var­

ious high-energy photon and electron beams which are in clinical use at the Montreal

General Hospital. Dose measurements made with the PEEC were compared with dose

measurements conducted using calibrated Fanner-type cylindrical ionization chambers.

Irradiations of the PEEC and the calibrated Fanner-type chambers were perfonned with

a Cobalt-60 gamma source (Theratron 780; AECL, Ottawa, Ontario), x-ray beams in the

energy range from 4 to 18 MV, and electron beams in the nominal energy range from 6

to 22 MeV. AlI high-energy x-ray and electron beams were provided by a Clînac-2300

linac (Varian, Palo Alto, California) with the exception of the 4 MY and the 10 MV

x-ray sources, which were from a Therapi 4 linac (EMI, Sunnyvale, California), and

a Clïnac-l8 linac (Varian, Palo Alto, California), respectively. Output calibration mea­

surements for the x-ray beams were made at 5 cm depth in solid water. For electron

beams, the depth of calibration corresponded ta the depth of dose maximum for a given

beam. The mean value of the dose determined by two Farmer-type chambers was used

for comparison with the dose detennined using the PEEC.

The reference point for detennining the chamber depth in phantom was taken
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as the depth of the proximal surface of the polarizing electrode (i.e., the bottom of the

graphite dag layer). The desired depth in phantom was obtained by adding an appropriate

thickness of phantom material to the top of the PEEC and accounting for the thickness

of the Solid-Water™ used to hold the polarizing electrode (2 mm). The absorbed dose

in Solid-Water™ at the reference depth was determined by substituting the ionization

gradient dQ / d::. (corrected for charge losses as weil as for temperature and pressure)

into Eq. (1.22) according to the AAPM-TG21 3 and AAPM-TG2S8 protocols for the

detennination of absorbed dose using parallel-plate ionization chambers in high-energy

photon and electron b~ams, respectively.

Measurements of the PEEC response to radiation in a given beam of radiation were

performed for various relative electrode separations ::. The electrode separations were

chosen in order to satisfy the Bragg-Gray cavity conditions. The polarizing potential

tor each electrode separation was selected to produce an electric field in the chamber

sensitive volume of approximately 200 V/mm for aIl dose output measurements. AlI

ionization measurements were corrected for charge recombination and diffusion losses

following the method outlined in Chapter 7. Ionization measurements were also corrected

for temperature and pressure. At a given electrode separation., the response of the chamber

is linear with dose and., for the same dose, reproducible to better than ±O.2%.

•
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v. Summary

The Solid-Water™ phantom-embedded extrapolation cbamber (PEEC) is a vari­

able air-volume parallel-plate ionization chamber which forros an integral part of a Solid­

Water™ water-equivalent phantom. The chamber relative electrode separation can range

from 0.5 mm to 10 mm with a precision of±O.002 mm. The chamber is designed such as
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to minimize the amount of scatter from non Solid-Water™ chamber components. Hence,

aIl metallic chamber components are separated from the sensitive volume by 10 cm of

Solid-Water™.

The design of the PEEC bas several advantages over cylindrical Fanner-type

chambers that are currently in use for the calibration of high-energy photon and electron

beams:

•
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(i) the PEEC cao measure the ionization gradient dQ1dm directly without pnor

calibration in a known radiation field;

(ii) the replacement correction factor associated with cylindrical ionization chambers

is not required for parallel-plate ionization chambers; and

(iii) since the phantom is essentially the chamber wall, a wall correction factor is

unnecessary.

From capacitance measurements using a calibrated electrometer the effective area

A of the PEEC collecting electrode was determined to he A = -1:.59; ± D.Da cm:!. The

electrometer was calibrated from a calibrated current source at the Montreal General

Hospital using a specially designed digital timing circuit and was found to have a

calibration factor of essentially 1.000.
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• CHAPTER 7

Determination of ion collection efficiency

1. Introduction

In currently used radiation dosimetry protocols the relative contributions of initial

recombination and ion diffusion to the total charge 10ss are assumed to be negligible

in comparison with the contribution of general recombination, and therefore are not

considered when calculating the ionization chamber ion collection efficiency. This

assumption May lead to errors in the calculated ion collection efficiency since, strictly

speaking, initial recombination and ion diffusion against the applied potential are always

present.

In Chapter 5, it was shown that the effects ofbath general and initial recombination

as weIl as ion diffusion can he incorporated into a comprehensive model for charge 10ss

in an ionizatian chamber. According to Bôhm's comprehensive model for charge loss

in an ionization chamber, 1 described in Chapter 5, the total ion collection efficiency in

a continuous radiation beam Je May be written as foUaws:

(7.1 )

•
where ,\~ is, in theory, proportional ta dose rate pc of the continuous radiation and ta the

fourth power af the electrade separation d, i.e., A~ oc pd4 ; Ai is proportional to d and
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ta the linear ion density No per charged particle track; and Ad is directly proportional ta

the temperature T of the chamber gas. Thus A~ depends on both the dose rate and the

chamber geometry, Ai depends on the chamber geometry but not on the dose rate, and

•
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.\d is independent of both the chamber geometry and the dose rate.

In a continuous radiation beam, the relative importance of general recombination

with respect ta ion diffusion c\~ may be calculated by taking the ratio of the general

recombination term and the ion diffusion term in Eq. (7.1), ta obtain

(7.2)

From Eq. (7.2) it is clear that, for non-zero Ad, c\~ decreases as the applied potential Vis

increased and as Pc or d are decreased. The relative importance of general recombination

with respect ta initial recombination c '(f may be calculated in a similar manner to get

\c/T>~2 • d'J
,9 _ • 9 V pc .

c\i - ~\i/l,/ oc V .

and similar conclusions to those obtained from Eq. (7.2) may be drawn.

(7.3)

•

Table 7.1 summarizes the dependence on the dose rate Pc and the electrode

separation d of the various chamber parameters A~, Ai, and Ad for general recombination,

initial recombination, and ion diffusion, respectively, in continuous beams of radiation.

The relative contributions of the three charge loss mechanisms in tenns of c \;[ and

c \ t, where j is a variable representing the appropriate charge loss mechanism (general

recombination, initial recombination, or ion diffusion), are also shown in columns (6) and

(7), respectively. The presence of a voltage tenn in columns (6) and (7) suggest that a

deviation from linearity might he observed ifone accounts for ooly general recombination

in the chamber and saturation curve data are plotted in the form of 1/Q vs 1/V2 •
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Table 7.1 Summary of the dependence on polarizing potential V of general recombination, initial

recombination, and ion diffusion in continuous radiation beams. The chamber-air parameters for

the above charge loss mechanisms, A~, Ai, and Ad, respectively, along with their dependence on

the dose rate Pc and the electrode separation d are also listed. In addition, the relative contributions

of each charge loss mechanism in terms of cX~ [column (6)] and c,:t{ [column (7)] where j is

a variable representing the appropriate charge loss mechanism (general recombination, initial

recombination, or ion diffusion) are shown.

•
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(1) (2) (3) (4) (5) (6) (7)

voltage cbamber-air dose rate d j j
c\d ,~ \i

dependence parameter dependence dependence

general
V 2 .\~ Pc dot Pc d4 /\" p,:d3

/\'recombination

initial Vi Aj d d 1
recombination

-

ion diffusion Vi Ad - - 1 d- 1

As shown in Chapter 5, the comprehensive model for charge loss in a pulsed

radiation beam predicts that the ion collection efficiency fP is given as:

fP = f:fifd

= {1 A~ + ~\i + ·\d zJ (_1.)}-(+ l/ + V:! . (7.4)

•

where ~\i and Ad were defined above for continuous beams, and A~ is proportional to the

pulse charge density Pp and to the square of the electrode separation d, i.e., A~ ex: ppd'2.

The relative importance of general recombination for pulsed beams with respect

to ion diffusion px~ May be calculated from

(7.5)
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Table 7.2 Summary of the dependence on polarizing potential V of general recombination. initial

recombination. and ion diffusion in pulsed radiation beams. The chamber-air parameters for the

above charge 10ss mechanisms, A~, Ai 1 and Ad, respectively, along with their dependence on the

pulse charge density Pp and the electrode separation d are also listed. In addition, the relative

contributions of each charge loss mechanism in terms of pX~ [column (6)] and p \i [column (7)]

where j is a variable representing the appropriate charge loss mechanism (general recombination.

initial recombination, or ion diffusion) are shown.

•
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(1) (2) (3) (4) (5) (6) (7)

voltage chamber-air dose rate d xJ ,·xi
dependence parameter dependence dependence

r. J

general V'I A~ Pp d'2 Pc d2 p,.d
recombination

initial V'1 ~\i d d 1
recombination

-

ion diffusion V'I Ad - - 1 d- 1

Thus the relative importance of general recombination with respect to ion diffusion is

diminished for small electrode separations d and for low pulse charge densities Pp'

Table 7.2 summarizes the dependence on the pulse charge density Pp and the

electrode separation d of the various chamber parameters ,\~, .\•. and ~\d for general

recombination, initial recombination, and ion diffusion, respectively, in pulsed beams of

radiation. The relative contributions of the three charge 10ss mechanisms in terms of

p\~ and p \1, where j is a variable representing the appropriate charge loss mechanism.

are also shown in columns (6) and (7), respectively. The absence of a voltage term

in columns (6) and (7) implies that the relative contributions of general recombination,

initial recombination, and diffusion loss cannot be discemed by varying the chamber

potential. Thus, no error in the determination of the ion collection efficiency fP From

considerations of general recombination alone (i.e., ignoring initial recombination and

diffusion 10ss) should be observed from a plot of l/Q vs l/V for pulsed beams.

151



In this Chapter, we study the dependence of the collection efficiency data on the

applied chamber polarizing potential for cylindrical Farmer-type ionization chambers and

for parallel-plate ionization chambers in both continuous and pulsed radiations beams.

By varying the source-detector distance, we were also able to look at the dependence of

the ion collection efficiency on the dose rate pc in continuous beams and on the pulse

charge density Pp in pulsed beams. In addition, the dependence of the ion collection

efficiency on the electrode separation d in continuous and pulsed radiation beams was

studied using the variable-volume phantom-embedded extrapolation chamber (PEEC).

•
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Il. Materials and Methods

Il.A. Ion collection efficiency measurements with a Farmer chamber

The continuous photon beam for our measurements was provided by a Cobalt-60

unit (Theratron-780, ABCL, Ottawa, Ontario). The unit is used for routine radiotherapy

and produced an exposure rate in air of 160 R!min for a 10x 10 cm2 field at a source­

chamber distance (SeO) of 80 cm. The pulsed beams used in our measurements

(18 MV photons and 9 MeV electrons) were obtained from a Clinac-2300 medicallinear

accelerator with a dose rate of ...500 cGy/min at the depth of dose maximum dmax in a

water phantom for a 10x 10 cm2 field al a source-surface distance (SSO) of 100 cm. The

instantaneous charge density produced in the chamber per pulse, Le., the pulse charge

density Pp, for this geometry is approximately 1 nC cm-3•

For continuous photon beams, the saturation curves reported below were measured

with a commercial 0.6 cm3 Farmer-type thimble ionization chamber (model 2571 A,

Nuclear Enterprises, Beenham, Reading, England). The Fanner chamber was operated in

the standard configuration, with the collecting electrode grounded through an electrometer
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(model 35617, Keithley, Cleveland, Ohio) and the polarizing electrode connected to a

regulated OC power supply (model 412 B, Fluke, Seattle, Washington). The chamber

polarizing potentials for the Fanner chamber ranged from 0 to 650 V, and the exposure

rates from -14 RJmin (long SCO) to -5400 R/min (SeO -15 cm; the chamber inside the

cobalt unit multivane collimator), corresponding to dose rates to a small mass ofwater in

air of -14 cGy/min to -5400 cGy/min, respectively. The saturation charge results reported

in Section IlI.B were normalized to irradiation times of 1 minute.

Measured leakage charges were essentially linear with applied chamber voltage

and amounted ta less than 0.01 nC/min at a potential of 600 V. At a potential of 600 V

the current callected for a dose rate of 160 cGy/min was on the arder of 35 nC/min, thus

we estimate the leakage as a percentage of the total measured charge on the arder of

0.001 %, 0.03°,/0, and 0.3% at dose rates of 5400, 160, and 14 cGy/min, respectively. At

potentials below 600 V the ratio of leakage charge to the total measured signal in the

near saturation region is proportionally lower. In view of its relatively low contribution

ta the total signal, the leakage charge has been ignored in the analysis of the data.

A polystyrene cobalt-60 buildup cap was used in aIl continuous beam irradiations.

For each chamber polarity, the mean value of at least four measurements was used for the

measured charge. The standard deviation of the measured charge at each point typically

was on the arder of 0.07% of the mean. The charge Q reported in the data analysis below

represents the mean value af the measured charges obtained for positive and negative

chamber polarities. The polarity effect for the Farmer-type chamber was on the order

of O. 1% of the measured Q.

Measurements of the collection efficiency in the pulsed radiation beams were

carried out in the standard calibration geometry for the Clinac-2300 linear accelerator

at the Montreal General Hospital, i.e., with a field size of 10x 10 cm2 at an SSD of

•

•
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100 cm, and at a depth in phantom of 5 cm for the 18 MY photon beam, and at dmax

(2.2 cm) for the 9 MeV electron beam. The pulse charge densities Pp produced in the•
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•

chamber for the 18 MV photon beam and the 9 MeV electron beam at an SSD of 100 cm

were approximately 1 nC cm-3. A second set of collection efficiency data for the 18 MY

photon beam was also collected for an SSD of 500 cm and a field size of 15 x 15 cm2

defined at the phantom surface, which produced a Pp of approximalely 0.04 nC cm-3

(1/25 nC cm-3).

Il.B. Ion collection efficiency measurements wlth a
phantom-embedded extrapolation chamber

The characteristics of our phantom-embedd extrapolation chamber (PEEC) were

described in detail in Chapter 6. A series of saturation curves corresponding ta various

electrode separations d was collected for continuous photon beams, an 18 MV pulsed

photon bearn, and a 9 MeV pulsed electron beam. Ion collection efficiency data were

studied for separations d of 0.5, 1.5, 2.5, and 3.5 mm which span the entire range of d

used in the output calibration of clinical radiotherapy machines.

Saturation curves for continuous radiation beams were measured at a depth of

5 cm in Solid-Water™ phantom with an SSD of 80 cm and field size of IOx 10 cm2

defined at the phantom surface. Measurements in the pulsed radiation beams were done

al an SSO of 100 cm and a field size of 10x 10 cm2 defined at the phantom surface. For

the 18 MY photon beam the depth of measurement in Solid-Water™ phantom was 5 cm

and corresponded to a pulse charge density Pp of .. l nC cm-3• For the 9 MeV electron

beam the depth of measurement was 2.2 cm (dma:c) also corresponding to a pulse charge

density Pp of -1 nC cm-3. The collection efficiency for an electrode separation of 2.0 mm

was a150 measured at depth of 5 cm in phantom with an SSD of 500 cm and field size

of 15x 15 cm2 defined at the phantom surface corresponding to Pp -0.04 nC cm-3. The
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each electrode separation.

electric field strength in the chamber sensitive volume ranged from 0 to 400 V/mm for•
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Measured leakage charges were negligible for ail electric field strengths with this

chamber. For each chamber polarity, the mean value of at least four measurements

was used for the determination of the measured charge. The standard deviation of the

measured charge at each point typically was on the order of 0.050/0 of the mean. The

charge Q reported in the data analysis below represents the mean value of the measured

charges obtained for positive and negative chamber polarities. The polarity etfect for the

PEEC ranged between 0 and 5% of the measured Q, being most severe for small d in

the pulsed electron beam and least severe for large d in the pulsed photon beam.

III. Results for continuous photon beams

litA. Collection efficiency for a Farmer chamber in continuous
radiation al a constant dose rate

Figure 7.l(a) shows typical saturation curve data measured with a dose rate of

160 cGy/min and plotted in the standard l/Q vs 1/V2 fonnat for O.ï < f < 1. The

dotted line represents a least-squares fit to measured data in the voltage range from

5 to 100 V and fits the 1/V·2 model with a very high correlation coefficient. This

suggests tbat the assumption of the predominance of general recombination is valid and a

linear extrapolation of 1/V2 ---+ 0 yields a Qsat of 33.76 nC for the particular collection

efficiency experiment shown.

However, a closer look at the data points of Fig. 7.1(a) reveals that 1/Q deviates

from the expected 1/V2 dependence at large applied potentials (l/V 2 ---+ 0). This

deviation becomes more evident in Fig. 7.1(b), which presents on an expanded scale
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FIGURE 7.1. A plot of L/Q vs L/V2 for saturation curve data measured with a 0.6 cm] thimble

ionization chamber in a continuons beam of photons with an exposure rate of 160 Rlmin. Part

(a) shows the full data set in the near saturation region where 0.7 :: f < 1.0. The dotted linc

represents a least·squares fit to the data indicated by open circles and results in Q3at =33.76 ne.
Data within the shaded area of (a) for the near saturation region are shown on an expanded scale

in (b). The solid line in (b) represents the curve fit of Eq. (7.6) ta the data shown by open circles

with Cl! =3.79x Uj3 y and 13 =2.57x 10-1 y 2, and provides a Q3at of 33.88 nC. The data in the

shaded region of (b) for the extreme near-saturation region are shown on an expanded scale in (c).

The dotted line in (c) corresponds to the least-squares fit shown in (a). The dashed-dotted line

represents the two-voltage technique [Eq. (5.18)] applied to data measured at 150 Y and 300 Y

(identified by double circles) and results in Q3at = 34.01 nC.
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Fig. 7.l(b) represents the linear fit to measured data obtained in Fig. 7.1(a). It is obvious

the near saturation data of Fig. 7.1(a) corresponding to f ~ 0.97. The dotted line in•
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that charges measured at large potentials actually exceed the value for Qsat of 33.76 nC

as determined from the linear fit to data in Fig. 7. 1(a), placing ioto doubt the conventional

wisdom that 1/Q vs 1/V:! follows a linear relationship in the whole collection efficiency

range from 0.7 to 1.0.

As discussed above, in addition to general recombination there are two other

processes which contribute to charge loss in an ionization chamber: initial recombination

and diffusion loss. These two processes depend on the applied potential but not on

the dose rate and are generally ignored in the detennination of Qsato However, they

rnay play a raie in the final approach to saturation because they are govemed by a

1/ Q vs 1/~. linear relationship that saturates more slowly than general recombination

which is cbaracterized by a 1/ Q vs 1/V 2 linear relationship.

Ta investigate the possible effects of initial recombination and ion diffusion on

the saturation curve, we express Eq. (5.56) in the form of

(7.6)

•

where Q = (Ai + :\d/Qsat and ;3 = (Ag + AiAd)/Qsat, and carry out a curve fitting to

the measured data of Fig. 7.1(a) in the voltage range from 5 to 100 V. As shown by the

solid curve in Fig. 7.1(b), Eq. (7.6) applied to the data indicated by open circles, with

Q =3.79 x 10--3 V and f3 = 2.57 x 10-1 y 2 gives a better agreement with measured data

tban the l/Q vs 1/V2 linear relationship. Equation (7.6) results in a Qsat of 33.88 ne,

but still fails to predict the values for Q measured at chamber polarities above 200 Y.

The Qsat obtained with Eq. (7.6) exceeds the result obtained from the linear

extrapolation of l/Q vs 1/V2 by 0.4%. Thus, the breakdown of the l/Q vs 1/V2 linear
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relationship at high chamber potentials May be explained partially by the contribution of

initial recombination and ion diffusion to the total charge lost in the chamber volume.

The excess charge measured at potentials above 200 V, however, is probably contributed

by non-dosimetric effects and therefore should not be included in the determination of

the true saturation charge that is used in the detennination of the absorbed dose.

The finding that charge measured above ...200 V contains a small non-dosimetric

component is of sorne interest clinically. Cylindrical ionization chambers are typically

operated at potentiais of 300 V and Qsat values are determined customarily with the two­

voltage technique given by Eq. (5.17) using charge data measured at 300 V and 150 V.

Since these two points seem to contain a small non-dosimetric component, as shown in

Fig. 7.1(b), the two-voltage technique might result in an erroneous value for Q.'lCLt.

To evaluate this potential problem for our ionization chamber we illustrate in

Fig. 7.1(c) the results of the two-voltage technique [Eq. (5.18)] advocated by the AAPM2

and others3-6 for the detennination of Qsato The dotted Hne represents the linear fit of

1/Q vs t/F:? obtained in Fig. 7.1(a). The dashed-dotted Hne represents the two-voltage

technique through charges measured at 300 V and 150 V. Since the data measured at

these two points are already outside the linear region of the 1/Q vs 1/V:! plot, the linear

fit to ooly these two data points actually produces a larger Qsat (34.01 nC) than did

the linear fit of Fig. 7.1(a) accounting tor general recombination alone (33.76 nC) or

Eq. (7.6) in Fig. 7.1(b) accounting for general recombination, initial recombination, and

diffusion loss (33.88 nC). The latter value provides the best estimate for Qsat with the

two-voltage technique overestimating the value by 0.4% and the linear fit of l/Q vs 1/\/·

underestimating it by 0.4%.

Severa! effects such as chamber leakage currents, charge multiplication in the

chamber sensitive volume, or Schottky effece may be the cause of the non-dosimetric

•

•
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excess charge at high chamber potentials. Schottky effect is extremely unlikely to

affect our measurements at room temperature and chamber potentials below 1000 V.

!ts estimated contribution to the total measured charge is on the order of 1~7 nC/min.

As mentioned above, the chamber leakage currents measured in the absence of

radiation were negligible in comparison to the measured signa!, except possibly for the

highest applied potentials (>600 V) and the lowest dose rate (14 cGy/min) where the

leakage current may have accounted for up to 0.3% of the measured signal. Despite

the possibility that chamber leakage currents increase under the influence of radiation

and adversely affect the measured charge in a manner for which we cannot correct, we

conclude that the chamber leakage currents are not responsible for the excess measured

charge.

To avoid problems with charge multiplication inside the chamber sensitive volume,

Boag recommended that electric fields should not exceed 1000 V/mm anywhere in the

chamber volume. The electric field inside our thimble chamber was estimated following

the method proposed by Boag.8 The maximum field strength, corresponding to an

applied potential of 650 V, present in the chamber was -1500 VImm at the tip of the

central electrode (assuming a hemispherical electrode tip) and only -700 V/mm along

its length. One should expect that charge multiplication can be discounted since the

maximum electric field present in the chamber (1500 V/mm) is less than 2000 V/mm, the

electric field strength at which charge multiplication is believed to become important,8-10

However, il is possible that the small excess charge measured at high applied potentials

is caused by the onset of charge multiplication in the chamber.

Charge multiplication is an exponentially increasing function of the applied voltage

and will multiply the measured charge Q such tbat the collection efficiency f = Q / Qsat

is given by f = Qe'Yv·/Qsat, where i is a constant of proportionality for charge

•

•
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following approximation for the saturation curve:

multiplication. Based on Eq. (7.6), accounting for charge multiplication leads to the•
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(7.7)

In Fig. 7.2 we plot the data from Fig. 7.1 in the form l/Q vs l/V for collection

efficiency f > 0.99. The dotted line in Fig. 7.2 represents the linear fit to measured data

obtained in Fig. 7.1(a) assuming the presence of general recombination alone~ the solid

line represents the fit of Eq. (7.6) [0 =3.79x 10-3 V, 3 =0.257 V2, Qsai =33.88 nC]

obtained in Fig. 7.1 (b) accounting for both general and initial recombination as weil as

for diffusion loss; and the dashed line represents the curve fit of Eq. (7.7) accounting for
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FIGURE 7.2. A plot of the saturation curve data of Fig. 7.1(c) in the extreme near-saturation

region in the form of l/Q vs liV. The dotted curve corresponds to the least-squares fit

shown in Fig. 7.1(a). The solid curve corresponds the fit of Eq. (7.6) from Fig.7.1(h). The

dashed curve represents the curve fit of Eq. (7.7) with il =3.71x U/) V, t3 =0.257 V2, and

i = 1.2 X 10-5 V-l, accounting for both general and initial recombination, ion diffusion, as weil

as charge multiplication, and predicts that Q"Ilt = 33.87 nC.
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charge multiplication in addition to the three charge 10ss processes with a = 3.71 x 10-3 V,

3 =0.257 V2, Qsat = 33.87 nC, and '"Y = 1.2 x l(r5 y-I.•
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It is evident that Eq. (7.7) follows the measured data very well in the whole

collection efficiency range from 0.7 to 1. A Qsat of 33.87 nC was determined through

the fitting of Eq. (7.ï) to the entire range of measured data and is within 0.03% of the

value obtained in Fig. 7.1(b) using Eq. (7.6). The excellent agreement between the semi-

empirical model of Eq. (7.7) and measured data in the extreme near-saturation region

supports the hyPOthesis tbat charge multiplication contributes to the measured charge

and that this excess charge should not be counted as part of the dosimetric process.

Equation (7.7) implicitly contains the true Qsat and allows for its extraction from the

measured data by separating the contribution of charge multiplication and the dosimetric

signal.

III.B. Dose-rate dependence of the collection efficiency for
a Farmer chamber in continuous radiation

The saturation curve of Fig. 7.1 was measured at a dose rate of ·160 cGy/min.

Since it is weIl known that the approach to saturation depends on the dose rate as weil as

on the applied potential, we carried out collection efficiency experiments on our chamber

with various other dose rates from ·14 cGy/min to ·5400 cGy/min. Saturation curve data

measured at five dose rates (14, 70, 160, 454, and 5400 cGy/min) are shown in Fig. 7.3

in the form of l/Q vs 1/\.-,0 for the near saturation region (·0.8 <f< 1) in (a), and for

the extreme near-saturation region (...0.99 <f < 1) in (b). The dotted curves represent

data fits assuming the validity of the 1/Q vs 11V 2 relationship (general recombination

alone); the solid curves represent fi15 of Eq. (7.6) to measured data indicated by open

circIes, accounting for aIl three charge 10ss processe5 (recombination and diffusion); and

the dashed corves represent fits of Eq. (7.7), which models the three charge 105s processes

161



Chapter 7

14 cGy/min

70cGy/min,1.

0.0298

0.0692r
~ 0.0690f.... ··

~.,..

1/V (V'1 )

0.000 0.005 0.010 0.015 0.020 0.025

0.3405
Ü.s 0.3395

0.3415

Determination of ion collection efficiency

0.0294 ~.'i •

g ••2.je-( J-

1_60_C,G::
0.0109 /~

Ü 0.0296
1

_..__-_- ...

.s

/

14 cGy/mln

70 cGy/mln

160cGy/mln0.032

0.030

0.020

0.350

0.365

0.360

Ü 0.355.s

1/V (V'l)

0.00 0.05 0.10 0.15 0.20 0.25

~.,.. 0.345

0.0821

aoao l
Ü 0.078 ~
.s 0.076 il
Q' 0.074

.,.. 0.072

0.070

::::r
ü 0.036.s

0.034
~.,..

•

0.000~~ ....r..-_--I.._--.l

0.00 0.05 0.10 0.15 0.20 0.25

0018

454cGy/min

0.00098

0.0106

0.00086 L..-_.........._---'"__....l....- -----'

0.000 0.005 0.010 0.015 0.020 0.025

~ 0.00090.,..

0.0108

Ü 0,0107
.s

Ü 0.00094
.s

S400 COy/min
0.001

0.004

0.012
1

~ 0014.,..

Ü.s 0.016

Ü 0.003
.s

0.002
S!'.,..

1/V (V·1
)

<a)

•
FIGURE 7.3. Saturation curve data for a 0.6 cm3 thimble ionization chamber plotted as l/Q vs

l/V for various dose rates of continuous cobalt-60 irradiation. Part (a) shows the near saturation

region where 0.8 < f <1 and pan (h) shows the extreme neac-saturation region where f> 0.99.

The dotted curves represent data fits assuming the validity of the 1/Q vs 1/V:! relationship, solid

curves represent data fits of Eq. (7.6), and dashed curves represent data fits of Eq. (7.7).
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as well as charge multiplication, to aIl data points.

For aU dose rates, sirnilarly to the situation discussed above for data measured at

a dose rate of 160 cGy/min, we observe a deviation from the 1/Q vs 1/ V:2 relationship

at high chamber potentials. The voltage at which the breakdown becomes noticeable

generally increases with dose rate, and the breakdown is hardly visible at 5400 cGy/min

even at the highest chamber potentials used. With an appropriate choice of parameters

û, 3, and" the semi-empirical model given by Eq. (7.7), which accounts for charge loss

and charge multiplication, fits the measured data well for a1l dose rates.

The curve fitting of Eq. (7.7) to measured data results in values for Q that are

inversely proportional to the dose rate and values for :3 that are essentially independent

of the dose rate. This finding is consistent with the assurnption that general recombination

depends on dose rate while initial recombination and diffusion loss do not.

In Table 7.3 we compare saturation charges Qsat determined for our Fanner-type

ionization chamber for five different dose rates between 14 and 5400 cGy/min. For each

dose rate, Q.'lat was determined with three methods: Method (i), the extrapolation to

1/\;":2 = 0 of the linear portion of the I/Q vs 1/\/2 data~ Metbod (ii), the two-voltage

technique [Eq. (5.17) with VB = :300 V and \/L = 150 V]; and Method (iii), the semi­

empirical model given by Eq. (7.7). Irrespective of the dose rate, the semi-empirical

model predicts values for Qsat that are ..0.40/0 higher than those predicted by Method (i).

Values for Qsat obtained from Method (ii) are scattered about the values obtained from

Method (iii) depending on the degree to which the charges measured at 300 and 150 V

are influenced by charge multiplication.

We believe that Eq. (7.7) provides the best approach to the detennination of the

true Qsat in an ionization cbamber irradiated with continuous beams. The two-voltage

method currently advocated by the AAPM2 and others3-6 may overestimate the saturation

•

•
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TABLE 7.3. Comparison of saturation charges Q"at (nC) determined for a Fanner-type ionization

chamber for various dose rates according to (i) extrapolation oflinear region of l/Q and l/~':!, (ii)

the two-voltage technique [Eq. (5.17) with VB =300 V and Vi = 150 V] in the near-saruration

region, (iü) the semi-empirical model given by Eq. (7.7). Yalues are expressed in parentheses as

percentages of Q"aC obtained from Method (iii).

•
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•

Dose rate extrapolation two-volt semi-empirical model a ,3 r
(cOy/min) (1/1/:!) (1/V2) (Eq. 7.7) (l0') V) (y2) (IO-6V· I )

5400 1145 (99.6) 1148 (99.8) 1150 (100.0) 0.75 0.206 1.0

454 95.39 (99.7) 95.81 (100.2) 95.66( 100.0) 1.64 0.265 6.6

160 33.76 (99.6) 34.01 (100.4) 33.87 (l00.0) 3.71 0.257 Il

70 14.48 (99.8) 14.56 (100.2) 14.51 (100.0) 7.78 0.330 7.7

14 2.924 (99.0) 2.952 (99.9) 2.955 (100.0) 7.97 0.252 -1.1

charge by as much as 0.5% for dose rates encountered for the calibration of cobalt-

60 radiotherapy machines, while a rigorous application of Boag's theory for general

recombination in continuous beams will underestimate the saturation charge by ,0.4%

irrespective of the dose rate.

III.C. Dependence of the collection efficlency on electrode
separation for the PEEC in continuous radiation

Figure 7.4 shows collection efficiency data measured for electrode separations

ranging from 0.5 to 3.5 mm plotted in the form of l/Q vs llV2 for f ~ 0.7. The dotted

lines in Figs. 7.4(b) through 7.4(d) represent least-squares fits ta the data measured in

the near saturation region. The "goodness" of the linear fit to the data, as indicated on

each plot by the correlation coefficient R, improves with increasing electrode separation.

This observation is consistent with the theory of Section 1, and implies that general

recombination assumes a more prominent role in the charge lost within the chamber as

the electrode separation d is increased. A linear fit is not presented in Fig. 7.4(a) because
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FIGURE 7.4. Saturation curve data measured with a parallei-plate ionization chamber for various

electt'ode separations d in a continuous photon beam. The saturation charge QJat is found from

extrapolating to IjV'1 =0 the dashed lines representing least-squares fits to the linear region of

the data. For the 0.5 mm electrode separation. no linear ponion on the l/Q vs 1/\/2 plot could

be found. hence no line is shown. and QJat could not be obtained by linear extrapolation of the

data to 1/~'2 =O. The correlation coefficient R of the linear fit increases as electrode separation

is increased indicating that the contribution of initial recombination and ion diffusion to the total

charge 1055 diminishes with increasing separation d.

no satisfactory region of linearity could be found for an electrode separation of only

•
0.5 mm, suggesting that for small d the relative contribution of general recombination to

the overall charge loss in an ionization chamber is minimal.
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FIGURE 7.5. Collection efficiency data from Fig. 7.4 plotted on expanded seales showing chat

the l/Q data do not follow a linear relationship with 1/V2 in the extreme near-saturation region.

Thus. the extrapolation method used to determine Q.fat in Fig. 7.4 is unsatisfaetory in this region.

Certainly for Figs. 7.4(a) and 7.4(b) which represent electrode separations of 0.5

and 1.5 mm, respeetively, it is obvious that the predicted linear relationship between

1/Q and l/ \/2 fails for large applied potentials. This observation is consistent with the

comprehensive model for charge 10ss in a chamber, since A~ is strongly dependent on

the electrode separation. In Fig. 7.5, the data from Fig. 7.4 are plotted on an expanded

scale to show the deviation from linearity in more detail. When the data are shown

on an expanded seale, it becomes apparent that the linearity between 1/Q and 1/\,-1"2

fails entirely for ail electrode separations in the extreme near-saturatïon region, where
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f ~ 0.99. Thus, it wouId seem inappropriate, especially for small electrode separations,

to exclude the effects of initial recombination and ion diffusion on the overall charge

loss in the chamber.

The saturation curve data of Fig. 7.4 are pIotted in Fig. 7.6 in the form of l/Q

vs 1/E (i.e., d/V). The dotted curves represent the least-squares fits accounting only

for general recombination (l/Q vs 1/l/2
) from Fig. 7.4. This fit was appIied to data

measured in the near saturation region which are indicated by open circles. The solid

curves represent the curve fit of Eq. (7.6) which accounts for initial recombination and

diffusion [oss as weil as generaI recombination. The curve fit provided by Eq. (7.6) is in

better agreement with the measured data than the 1/Q vs 1/ V',! linear relationship. The

data from Fig. 7.6(a) are shown on an expanded scale in Fig. 7.6(b) to show the extreme

near-saturation region in more detail. On tbis scaIe it is evident tbat Eq. (7.6) aIone is

insufficient to predict values for Q measured at electric fields above ~50 V/mm.

We hypothesize that the excess measured charge seen in Fig. 7.6(b) is due to charge

multiplication in the chamber volume similarly to the case of the Farmer chamber at high

polarizing potentials. The dashed curves in Fig. 7.6(b) represent the fits of Eq. (7.7),

which includes aIl three charge loss mechanisms in addition to charge multiplication, to

the eotire data set. The curve fit of Eq. (7.7) is in excellent agreement with measured

data throughout the whole range of electric fields from IV/mm to 400 V/mm, supporting

our hypothesis that the excess measured charge is due to charge multiplication.

Table 7.4 summarizes the values for Qsat resuIting from each of the three curve

fits. The values for Qsat obtained from the curve fit to data in the near saturation region of

Eq. (7.6), including initial recombination, general recombination, and diffusion loss, agree

to within 0.1% with values obtained from the curve fit to aIl measured data of Eq. (7.7),

including charge multiplication in addition to the three charge 10ss mechanisms, for aH

•

•
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FIGURE 7.6. Saturation curve data from Fig. 7.4 plotted in the form of l/Q vs I/V for

the full range of electric fields (a), and in the extreme near-saturation region (b). The dotted

curves represent the linear fit to data in the near saturation region (indicated by open circle)

of llQ vs 1/V2 accounting for ooly general recombination. The salid curves represent the

curve fit of Eq. (7.6) to data in the near saturation region and include the contributions of initial

recombination and diffusion loss as weil as general recombination. The dashed curves represent

the fit of Eq. (7.7) to all of the data points, including charge multiplication in addition to the three

charge loss mechanisms. 168



TABLE 7.4. Comparison of saturation charges Qsat (nC) for the PEEC for various electrode

separations determined from (i) extrapolation of tinear region of I/Q and I/V2, (ii) the

semi-empirical model given by Eq. (7.6), and (m) the semi-empirical model given by Eq. (7.7).

Values are expressed in parentheses as percentages of Qsat obtained from Method (üi).

•
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electrode semi-empirical semi-empirical

separation extrapolation mode1 model

d Cl' .J .,
(mm) (l/V:!) (Eq. 7.6) (Eq. 7.7) (10-4V)) (lO-JV2) (lO-6V- I )

0.5 7.993 (97.1) 8.237 (100.1) 8.230 (100.0) 132 3.83 20

1.5 24.61 (99.3) 24.78 (100.0) 24.78 (100.0) 14.4 3.26 13

2.5 40.96 (99.6) 41.14 (l00.0) 41. 12 (l00.0) 9.52 4.13 6.4

3.5 57.35 (99.9) 57.43 (100.0) 57.41 (100.0) 2.66 6.58 8.0

electrode separations d. The values for Qsat resulting frOID the assurned linear relationship

between L/ Q and li V:?, considering only general recombination, are consistently lower

than values obtained from the other two methods. The agreement between the 1/ Q vs

1/ ~.:! method and the other methods improves from 0.97 to nearly l.ü as the electrode

separation dis increased frOID 0.5 to 3.5 mm, respectively. This improvement of the l/Q

vs 1/ F:! fit to the data is consistent with the results ofTable 7.1 which predict that general

recombination becomes increasingly more important for large d. The relatively poor

agreement observed between the linear model and Eqs. (7.6) and (7.7) for d =0.5 mm

confirms that general recombination is not the dominant mechanism for charge 10ss in

the chamber and that initial recombination and diffusion 1055 must be included in the

analysis of the collection efficiency for small d.

111.0. Consequences of the comprehensive model for charge loss
in an ionlzatlon chamber for contlnuous Irradiation

We tested the comprehensive model for the charge 10ss in an ionization chamber

exposed to continuous irradiation to see if it correctly predicts the observed behavior of the
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experimental data. Given that the product of the collection efficiencies for initial recom­

bination and ion diffusion can he written in the fonn of f' = (1 + A/ V + û (1/V'!) ) -1•
Chapter 7 Determinarion of ion collection efficiency

with A = "\i +Ad, they are considered together in the following analysis. The theoretical

total collection efficiency for ionization chambers in continuous beams was calculated

using f = f; J' with the parameter incorporating initial recombination and ion diffusion

.\ equal to 10 and for two values of A~~ namely A~ = l and ;\~ = 1000. In Fig. 7.7 the

theoretical data are plotted in the form of 1/Q vs 1/V 2 as is the current procedure for the

determination of Qsat. The theoretical curves are consistent with measured data in that

as 1/F 1 ~ 0 the data deviate from linearity. The straight lines represent least-squares

fits to the data indicated by open symbols. The model predicts that regardless of the
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FIGURE 7.7. Plot of the inverse collection efficiency for an ion chamber in a continuous beam

as predicted by the comprehensive model for charge loss in an ionization cbamber. A linear

relationsbip exists between 1/0 and 1/V2 in the near saturation region; however, in the extreme

near saturation regio~ the data deviate from linearity. The linear extrapolation of the l/Q vs 1/V2

data overestimates collection efficiency of the chamber by a constant factor irrespective of the

value of .l~.

170



value for A~ the extrapolation of the lines intersects the same location on ordinate axis

implying that Qsat determined from a plot of 1/Q vs 1/V2 will be underestimated by an•
Chapter 7 Determination of ion collection efficiency

•

amount that is dependent on the parameters for initial recombination and ion diffusion.

This agrees with the resuIts shawn in Table 7.3 for the Farmer chamber, where

for constant chamber geometry, the Qsat determined from a plot of L/ Q vs 1/ v<~

underestimates the true Qiat by -0.40/0 for aIl dose rates. The orny charge loss parameter

that changes with changing dose rate is A~. The results obtained with the PEEC for

various electrode separations also agree with the model. As pointed out earlier, the

results shawn in Table 7.4 indicate that the Qsat detennined from a plot of L/ Q vs

L/ ~ ...? underestimate the true Qsat by a decreasing margin as the electrode separation

is decreased. This is a direct result of the dependence of the parameter for initial

recombination .\, on d while :\d is independent of d as shown in Table 7.1.

IV. Results for pulsed photon and electron beams

IV.A. Dependence of the collection efficiency on pulse charge density
for a Farmer chamber in pulsed radiation

Figures 7.1 through 7.3 deal with collection efficiency properties of a Farmer-

type cylindrical ionization chamber irradiated with continuous beams. For comparison,

we show in Fig. 7.8 the collection efficiency properties of the Fanner chamber irradiated

with pulsed beams of 18 MY photons and 9 MeV electrons from a Clînac 2300 medical

linear accelerator (Varian Associates, Palo Alto, CA). According ta Bôhm's approach,

the collection efficiency for pulsed radiation fP is given by Eq. (7.4), which for large

V reduces to

(7.8)
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FIGURE 7.8. A plot of the inverse collection efficiency (Q~cJtlQ = L/f) for a 0.6 cm3 thimble

ionization chamber as a function of 1/ll for two pulsed radiation beams: 18 MV photons and

9 MeV electrons (pp ·1 nC cm-3). Part (b) shows the sbaded area of part (a) on an expanded scale.

implying that a plot of 1/Q vs 1/V is linear in the near saturation region.

ln Fig. 7.8, a plot of the inverse collection efficiencies 1/ f := (Q"HLtf Q) as

functions of 1/\/ for the pulsed 18 MV photon and the 9 MeV electron beams results in

straight Hnes in the near saturation region. Figure 7.8(b) shows on an expanded scale the

shaded region of Fig. 7.8(a), proving that for a Fanner-type ionization chamber exposed

to pulsed radiation producing a pulse charge density Pp of -1 nC cm-3, during the final

approach ta saturation, l/Q is indeed linear with l/li as predicted by Eqs. (5.28) and

(7.8) for pulsed radiation beams. Results were plotted in the foon of 1/f vs 1/V 50 that

both sets of data could be shown in the same plot. The choice for Qsat for each beam

was determined from a linear extrapolation of the collection efficiency data to 1/V = 0

and is justified by the fact that no deviation from linearity was observed for either beam.

The linearity between 1/Q and 1/V even at high applied potentials suggests that

•
charge multiplication May be dose rate dependent and that for high instantaneous dose

rates produced by Medical linear accelerators charge multiplication may be negligible.

To test this hypothesis, we varied the magnitude of the pulse charge density Pp by
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increasing the ssn and relying on the inverse square law. Measurements of the ion

collection efficiency for various chamber potentials V were made with the Fanner

chamber in a Solid-Water™ phantom located at an SSD of 500 cm, corresponding to

Pp -0.04 nC cm-3• The results of this experiment are shown in Fig. 7.9. The solid

•
Chapter 7 Determination of ion collection efficiency

line in Fig. 7.9(a) represents a least-squares fit to the data in the near saturation region,

which~ when extrapolated to 1/V = 0, yields a value for Qsat of 1.025 nC. The linear

relationship between 1/Q vs 11V tàils for potentials in the extreme near-saturation region

when Pp is relatively small. This small deviation from linearity is most likely due to the

onset of charge multiplication in the chamber. The effects of charge multiplication in the

chamber sensitive volume for pulsed beams is readily extracted from the measured data

by the following expression which is similar to Eq. (7.7):

(7.9)

•

where Q' = .\~ + .\i + Ad. The dashed curve in Fig. 7.9 represents a least-squares fit of

Eq. (7.9) to the measured data and follows the experimental data very weil. Thus, for

low pulse charge density Pp, charge multiplication affects the charge measured at high

polarizing potentials. The value for Qsat obtained from a fit of Eq. (7.9) to aIl of the

data points is 1.024 nC which is slightly less than the result of the linear extrapolation

of 1/Q vs L/ V for data in the near saturation region.

For an SSO of 500 cm, the dose rate was so low (-5 nC/min) that the contribution

of leakage currents in the chamber could not be completely ignored. We estimate

that the leakage charge accounts for roughly 0.2% of the total measured signal al a

chamber potential of 600 V diminishing to nearly 0% for potentials on the order of

50 V. Thus sorne of the deviation from linearity in the l/Q vs l/\!- relationship al high

cbamber potentials is due to measured leakage currents; however, leakage cannot be used
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FIGURE 7.9. Saturation curve data for a Farmer-type ionization chamber in an 18 MY pulsed

photon beam for Pp -0.04 nC cm-J plotted in the fonn of l/Q vs l/F for f ~ O.9i. The solid line

represents a least-squares linear fit to the data in the near saturation region and yields a value for

QJ'lC of 1.025 ne when extrapolated to l/V = O. The dashed line represents a least-squares fit of

Eq. (7.9) to aIl data points. including charge multiplication in addition to charge loss mechanisms.

and results in a QJac of 1.024 nC.

exclusively to explain the observed deviation of 400.3 % at the highest applied potential

because al this potential, leakage is only on the order of -0.20/0. On account of the very

low signal and the relatively large contribution of leakage to the total signal at large

potentials, the data set shown in Fig. 7.9 is somewhat inconclusive.

IV.8. Dependence of the collection efficlency on electrode
separation for the PEEC ln pulsed radiation

Ion collection efficiency data were also gathered for various electrode separations

•
d in pulsed radiation beams with the PEEC at a nominal SSD of 100 cm corresponding

to a Pp of -1 nC cm-3. Because general recombination, initial recombination, and ion

diffusion all have the same functional dependence on the applied potential V, in the
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absence of spurious charge contributions, the measured data are expected to remain linear

when plotted in the form of l/Q vs IjV for aIl d.

In Fig. 7.10 saturation curve data measured in an 18 MV pulsed photon beam are

plotted in the fonn of 1jQ vs 1/E (i.e., djV). As expected, for each electrode separation

there exists an extended region of linearity between 1j Q and 1/ E. The solid lines in

Fig. 7.10 represent least-squares fits ta the data measured in the near saturation region as

indicated by open circles, which, when extrapolated to IjV = 0, results in l/Q~/Lt. For

small electrode separations, in the extreme near-saturation region there is a deviation from

the expected linearity of the 1/Q vs 1/E relationship. The dashed curves representing

the fit of Eq. (7.9), which include the effects of charge loss and charge multiplication,

agrees with the measured data throughout the entire range of electric fields from 1 V/mm

to 400 V/mm.

In Fig. 7.11, saturation curve data for various electrode separations measured in

a beam of 9 MeV pulsed electrons are plotted in the fonn of l/Q vs 1/E in the extreme

near-saturation region. The solid lines in Fig. 7.11 represent least-squares fils 10 the

data measured in the near saturation region, as indicated by open circles. The dashed

lines represent the curve fit of Eq. (7.9) ta data in the entire range of electric fields

from 1 V/mm to 400 V/mm. Again, the curve fit of Eq. (7.9) which includes the effects

of charge multiplication on the measured data agrees with measurement throughout the

entire range of electric fields supporting the hypothesis that the excess measured charge

is due to charge multiplication.

Table 7.5 provides a summary of the values for Qsat for pulsed beams of 18 MV

photons and 9 MeV electroos detennined from a linear extrapolation of l/Q vs II\;- ta

I/V = 0 for data in the near saturation region and from the fit of Eq. (7.9) to ail of

the measured data for various electrode separations d. Both methods yield values for

•

•
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FIGURE 7.10. Saturation curve data measured with a parallel-plate ionization chamber for various

electrode separations d in an 18 MY pulsed photon beam. The saturation charge Q$at is found

from extrapolating to 1/E =0 the solid lines representing least-squares fits to the linear region of

the data (indicated by open circles). For the 0.5 mm electrode separatio~ the linear relationship

between l/Q and l/ti breaks down noticeably. The dashed curves representing the fit ofEq. (7.9)

to the data follows the measured data throughout the entire range of electric fields.
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RGURE 7.11. Saturation curve data measured with a parallel-plate ionization chamber for varions

electrode separations d in an 9 MeV pulsed election beam. The saturation charge Q$at is found

trom extrapolating to l/V =0 the solid lines representing least-squares fits to the linear region

of the data (indicated by open circles). The curve fits of Eq. (7.9), which include the effects of

cbarge multiplication, agree with the measured data tbroughout the entire range of electric fields

and are indicated by the dashed curves.
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Table 7.5 Saturation charge in pulsed beams of 18 MV photons and 9 MeVelecrrons for various

electrode separations d determined from a linear extrapolation of l/Q vs l/V to l/V = 0 for

data in the near saturation region and from the curve fit of Eq. (7.9) to aIl data points. Values are

expressed in parentheses as percentages of the semi-empirical curve fit of Eq. (7.9).
•
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•

electrode separation d Bearn extrapolation semi-empirical

(mm) 1/Q vs l/l/ model

(Eq. 7.9)

18 MV 7.189 (100.0) 7.187 (l00.0)
0.5

9 MeV 7.778 (100.1) 7.774 (100.0)

18 MV 21.50 (100.0) 21.49 (100.0)
1.5

9 MeV 23.28 (100.0) 23.28 (100.0)

18 MV 35.67 (100.0) 35.67 (100.0)
2.5

9 MeV 38.58 (100.1) 38.55 (100.0)

18 MV 49.72 (100.0) 49.71 (100.0)
3.5

9 MeV 53.93 (100.0) 53.91 (100.0)

Qsat that agree to within 0.1 % for ail electrode separations d for pulsed 18 MV photons

and 9 MeV electrons.

IV.C. Collection efficlency for the PEEC in low pulse
charge density pulsed radiation

As saturation curve measurements with the Fanner chamber are very difficult

and leakage currents may pose a severe problem at low dose rates (··20 cOy/min), the

measurements \Vere repeated with the Solid-Water™ PEEC lying on its side at an SSD of

500 cm to obtain a pulse charge density Pp -0.04 nC cm-3• The PEEC has much better

leakage characteristics than the Fanner chamber, and even for very low dose rates, such

as these, leakage is entirely negligible. One set of saturation curve data was collected

for an electrode separation d of 2.0 mm in order to verify the results obtained with the

Fanner chamber.
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The results ofthese measurements are shown in Fig. 7.12, in which measured data

are plotted in the fonn of l/Q vs 1/E for f ;::: 0.98, corresponding to the near saturation•
Chapter 7 Determination of ion collection efficiency

region. The solid line represents a least-squares linear fit to the data in the near saturation

region indicated by open circles, and yields a value for Qsai of 1.398 when extrapolated

to L/ \/ = O. The dashed curve represents the least-squares fit of Eq. (7.9) to the entire

data set and yields a value of 1.397 nC for Q sat which is less than the result of linear

extrapolation alone. The data support the theory that charge multiplication contributes to

the measured charge for low Pp for large electric fields.
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FIGURE 7.12. Saturation curve data for the PEEC with an electrode separation d of 2.0 mm in

an 18 MV pulsed photon beam with Pp -0.04 nC cm-3 (SSO of 500 cm) plotted in the form of

l/Q vs IjV for f ~ 0.98. The solid line represents a least-squares fit to the data in the near

saturation region and yields a value for QlOt of 1.398. The dashed line represents a least-squares

fit ofEq. (7.9) to aIl data points and yields a value for Q,at of 1.397 nC which is slightly lower

than the value obtained from linear extrapolation alone.
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IV.O. Consequences of the comprehensive model for charge loss in an
ionization chamber for pulsed Irradiation•
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The theoretical inverse ion collection efficiency data in a pulsed beam of radiation

calculated for general recombination in the absence of initial recombination and ion

diffusion where Jf = (1 + A~/V) -1 for A~ = l and ;\~ = 10, and following the

comprehensive model for charge loss where J = JG Jf in which ff was defined above for

continuous beams, are shawn in Fig. 7. L3. The parameter for initial recombination and

ion diffusion was chosen such that A = Aj + Ad = .5. From Fig. 7.13, it is evident that in

the absence of spurious charge contribution, the comprehensive model predicts a linear

relationship between 1/Q and 1/\/ in the entire range of f > O. ï and does not predict

any deviation from linearity in the extreme near-saturation region.
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FIGURE 7.13. Theoretical inverse ion collection efficiency 1/1 in a pulsed beam of radiation

for general recombination in the absence of initial recombination and ion diffusion where

I~ = (l + .\~ /V) - L, and foUowing the comprehensive model for charge loss where f =~ f'
for 1 ~ 0.9. The least squares fits to the theoretical data aIl intercept the ordinate axis at

1/f = l and the data follow the lines well into the extreme near-saturation region (1 ~ 0.99).

The comprehensive model does not prediet a deviation from linearity between 1/Q and 1/V for

pulsed radiation beams.
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We bave studied the collection efficiency cbaracteristics of our in-house built

variable volume extrapolation chamber and several commercial ionization chambers

which are used in standard dosimetry calibration protocols. The 1/Q vs 1/V 2 relationship

which is currently used for the detennination of collection efficiency Je and saturation

charge Qsat in continuous radiation beams is not entirely valid as it considers only the

effect of general recombination in the chamber volume.

For fixed-volume Fanner chambers, in the absence of charge multiplication, failure

ta account for the effects of initial recombination and ion diffusion on the overall charge

loss can lead to an underestimation of Qsat by a nearly constant factor of ~O.4%,

irrespective of the dose rate. For our extrapolation ionization chamber, the error in

the determination of Qsat introduced by ignoring initial recombination and ion diffusion

is a function of the electrode separation d, decreasing from .3% to 0.1 % as dis increased

from 0.5 to 3.5 mm.

Application of the two-voltage technique, which is based on the assumed linearity

of 1/Q and 1/v'2 in the near saturation region, for Farmer chambers at potentials of

300 V and 150 V will, in general, overestimate Qsat, because the charge collected even

at moderate chamber potentials (e.g., 150 V and above) may be affected by charge

multiplication in the chamber volume. For parallel-plate chambers charge multiplication

was observed for electric fields as low as 50 VImm. Contrary to the conventional wisdom

that the polarizing potential should be chosen to operate the ionization chamber weIl into

the near saturation region, we suggest that potentials be kept relatively low to avoid

complications arising from the onset of charge multiplication in the chamber sensitive

volume.
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We propose a comprehensive, semi-empirical model that includes the effects of

general recombination as weil as initial recombination and ion diffusion, and also accounts

for the unwanted charge multiplication in the chamber volume. We suggest that in order

to determine Qsat a saturation curve be measured for a given ionization chamber. and

that Eq. (7.7), with appropriate values for 0:, ,8, and " be used to fit the measured data

to extract the true Qsat and. subsequently, the collection efficiency f( ~,.) for a given

chamber potential V. Alternatively, we suggest that for the detennination of Q~at in

Farrner chambers. the two-voltage technique he used for relatively low chamber potentials

of 100 V and 50 V to avoid charge multiplication. and the resulting value be multiplied

by 1.004 to account for initial recombination and diffusion loss.

We also showed that in pulsed beams in the absence of charge multiplication in the

chamber sensitive volume, the linear relationship between 1/Q and L/ l/' that is currently

used in the determination of the collection efficiency fP is valid and introduces no error

in the experimentally detennined Q sato Similarly for the case of continuous beams, we

suggest that for Farmer-type ionization chambers the two-voltage technique be used for

relatively low chamber potentials of 100 V and 50 V to avoid problems arising from the

onset of charge multiplication.

•

•
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CHAPTER 8

Calibration of photon and electron beams with a
phantom-embedded extrapolation chamber

1. Introduction

An accurate determination of the output produced by photon and electron machines

used in radiotherapy is an important component of the radiotherapeutic process. This

output is generaIly measured as the dose rate (in cGy/min for radioisotope units and low

energy x-ray units, and in cGylMU for megavoltage Hnear accelerators) at a reference

point in a water equivalent phantom with a nominal field size (usually 10x 10 cm2) and

a nominal source-phantom surface distance. Dose rates at any arbitrary point inside

the irradiated patient are then calculated using various pre-measured physical pararneters

which relate the dose rate at the point of interest in the patient to the measured absolute

dose rate at the reference point in the water equivalent phantom. According to the

ICRU,1 the overall accuracy in dose delivery to the patient should he within 5% based

on an analysis of dose response data and an evaluation of errors in dose delivery. This

constraint requires that the accuracy of the calibration of the absolute machine output be

within 2%. Uncertainties inherent to other measured parameters relating the dose rate

at the reference point in phantom to the dose rate at arbitrary points of interest in the

patient account for the remaining 3%.

As mentioned in Chapter l, there are currently three known absolute dosimetry

techniques: calorimetry, chemical (Fricke) dosimetry, and dosimetry with standard free
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air ionization chambers. Of these three techniques, calorimetry bas the highest degree

of absoluteness. Since none of these techniques is suitable for routine calibration of ra­

diotherapy nlachines, radiotherapy clinics most commonly detennine the machine output

with parallel-plate or cylindrical thimble ionization chambers foilowing one of several

national or international protocols (e.g., ICRU,l, 2 AAPM-TG21,3 AAPM-TG25,4 lAEA­

WHO,5 etc.). These protocols are based on standard Bragg--Gray6,7 or Spencer-Attix8

cavity theories whicb were described in Chapter 4. The cavity theories provide simple

linear relationships between the dose Dmed to a point in the medium and the ratio QIm

where Q is the ionization charge collected in a mass m of agas inside a measuring cavity

within the medium.

Unlike the charge Q which is easily measured to a high degree of accuracy with

a calibrated electrometer, the effective mass of the cavity gas is difficult to determine

experimentally to the required degree of accuracy. The standard method for obviating

the problem with the detennination of the ratio Qlm is to calibrate the cavity chamber

at, or trace its calibration to, a national standards laboratory as described in Chapter 4.

The output of a radiotherapy machine is then calculated from the measured ionization in

the chamber sensitive air volume using the chamber calibration factor N.t or lVgas and a

dosimetry protocol (in our case the AAPM-TG21 protocol for high energy photon and

electron beams) incorporating various correction factors. These factors account for the

effects of chamber geometry and wall composition on the electron fluence in the chamber

volume as weil as for ion recombination. These correction factors make the determination

of the machine output cumbersome and complicated, and intr'oduce uncertainties in the

final result.

For sufficiently small cavity gas masses m, the ratio Qlm is a constant when

measured as a function of m, and may be replaced by the derivative dQ1dm in the

•

•
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cavity relationships. In contrast to the ratio Q/m, dQ / dm is relatively easy to measure

accurately with specially designed extrapolation chambers, such as our Solid-Water™

phantom-embedded extrapolation chamber (PEEC) described in detail in Chapter 6.

Extrapolation chambers pennit the variation of the cavity air mass m through a controlled

change in the electrode separation.

Since 1937 when Failla9 designed the first extrapolation chamber. these chambers

have been used primarily for the detennination of surface doses in orthovoltage9 and

megavoltage lO photon beam5, and al50 in the dosirnetry 0(3 raysll-13 and low-energy x

rays.12 The use of extrapolation chambers in the measurement of radiotherapy machine

output was proposed as earlyas in 1955 by Genna and Laughlin14 who calibrated a cobalt

beam with a specially designed extrapolation chamber in a polystyrene phantom. Output

measurements of megavoitage photon and electron bearns with an extrapolation chamber

have been described recently by Klevenhagen 15 who called his chamber an ionization

gradient chamber.

Similarly to Klevenhagen, we have built an uncalibrated, variable air-volume

extrapolation chamber which is capable of measuring directly the photon and electron

absorbed dose in phantom. The charnber built by Klevenhagen was made of Lucite and

required the use of a water tank for dose measurement; therefore, corrections for the

density and tluence ditferences between Lucite and water had to be considered. Our

PEEC was built directly into a Solid-Water™ phantom; consequently, there is no need

for any corrections to the measured signal other than for charge losses within the chamber

when determining the absorbed dose in Solid-WaterTM•

The detennination of the absolute absorbed dose or dose rate for clinical photon

and electron beams at a given depth in Solid-Water™ with the PEEC is straightforward

and agrees weIl with results obtained with standard calibrated ionization chamber tech-

•

•
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photon and electron beams.

mques. In this chapter we describe the use of our PEEC for calibration of megavoltage•
Chapter 8 Calibration ofphoton and electron beams

Il. Materials and methods

A detailed description of the Solid-Water™ phantom-embedded extrapolation

chamber used in experiments reported in this chapter was provided in Chapter 6. A

calibrated high-precision electrometer (model 35617; Keithley, Cleveland, Ohio) was

used for all ionization measurements with the PEEC. Measurements of the PEEC response

to a given radiation bearn were carried out for various relative electrode separations z,

ranging from 0.5 to 2.5 mm which will be shown to span the entire Bragg-Gray region.

A polarizing electric field of approximately 300 V/mm which is sufficient to operate

the chamber in the near saturation region was used. Ali ionization measurements were

corrected for charge losses from ion recombination 1&-18 and ion diffusion 19 following

the comprehensive model for charge 10ss proposed by Bôhm20 and discussed in detail in

Chapter 7. For continuous beams, Bôhm's approach leads to the polynomial relationship

(8.1)

•

where Q = '\i + '\d and ,a = ,\~ in which Ài, Àd and ,\~ are the chamber-air parameters

describing initial recombination, ion diffusion, and general recombination, respectively.

For pulsed beams, the standard two-voltage technique [Eq. (5.29)] was applied to data

obtained at polarizing voltages where extracameral currents were minimal.

For each chamber polarity, the mean value of at least 4 measurements was taken

as the measured charge. The standard deviation of the measured charge at each point

was less that 0.1% of the mean. The charge Q used for the calibration of the photon and
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for positive and negative chamber polarities.

electron beams with the PEEC represents the average of the measured charges obtained•
Chapter 8 Calibration ofphoton and e/ectron beams

The reference point for detennining the chamber depth in phantom was taken

at the center of the ioner surface of the polarizing electrode (i.e., on the graphite dag

layer). The desired depth in phantom was obtained by adding an appropriate thickness

of solid water on top of the PEEC and accounting for the 2 mm thickness of the solid

water material holding the polarizing electrode. Irradiations of the PEEC were performed

with a cobalt-60 ,-fay source, x-ray beams in the energy range from 4 to 18 MV. and

electron beams in the nominal energy range from 6 to 22 MeV.

III. Results and discussion

The modified Spencer-Attix cavity equation for radiation dosimetry is

(
1 ) dQ -r (I) med

Dmed = -; d,:" ~~ (lIT - . •
p.~ - P aIT

(8.2)

•

where p is the density of the air in the chamber, A is the area of the collecting electrode,

Wair = :l:3.9ï eV [ ref. 21] is the mean energy required to produce an ion-pair in air.

and (L / p) :;d is the ratio of mean restricted mass collisional stopping powers of the

medium and air for the electron spectrum at the point of measurement, with medium

referring to the phantom material.

Equation (8.2) fonns the basis for absolute radiation dosimetry with a variable

air-volume chamber and states that the dose in phantom Dmed is linearly proportional to

the measured ionization gradient dQ / dz. The basic assumptions are: (i) that the four

parameters p, A, Wair, and (L / p)::d in the modified Spencer-Attix equation are known

accurately and (ii) that the chamber sensitive volume satisfies the Bragg-Gray cavity
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conditions described in Chapter 4 (Section rn.A). Although humidity is known to affect

the values for p, ~Vair, and (L / p ):;d no humidity corrections were made in this work.

The reasons for this is that fortuitously, the combined humidity correction factor on the

final result is a constant value22• 23 of 0.997 ±0.001 for a relative humidity of air ranging

from 15% to 75%. As the measurements for with the PEEC and the calibrated chambers

•
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•

were conducted on the same day and usually only minutes apart, the humidity correction

factor should apply equally to both measurements and the effect will tend to cancel out

in the comparison of the two methods.

The mean ionization energy VVair and mean restricted collisional stopping power

ratio CL/p ):~d for a given photon or electron beam energy are available from the

literature. The method for determining the mean energy at a given depth in phantom

is described in Section V.D of Chapter 4. The air density p is easily determined for

a given temperature and pressure; and the effective electrode area A was determined

through a chamber capacitance measurement to be 4.597 cm2, as described in Chapter 6.

The ionization gradient dQ / d= of Eq. (8.2) is determined from a measured rela­

tionship between Qsai and z. Three typical examples of the Qsat vs z relationship in

the relative electrode separation range between 0 and 3 mm are shown in Fig. 8.1 for a

60Co continuous ,-ray beam, a 6 MY pulsed photon beam, and a 9 MeV pulsed electron

beam. A least-squares fit to the measured data in this range results in a straight Hne

with a very high correlation coefficient, and a Qsat = 0 intercept at l"oJ 0.5 mm on the

distance travel indicator scale. This value for the Qsat = 0 intercept is consistent with

the value obtained from the plot of the relative electrode separation versus the inverse

capacitaoce that was used to detennine the electrode area (see Fig. 6.3). The intercept

could be used to calibrate the absolute electrode separation scale 00 the distance travel

indicator; however, the use of Eq. (8.2) makes this piece of information superftuous.

189



Calibration ofphoton and electron beams

--.- 60Co photons
~ 9 MeVelectrons
-+- 6 MV photons

3.53.02.52.01.51.00.5
o

0.0

50

20

30

40

10

o
c-

Chapter 8

•

Relative electrode separation, z (mm)

FIGURE 8.1. Saturation charge Q.sat as a function of the relative electrode separation measured

with the PEEC for 6OCO continuous photons. 6 MV pulsed photons. and 9 MeV pulsed electrons.

Solid Hnes rcpresent least-squares fits to ail data points shown.

The excellent Iinear fit to measured data would suggest that we are dealing with

a pure Bragg--Gray cavity throughout the entire 3 mm range of z values. Ta investigate

how the chamber meets the Bragg-Gray conditions, the ionization gradients dQ / cl:: were

calculated for various ranges of z between 0 and 3 mm and the results are plotted

in Fig. 8.2. The data shown in Fig. 8.2 are for aIl beams calibrated with the PEEC

and represent the normalized ionization gradients as a function of the largest electrode

separation included in the particular data set for the least-squares fit analysis. For example,

•
the nonnalized ionization gradient plotted for a relative electrode separation of 1.5 mm

represents the slope of the line including all data points less than or equal to 1.5 mm
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FIGURE 8.2. Nonnalized ionization gradient as a function of the largest relative electrode

separation : included in the data set for the least-squares fit analysis for ail radiation beams

calibrated with the PEEC for: ranging between 0 and 3.0 mm in (a), and between 2.0 and

2.8 mm in (b).

obtained from a plot of Qsat vs z. The nonnalized ionization gradient corresponding

ta a relative electrode separation of 2.5 mm was found by taking the slope of the line

fitting aIl points for which =~ 2.5 mm. The measured dQ / d: vary by about 5% in the

entire range of electrode separations; however, the variations are not random. Rather,

we observe a particular trend in the dQ / d= values as a function of z. It is possible to

identify three distinct regions of the ionization gradients in Fig. 8.2:

region 1 (0 < = ~ 2.0 mm): Fluctuations of dQ / d= are observed possibly due to the

relatively few points available for the least-squares fit analysis and the relatively

•
small aîr-mass available for electron interaction. The common trend of the

measured data suggests a more fundamental physical problem and needs to be
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investigated further.
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•

region 2 (2.0;S ::;S 2.6 mm): The ionization gradients dQldz are essentially constant

and can be considered the true Bragg-Gray region; and

region 3 (=?; 2.6 mm): The ionization gradients dQ Id:: slowly decrease with increasing

=because the cavity is transfonning from a Bragg-Gray cavity ioto an intermediate

cavity in which, for photon beams, sorne of the ionization events are produced by

photon interactions within the chamber sensitive volume~ and for electron beams,

the relatively large electrode separation affects the electron spectrum in the cavity.

The ionization gradient data for the Bragg--Gray cavity region are shown on an

expanded scale in Fig. 8.2(b}. Since in this region dQ1d:: fluctuates by less than ±O.2%,

gradients measured in this region cao he used reliably for the detennination of dose in

conjunction with the modified Spencer-Attix relationship given in Eq. (8.2).

We observed the same behaviour for aIl photons in the range from 4-18 MV.

cobalt--60 { rays, as weil as for electrons in the range from ~22 MeV. Therefore, for the

purposes ofdosimetry with our extrapolation chamber, the slope of the Q vs =relationship

was detennined including only data with relative electrode separations of up to 2.4 mm

which raIls within the region where the Bragg-Gray conditions are adequately met. The

actual size of the Bragg-Gray cavity can be detennined from the data in Fig. 8.2 by

subtracting 0.5 mm (the Qsat = 0 intercept) from the relative electrode separation scale.

We conclude that the Bragg-Gray condition is met for abso[ute electrode separations

of up to 2.0 mm, which is consistent with data obtained for the Solid-Water™ PEEC

equipped with different electrodes.24

In Tables 8.1 and 8.2 we show how the PEEC meets its main objective, the

determination of absolute dose in clinical photon and electron beams, respectively. In
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Table 8.1 Comparison of photon dose at a depth of 5 cm in a Solid-Water™ (SW) phantom

measured with the phantom-embedded extrapolation chamber (PEEC) and two Farmer chambers.

(1) Photon beam type and energy; (2) ratio ofmean restricted mass stopping powers (~ = 10 keV)

for Solid-Water™ and airS; (3) measured ionization gradient averaged over positive and negative

chamber polarities and corrected charge loss, temperature, and pressure; (4) dose determined

with the PEEC and Eq. (8.2); (5) average dose determined with two calibrated Farmer ionization

chambers and the AAPM-TG21 protoco13; (6) percent difference between columns (4) and (5).

•
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•

(1) (2) (3) (4) (5) (6)

Photon ~w dQ/d:: Dose Dose difference
beam Lair [PEEC) [Fanner)

(nC mm-1) (cGy) (cGy) (%)

Co-60 1.117 9.019 57.58 57.65 -0.1

4MV l.112 12.785 81.26 81.67 -0.5

6MV 1.106 13.647 87.72 87.71 +0.0

10 MY 1.090 7.156 44.58 +4.67 -0.2

18 MV 1.071 15.534 98.20 97.81 +0.4

Table 8.1, for a given photon beam, doses detennined at a depth of 5 cm in Solid­

Water™ phantom with two calibrated Farmer chambers in conjunction with the AAPM-

TG21 protocol are compared with doses determined with our PEEC under the same

irradiation conditions. The discrepancies between doses detennined with our uncalibrated

extrapolation chamber and doses obtained with the calibrated Farmer chambers are shawn

in column (6). For photon beam output calibration measurements, the dose determined

with the uncalibrated PEEC agrees with the dose detennined with the Farmer chambers

to within ±O.5%, clearly showing the suitability of the PEEC for direct measurement of

beam outputs in megavoltage photon beams.

In Table 8.2, doses determined using the uncalibrated PEEC [column (7)] and the

calibrated Farmer chambers [column (8)] for a given electron beam are compared. The

mean energy at the phantom surface Eo listed in column (2) was determined experimen-

tally frOID a plot of the depth ionization curve as outlined in Chapter 4, Section V.O.
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The mean electron energy E(d) is obtained from published TG2l 3, and the mean re­

stricted mass stopping power ratio of Solid-Water™ and air [column (5)] was evaluated•
Chapter 8 Calibration ofphoton and e/ectron beams

•

at this energy. The discrepancies between doses determined with our uncalibrated ex-

trapolation chamber and doses obtained with the calibrated Fanner chambers are shown

in column (9). For aU electron beam dose output measurements, the discrepancies be-

tween the uncalibrated PEEC and the calibrated Fanner chambers are smaller than ±1%.

The results shown in Tables 8.1 and 8.2 indicate that a properly designed, uncalibrated

extrapolation chamber, such as the PEEC, is a reliable dosimeter for measuring outputs

of megavoltage photon or electron beams.

Table 8.2 Comparison of electron dose at depth of dose maximum in a Solid-Watcr™ (SW)

phantom measured with the phantom~embedded extrapolation chamber (PEEC) and two Farmer

chambers. (1) Electron beam nominal energy; (2) mean electton energy at phantom surface [see

ChA §V.D]; (3) depth d of measurement: (4) Mean electron energy E at d [see ChA §V.D]: (5)

ratio of Mean restricted mass stopping powers (.l = 10 keV) for Solid~WaterrM and air5• ~b for

E(d); (6) measured ionization gradient averaged over positive and negative chamber polarities

and corrected for charge loss. temperature. and pressure: (4) dose detennined with the PEEC and

Eq. (8.2): (5) average dose determined with two calibrated Farmer ionization chambers and the

AAPM~TG21 J protocol; (9) percent difference between columns (7) and (8).

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Electron Eo Depth E(d) -sw dQ/d= Dose Dose ditference
beam Lair [PEEC] [Fanner]

(MeV) (cm) (MeV) (nC mm-I) (cGy) (cGy) (%)

6 MeV 6.0 1.4 3.1 1.075 16.681 102.49 101.51 +1.0

9 MeV 8.7 2.2 4.2 1.061 16.863 102.26 101.92 +0.3

12 MeV 11.7 2.8 6.2 1.041 17.163 102.12 101.73 +004

15 MeV 14.8 2.8 9.3 1.013 17.658 102.24 102.45 -0.2

18 MeV 17.5 2.8 12.2 0.997 18.067 102.96 102.60 +0.4

22 MeV 20.9 1.8 17.4 0.970 18.233 101.09 101.15 -0.1
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IV. Conclusions
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•

80th in precision and accuracy, our uncalibrated phantom-embedded extrapolation

chamber (PEEC) provides results that are comparable to those obtained with calibrated

ionization chambers. Uncalibrated variable air-volume extrapolation chambers, built as

an integral part of the phantom in which the dose is measured, cao serve as radiation

dosimeters in output calibrations of megavoltage photon and electron beams in radio­

therapy. In contrast to the dosimetry with calibrated thimble chambers, the dosimetry

with extrapolation chambers is simple and does not require troublesome correction factors

which account for chamber properties, for perturbation of the elecrron ftuence~ and for the

unavailability of high energy photon and electron calibrations at standards laboratories.

Our phantom-embedded extrapolation chamber is simple in design and forms an

integral part of a Solid-Water™ phantom. With the particular chamber design, it is

unnecessary to measure the electrode separation in an absolute manner; only easy to obtain

measurements of the relative electrode separations are required for dose calculations. For

relative electrode separations in the range from 2.0 and 2.6 mm, the PEEC behaves

as a Bragg-Gray cavity, and as such, cao he used reliably in the determination of the

absorbed dose in the medium.

The dose measured with a Bragg-Gray cavity is not only proportional to the

difficult-to-measure ratio Q / m of charge Q collected per unit mass m of cavity air, but is

also proportional to the slope dQ / dz obtained from the functional relationship between

the measured charge Q and the electrode separation z. The proportionality constant in

Eq. (8.2) contains four parameters and can be detennined with a high degree of accuracy.

Ofcourse, the dose determined with the PEEC, just like in the case ofcalibrated ionization

chambers, depends on the agreed upon values for Wair, the average energy to produce
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an ion-pair in air, and on the tabulated restricted mass collisional stopping powers for a

given electron spectrum in the chamber cavity.

Dose measurements with carefully designed and precisely built extrapolation

chambers cao be regarded as a practical alternative to other currently known dosimetry

techniques for aIl clinical megavoltage photon and electron beams. The use of uncal­

ibrated extrapolation chambers provides a simple rneans to either veritY independently

machine outputs measured with standard calibration techniques or to deterrnine machine

outputs directly when calibrated chambers are not available.

•

•

Chapter 8 Calibration ofphoton and e/ectron beams
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• CHAPTER 9

Proton beam calibration

1. Introduction

In previous chapters we discussed in detail the calibration of photon and electron

beams with the phantom-embedded extrapolation chamber (PEEC). In this chapter. we

describe our attempt at using the PEEC to calibrate a clinical proton beam at the Loma

Linda University Medical Center (LLUMC) in Loma Linda Califomia.

Models for determining the absorbed dose in clinical proton beams are based

on protocols provided by Task Group 20 of the American Association of Physicists

in Medicine l (AAPM-T020) and the European Heavy Particle Dosimetry Group2. 3

(ECHED). 80th groups recommend the use of air-filled ionization chambers calibrated

in terms of exposure or air kenna in a 60Co beam. Similarly to the photon and electron

beam dosimetry, proton beam dosimetry is based on the Bragg-Gray cavity theory, and

the absorbed dose to the medium Dmed is given by:

'Y TI7P (5) med
Dmed = QcoTr • lVgas . ~v 'Y' - . •

P alT

(9.1 )

•
where QcorT is the measured charge, corrected for temperature, pressure, and ion recom­

bination; iVdas is the cavity gas calibration factor determined in a 60Co ,-TaY beam;

~V~ is the ratio of the mean energy required to produce an ion pair in air for protons

(34.3 eV/ion pair [ref. 4]) and for 6OCo 'Y rays (33.97 eV/ion pair [ret: 5]), respectively;
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and (S / p)~~d is the ratio of the mean mass coUisional stopping powers of the medium

to air, averaged over the spectrum ofprotons at the point of measurement in the medium.

In contrast to the situation with photon and electron beams, absolute dosimetry

of clinical proton beams is more ambiguous because of inherent uncertainties in basic

physics data relevant to proton beam dosimetry. Recently, Vatnitsky et. al.6 published

the results of an intercomparison of proton beam dosimetry techniques from several

institutions around the world involved in the clinical use of proton beams. Representatives

from various institutions used their own ionization chambers and calibration protocols to

deterrnine the proton beam output at LLUMC. An intercomparisons of results showed

discrepancies of up ta 60/0 between variaus institutions.

Ta test the behaviour of our extrapolation chambers in proton beams, we took

the polystyrene version of the PEEC to LLUMC and carried out a basic dose output

measurement procedure on the 200 MeV experimental proton beam. The results of the

PEEC measurements were compared with standard ionization chamber techniques in

practice at LLUMC. The goal of the proton beam experiment was to deterrnine whether

or not the PEEC design is suitable for the calibration of high-energy proton beams. Based

on our work with photon and electron beams we believe that the PEEC should also

provide a simple and reliable method for the calibration of high-energy proton beams

used clinically.

•
Chapter 9 Proton beam calibration

•

Il. Background

Heavy charged particles, sucb as protons, follow relatively straight Hues as they

traverse the medium, slowing down by interactions with atomic electrons in the medium

and by occasional nuclear collisions. The depth dose characteristics of heavy charged
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particles are markedly different from those of high-energy photon and electron beams.

Depth doses obtained from monoenergetic proton beams are characterized by a region

of aimost constant dose over mast of the beam range in the medium, rising to a sharp

Bragg peak at the end of the proton range. A few millimeters beyond the Bragg peak,

practically no dose is delivered to the medium, making it possible to conform the dose

distribution from proton beams to the tumour volume much better than is possible with

photon beams which are essentially exponentially attenuated, or with high-energy electron

beams which suffer from bremsstrahlung contamination which contributes to the dose at

depths beyond the physical range of electrons in the medium.

For a monoenergetic proton beam, the dose at the Bragg peak is approximately

four times greater than the enttance dose. The width of the Bragg peak is on the order

of a few millimeters depending on the energy spread of the proton beam. An illustration

of a typicai proton beam percent depth dose curve is shown in Fig. 9.1. Since a Bragg

peak of a few millimeters width is normally too narrow to be of use clinically, the beam

is purposely degraded by a beam spreader or bolus to widen the Bragg peak to span the

dimensions of the tumour. Widening of the Bragg peak cornes at the cost of increasing

the surface dose to the patient, as is shown in Fig. 9.2.

•
Chapter 9 Proton beam calibration

•

III. Materials and Methods

In the early 1990's, the Department of Radiation Sciences at Loma Linda Univer­

sity Medical Center designed and constructed the fust dedicated, hospitai-based proton

treatment facility. LLUMC contains three treatment rooms having rotating gantries, a

treatment room containing two horizontal beam delivery systems, and a fifth beam roorn

dedicated to physics and radiobiological research. Calibration of the unmodulated mono-
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FIGURE 9.1. Typical percent depth dose curve afa high-energy monoenergetic proton beam as it

traverses a medium. The POO of a proton beam is characterized by an entrance region of nearly

constant dose followed by a narrow region of concentrated dose deposition known as the Bragg

peak. Beyond the Bragg peak no dose is delivered to the medium by the proton beam.

energetic 250 MeV proton beam with our extrapolation charnber was conducted using

the horizontal beam line of the LLUMC proton therapy facility.

Proton beams are generated by a zero gradient synchrotron capable of acceler-

ating protons in a continuously variable manner to kinetic energies ranging from 70

to 250 MeV. The proton beam is initially accelerated to 2 MeV by a radiofrequency

quadrupole linear accelerator and subsequently injected ioto the synchrotron ring. Shortly

after the ring is filled, the beam is accelerated ta its final energy in an rf cavity located

diametrically opposite ta the injection point. The proton beam is then extracted from the

synchrotron and directed toward the beam transport lines which guide the proton beam

iota the appropriate treatment room. This method pennits the treatment of patients with a

low-frequency pulse-mode duty cycle providing a beam for approximately 300 ms every
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FIGURE 9.2. Percent depth dose curve of a high-energy proton modulated ta spread out the

Bragg peak. The Bragg peak of a modulated proton beam can be spread out ta caver the entire

rumour volume at the cost of increasing the relative enttance dose considerably over that of the

unmodulated beam.

2.2 s. Bearn intensity is approximately 5x 1010 protons per pulse.

The horizontal proton beam enters the treatment roorn as a narrowly focussed

pencil beam that is unsuitable for most clinical applications. Ta make it useful for our

experiment, the pencil beam is made ta impinge on two lead scattering foils ta produce a

15 cm diarneter uniform proton field at the location of the ionization chamber. For clinical

use, the proton bearn Bragg peak is modulated using a variable thickness Lucite propeller.

The propeller contains nine sections of Lucite with 0.8 cm thickness increments between

adjacent sections. Each section reduces the range of protons in water by approximately

1 cm. The propeller rotates at a speed of 310 rpm in arder ta avoid any resonance effects

arising from the 60 Hz or higher hannonic structure in the extracted beam.

The sensitive volume of the polystyrene PEEC was positioned at a water equivalent
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depth of 10 cm in a polystyrene phantom. Thus, the calibration depth was located in

the flat entrance dose region of the 250 MeV proton beam which then has a range of

3 1.8 cm in polystyrene. The field size at the depth of measurement was 15 x 15 cm2 and

the distance from the last bending magnet to the phantom surface was approximately

300 cm.

The polystyrene-embedded extrapolation chamber was originally the prototype

chamber for the Solid-Water™ PEEC. The overall design of the chamber is similar to

that of the Solid-Water™ PEEC (see Chapter 6). The performance of the polystyrene­

embedded extrapolation chamber in high-energy electron and photon beams was already

experimentally verified and the results published.7 The sensitive chamber volume for this

chamber is shielded from micrometer head and the piston housing by 8 cm of polystyrene.

The electrode design was updated ta conform with the design specifications of the Solid­

Water™ PEEC. The measuring electrode was connected to ground via a shielded triaxial

cable through an electrometer (model 35617; Keithley, Cleveland, OH) and the guard

electrode was connected to ground directly. In a manner similar to that described in

Chapter 6. in Fig. 9.3 the relative electrode separation z was plotted as a function of

the inverse capacitance. From the plot, the effective collecting electrode area of the

polystyrene PEEC was determined to be 3.36 ± 0.02 cm2•

Measurement of the ionization resulting from the proton beam irradiations were

taken at various electrode separations with the electric field maintained at "'w 400 V/mm.

A variable voltage power supply (model 412B; John Fluke, Seattle, WA) capable of

providing up to ±2100 V was used to provide the desired chamber polarizing potential.

Measurements were concentrated in the range of electrode separations for, 0.50 to

2.50 mm, except for one measurement whicb was made with an electrode separation

of 5.50 mm corresponding to the maximum electrode separation which could be biased

•

•
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FIGURE 9.3. A plot of the relative electrode separation z as a function of the inverse capacitance

(~Q / ~V) - t. The solid line represents a least-squares fit to the data and has a slope 2.976 mm

pF. The electrode area is detennined from m/[o and equals 3.36 ±O.03 cm2•

at 400 V/mm by our power source. Measurements were repeated for both positive and

negative chamber polarities and ail readings were corrected for ambient temperature and

pressure. The polystyrene PEEC was subsequently replaced by a calibrated Farmer-type

cylindrical ionization chamber (model 30001, PTW, Freiburg, Gennany) at the same

depth in polystyrene phantom for independent dose verification and comparison. The

60Co calibration factor of the cylindrical chamber was traceable to a national standards

laboratory. Ion recombination for both the PEEC and the Fanner chamber was estimated

using the standard two-volt technique for continuous radiation.8, 9

At LLUMC, beam output is reported in tenns of dose to muscle, therefore, for

the purposes of this study aIl doses will be reported as such.
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IV. Results

Proton beam calibration

The absorbed dose in the polystyrene Dpoly when the PEEC is exposed to proton

beam irradiation is given by the usual Bragg-Gray relationship:

dQ-.p (S) poly
DpolY = d~Jt air - . •

m Pair
(9.2)

in which ~V:ir is the mean energy required to produce an ion-pair in air by proton

irradiation (34.3 eV/ion-pair), and d'm = pA. d= where P is the density of air in the

chamber sensitive volume, A is the area of the collecting electrode, and =is the relative

electrode separation.

To convert the dose absorbed in polystyrene to that which would be absorbed

in muscle under identical beam conditions, the dose ta polystyrene is multiplied sim-

ply by the ratio of mass stopping powers of muscle to polystyrene, or Dmusclt =

Dpaly (SI p) ::;;c1e. ln this conversion, it is assumed that the proton fluences at the

equivalent depths of measurement in polystyrene and muscle are identical. This means

that Eq. (9.2) can be modified to read

dQ (
~) muscle-p ;,

Dmuscle = d ~Vair -. •
m Pair

(9.3)

•

even though the ionization measurements were made in polystyrene and not in muscle.

For the 250 MeV proton beam used in this experiment, a mean stopping power ratio of

muscle to air equal to 1.148 was used for a depth of 10 cm. [ref.6]

Figure 9.4 is a plot of the polystyrene PEEC response to proton irradiation as a

function of the relative electrode separation averaged over positive and negative chamber

polarities and corrected for charge recombination. The slope of the Hne in Fig. 9.4

is 9.247±O.016 nC/(106 MU mm) where MU refers to the proton accelerator monitor
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FIGURE 9.4. Plot of the polystyrene-embedded extrapolation chamber ionization response to a

proton beam of 250 MeV nominal energy. measured at a water equivalent depth of Lü cm in

polystyrene and a field size of lOx lO cm.!, Data represent the mean response of the chamber

operated at bath positive and negative polarities. corrected for temperature. pressure. and ion

recombination using the two-voltage technique for cantinuous radiation.

units. Substitution of dQ / d= into Eq. (9.2) results in an absorbed dose to muscle of

93.3 cGy/l06 MU at a depth of 10 cm.

Three ionization measurements were taken with a Farmer ionization chamber at

the same depth in polystyrene phantom as the PEEC and the mean value of the ionization,

corrected for temperature, pressure, and ion recombination, was used in Eq. (9.1). The

beam output detennined from this method was for the dose in muscle 98.7 cGy/l06 MU.

Comparison with the results found using the PEEC show a 5% discrepancy between the

two dose measurements.

IV.A. Discussion of uncertainties

The AAPM-T020 protocol states that ionization chambers yield absolute dose
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measurements in proton beams with total uncertainties of ±3%.1 Therefore the difference

of 50/0 between the preliminary extrapolation chamber measurements and the calibrated

thimble cbamber measurements is not completely unexpected. During the time of our

experiments we did not investigate the ion recombination properties of the polystyrene

extrapolation chamber exposed to the proton beam. Based on our subsequent work

involving the ion recombination in continuous photon beams we speculate that the use

of the quasi-continuous proton beam will underestimate the actual ionization produced

in the chamber. Initial recombination and ionic diffusion against the electric field in the

chamber may be significant in chambers exposed to proton irradiation; however, these

two charge 10ss mechanisms were not included in the analysis of the data obtained in the

250 MeV proton beam. The omission of the contributions of initial recambinatian and

ion diffusion ta the total charge loss will certainly result in an underestimation of the

actual saturation ionization. The exact amount of this effect is currently unknown.

Other potential sources of discrepancy between measurement of dose with the

extrapolation chamber and the PTW chamber are the fluence correction factor and the

replacement factor which account for the cylindrical geometry of the PTW chamber

but were not used in our dose calculations. The uncertainty due to perturbation of the

radiation field from the PTW chamber will be small and cannot be used to explain the

5~.tO discrepancy. Since the PTW chamber is in excellent agreement with proton doses

detennined with calorimetry, we conclude that the 5% discrepancy is for the mast part

attributable to the polystyrene extrapolation chamber.

•

•

Chapter 9 Proton beam calibration
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Chapter 9

• v. Conclusions

Proton beam calibration

•

The uncalibrated phantom-embedded extrapolation chamber design determines the

absorbed dose-ta-muscle to within 5% of standard calibrated Fanner-type ionization

chamber for the 250 MeV proton therapy beam. More work is needed to detennine

the ion recombinatian characteristics of the PEEC exposed to proton bearns before a

meaningful comparison with standard techniques can be made. Uncertainties in the

dosimetry of high-energy charged-particle therapy beams preclude accurate evaluation of

the performance of the PEEC at this time, and further work will be required to elucidate

the source of discrepancies between proton doses determined with the PEEC and Farmer

chambers.
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CHAPTER 10

Conclusions

1. Summary

The objective of radiation dosimetry is to detennine the energy per unit mass

imparted to a medium from directly or indirectly ionizing radiations. Currently, ooly

three dose measurement techniques are considered as absolute, in that they do not require

calibration in a known radiation field. In order of "absoluteness" these are calorimetry,

chemical dosimetry, and free-air ionization chamber dosimetry. We propose to introduce a

fourth absolute dosimetry technique based on the use ofphantom-embedded extrapolation

chambers, or PEECs.

The phantom-embedded extrapolation chamber (PEEC) is an uncalihrated, variable

air-volume, parallel-plate ionization chamber which fonns an integra1 part of a Solid­

Water™ phantom and may be used for the detennination of absorbed dose in Solid­

Water™ phantoms. The unique design of the Solid-Water™ PEEC allows for the direct

measurement of the ionization gradient dQ / dm. This gradient can be substituted for

the ratio of Q/ m in the Spencer-Attix cavity relationship, obviating the requirement for

calibration of the chamber in a known radiation field. In this regard, the PEEC can

be considered an absolute ionization chamber equivalent in absoluteness to the free-air

ionization chamber. Moreover, the PEEC is superior to the free-air ionization cbamber in

that it is relatively small, easily portable from one machine to another, and May be used
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for calibration not only ofa1l megavoltage photon and electron beams used in radiotherapy

but also of proton beams. The design of the PEEC also eliminates or reduces many of the

correction factors associated with the use of cylindrical Farmer-type chambers that are

currently recommended by the AAPM-TG21 protocol for the calibration of high-energy

photon and electron bearns.

In current radiation dosimetry protocols initial recombination and diffusion loss

are ignored and the collection efficiency is detennined assuming that the approach to

saturation for both continuous and pulsed beams is govemed by general recombination.

This approach can result in errors in the determination of the collection efficiency fe

for Fanner-type chambers in continuous beams on the arder of 0.5%, irrespective of

the dose rate. For parallel-plate ionization chambers, the error in the detennination

of Qsat introduced by ignoring initial recombination and ion diffusion is a function of

the electrode separation d, decreasing from "'3% to 0.1 % as d is increased from 0.5 to

3.5 mm, respectively.

For Fanner chambers operated at moderate chamber potentials (e.g., 150 V and

above), charge multiplication affects the measured charge and should be accounted for.

In parallel-plate chambers charge multiplication was observed for electric fields as low

as 50 V/mm. Consequently, we suggest that chamber potentials be kept relatively low

to avoid complications arising from the onset of charge multiplication in the chamber

sensitive volume.

When the appropriate polarizing potential is used, and charge multiplication

is accounted for, our extrapolation chamber meets its ultimate goal- the ability to

measure the absorbed dose in phantom without requiring an exposure calibration in

a known radiation field. Both in precision and accuracy, our uncalibrated phantom­

embedded extrapolation cbamber provides results that are comparable to those obtained

•

•

Chapter 10 Conclusions
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with calibrated ionization chambers. Measurements made with our uncalibrated PEEC

and those made with caJibrated Farmer-type ionization chambers agree to within ±O.S%

for high-energy photon beams ranging from cobalt-60 gamma rays to 18 MV x rays and

electron beams in the energy range from 6 to 22 MeV.

Thus, uncalibrated variable air-volume extrapolation chambers, built as an integral

part of the phantom in which the dose is measured. can serve as radiation dosimeters

in output calibrations of megavoltage photon and electron beams in radiotherapy and

also of proton beams. The dosimetry with phantom-embedded extrapolation chambers is

simple and does not require troublesome correction factors which account for chamber

properties, for perturbation of the electron fluence, and for the unavailability of high

energy photon and electron calibrations at standards laboratories.

Dose measurements with carefully designed and precisely built extrapolation

chambers can be regarded as a practical alternative to other currently known dosimetry

techniques for aIl clinical megavoltage photon and electron beams. The use of uncal­

ibrated extrapolation chambers provides a simple means to either verify independently

machine outputs measured with standard calibration techniques or to determine machine

outputs directly when calibrated chambers are not available.

•
Chapter 10 Conclusions

•

Il. Future work

Work is currently underway to automate Many of the procedures necessary to

operate the PEEC. A computer controlled step-motor is being designed to tum the

micrometer screw so that changes in the electrode separation can be accurately controlled

down to 10 j.lm. It is possible to transfer the control of the electrometer and power supply

to an extemal computer. A program cao be written to unite the three systems (step-
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motor, electrometer reading, and power-supply) into one functional unit 50 that output

calibration measurements with the PEEC cao be performed in one step. Such an integrated

measurement system would make the PEEC a very viable chamber for clinical use.

AIready, we have fashioned from bone-equivalent phantom material electrode

buttons which can be painted with graphite-dag for use in bone-tissue intertàce studies.

With a thin entrance window made of bone-equivalent material, the absorbed dose near a

Solid-Water™-bone interface cao be measured. By making the bone-equivalent entrance

window and collecting electrode button sufficiently thick, the PEEC will approximate a

solid bone-equivalent phantom and direct rneasurement of the dose-to-bone can be made.

It might be possible to improve the dosimetry with the variable-volume extrapo­

lation chamber by using mean restricted mass stopping power ratios for which the cutoff

energy ~ corresponds to the actual electrode separation. Use of the appropriate restricted

mass stopping power may extend the region in which the Bragg--Gray cavity conditions

are satisfied. [n principle, the mean restricted mass stopping powers in any material cao

be calculated if the electron spectrum is accurately known. The electron spectrum gen­

erated from any medical linear accelerator can, in principle, be calculated from Monte

Carlo simulations. The transport of the radiation beams through a given medium can

a150 be calculated using Monte Carlo methods, hence the electron spectrum at any depth

in the medium can also be determined.

Several possibilities exist in the study of the relative contribution of general

recornbination, initial recombination, and ion diffusion to the overall charge loss in an

ionization chamber. For such studies a more rigorous set of measurements than those

described in this thesis could be performed with the goal of accurately determining

the parameters Q, ;3, and Î which characterize the effects of initial recombination and

diffusion, general recombination, and charge multiplication in the chamber sensitive

•

•
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volume. Moreover, by looking at the collected charge as a function of the electrode

separation d for constant potential V, the effects of each of the three charge loss

mechanisms of the measured signal should be resolvable, since each mechanism has

a different dependence on d.

More work is needed to detennine the ion recombination characteristics of the

PEEC exposed to proton beams before a meaningful comparison with standard dosimetric

techniques on proton beams can be made. Firstly, for a given electrode separation of

the PEEC, a saturation curve must be measured so that the optimum polarizing potential

in proton beams can be determined. Secondly, a detailed investigation of the chamber

response as a function of the electrode separation should be made to establish the correct

electrode separations to satisfy the Bragg-Gray conditions. [n our measurements we

assumed that the Bragg-Gray region in photon and electron beams corresponded to that

in proton beams. However, the Bragg--Gray conditions in proton beams are satisfied by

cavities of different dimensions than those in photon and electron beams.

•

•

Chapter 10 Cone/usions
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A plot of l/Q vs IlV2 for saturation curve data measured with a 0.6

cm3 thimble ionization chamber in a continuous beam of photons with an

exposure rale of 160 Rlmin. Part (a) shows the full data set in the near

saturation region where O.7 ~ f < 1.0. The doUed line represents a

least-squares fit to the data indicated by open circles and results in

Q3at =33.76 nC. Data within the shaded area of (a) for the near saturation

region are shown on an expanded scale in (b). The solid line in (b)

represents the curve fil of Eq. (7.6) to the data shown by open circles with Cl'

= 3.79x 10-3 Y and J = 2.57x 10-1 y2, and provides a Q3at of 33.88 nC.
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to the least-squares fit shown in (a). The dashed-dotted line represenls the

two-voltage technique [Eq. (5.18)] applied to data measured at 150 V and

300 y (identified by double circles) and results in Q3at =3..1.01 nC. . 157
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to the least-squares fit shawn in Fig. 7.1(a). The solid curve corresponds

the fit of Eq. (7.6) from Fig. 7.I(b). The dashed curve represents the curve

fit of Eq. (7.7) with Cl' = 3.71 x 10-3 Y, ;3 = 0.257 y2, and "( =1.2x 10-5

y-I, accounting for both general and initial recombination, ion diffusion,

as weil as. charge multiplication, and predicts that Q3at = 33.87 nC. .. 161
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Saturation curve data for a 0.6 cm3 thimble ionization chamber plotted as

1/Q vs l/V for variou5 dose rates of continuous cobalt-60 irradiation.

Part (a) shows the near saturation region where 0.8 < f <1 and part (b)

shows the extreme near-saturation region where f> 0.99. The dotted

curves represent data fits assuming the validity of the 11Q vs 1/\-12

relationship, solid curves represent data fits of Eq. (7.6), and dashed

curves represent data fits of Eq. (7.7). .. . . . . . . . . . . . . . . .. 163
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used to determine Q.sat in Fig. 7.4 is unsatisfactory in this region. . .. 167

225



•

•

FIGURE 7.6

FIGURE 7.7

FIGURE 7.8

Saturation curve data from Fig. 7.4 plotted in the fonn of l/Q vs l/V

for the full range of electrie fields (a). and in the extreme near-saturation

region (b). The dotted curves represent the Iinear fit to data in the neac

saturation region (indicated by open circle) of l/Q vs l/V2 accounting

for only general recombination. The solid curves represent the curve fit of

Eq. (7.6) to data in the near saturation region and include the

contributions of initial recombination and diffusion loss as weil as general

recombination. The dashed curves represent the fit of Eq. (7.7) to all of

the data points, including charge multiplication in addition to the three

charge loss mechanisms. . . . . . . . . . . . . . . . . . . . . . . . . 169
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continuous beam as predicted by the comprehensive model for charge loss
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Saturation curve data for a Fanner-type ionization chamber in an 18 MY

pulsed photon beam for Pp -0.04 nC cm-3 plotted in the form of

l/Q vs l/Y for f ~ 0.97. The solid line represents a least-squares linear

fit to the data in the near saturation region and yields a value for Qsat of

1.025 nC when extrapolated to l/l/ =o. The dashed Hne represents a least­

squares fit of Eq. (7.9) to ail data points, including charge multiplication in

addition to charge loss mechanisms, and results in a Q .sat of 1.024 nC. 175

Saturation curve data measured with a parallel-plate ionization chamber

for various electrode separations d in an 18 MV pulsed photon beam. The

saturation charge Q .mt is found from extrapolating to 1/E = 0 the soIid

lines representing least-squares fits to the linear region of the data

(indicated by open circles). For the 0.5 mm electrode separation, the

linear relationship between l/Q and l/l/ breaks down noticeably. The

dashed curves representing the fit of Eq. (7.9) to the data follows the

measured data throughout the eOlire range of electric fields.. . . . . .. 177

Saturation curve data measured with a parallel-plate ionization chamber

for various electrode separations d in an 9 MeV pulsed election beam.

The saturation charge Qsat is found From extrapolating to 1/V =0 the

solid Iines representing least-squares fits to the linear region of the data

(indicated by open circles). The curve fits of Eq. (7.9), which include the

effects of charge multiplication, agree with the measured data throughout
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