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n the .

’-h\'

- Airborne” electromagnetic methods were developed

N . ‘ ’ i s v & . ’ ' s
early 1950's, mostl by Canadian mining exploration companies

L -
as a means of ecphomically and successfully searching ;arge -~

-
@

’ % areas forlconductive mgssive sulfide Mmineralisation, As new
tethﬂoloéies developed they have become more ;ndbmore §oph;
isticated. They'canédétect conductors at depths in excess of
200 m and areﬁroutinely used for-overburden ;apping:‘fhe data

‘ ié digitally recorded and pfocessed.°dﬁe of the most succes - &

sfuliméthods is the time domain airborne iNpuTl system, for

numerous mineral deposits were found by this system in the
) Canadian Shield. o - ‘ R .

E
« . .~ Present interpretation techniques @are based on the use of

,nomogramg (i.e. fdhilies of pre-computed characteristic teé-

»

) .
ponses) and the tmethod is~easily amenable to digital pro-

3 , -

cessing as it is easy to program and economii;:f use, For high

"accuracy interpretation "however it 1is necessary to develop
A &

quantitative interpretation téchniques that @«an make full use' |

of .all the data available. Inverse theory has been used with )
) great success in all “branches of geophysics, but to date in
\I A

mining exploration it has been used for the interpretation of

¥

Y airborne E.M. data using only the one layer earth model. yse N

C ‘ /. o
/i.td.
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/




) . i""‘" . i ) ii %
- Jof inverse theory for the plate model has been limited by the

P

) high, cost of numerica'lly solving the forward problem. ‘ )

-
In this thesis we show how to use -inverse’ ‘theory to

* interpret tfme domain E.M. data with .the rectangular thin

1 plate model by introducing some economies.. It is then’péséiblq

. '

. o 2
td estimate parameter errors, t']:'\e correlation matrix and to

K assess the validit?}\the model. This |{s exte;l.ded to the

jointh. inversion of. electromagnetic and, ierpmhgnetic data.a

w v

case that often arises in m{ning problems. It is finally shown

that under some assumptions the late time channels can be used’

¢

[ ‘e

[ ' ° . ’
to interpret time domain E:M. data in the presence of conduc-.

@
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4 ~ - "
. tive ovexburden. . . .
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A Le dgveloppement des méthodes‘ élect;omagnétiques aéro-

.
°

portées fut réalisé au début des anAées tinquantes, principa-
lement par des compagnies d'explorﬂpion miniére canadiennes

dont 1l'objestif était la recherche de sulfures massifs con-

5

" ducteurs. Avec le développement de nouvelles technologiles

¢
P RV
~ /

i
celles-ci devinrent de plus en plus sophistiquées. Elles

étectent maintenant des condt@icteurs 4 ‘des profondeurs de plus

%.

\ . de 200m et elles sont utilisées de fagon routindiére pour la

E WP
cartographie des morts-terrains. 'Une des méthodes les plus
. e %

fructueuses est 1e°systéme INPUT qui fonctionne dans le do-

b

maine du temps. En effet, de n&%breux gésements du Bouclier
’-,4‘ > IS

canadien farent découverts a l'aide de ce systéme. :

e Les techniques d’'interprétation actuelles sont basées sur
l1’utilisation d'abaques (i.e. un ensemble de courbes car;cté-
ristiques précalculées). Cette méthode peut facilement étre
informatisée et est ainsi économique a utiliser. Pour une

° N o

interprétation précise il est néanmoins nécessaire de dévelop-
per des méthodes. d’interprétation quantitatives qui utilisen;
toutes les données existantes. La théorie de l’inversion a été
utilisée avec beaucoup .de succés dans tous les domaines de la

géophysique, en exploration miniére elle n'a été utilisée que

": pour l‘’interprétation de levés E.M. aéroportés en utilisant le

9

e
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modéle d’une terre sg%atifiée une seule couche. L'usage du

-

modéle de -vla* plaque nince pour 1l’inversion a été limité par

+

les colts de la solution du probléme direct.

’

r— S -
Dans cette thése nous montrons comment, en introduisant

dés économies de: calcul, utiliser la théorie de l'inversion

@

pour- interpréter des données E.M. aéroportées dans le domaine

du temps & 1l’aide du modéle d’une plaqde mince rectangulaire.
: 35

La méthode est ensuite étendue au cas de 1'inver§f%n conjointe

de données E.M. et magnétiques, un cas fréquent en exploration
. ! wrE y

minférgﬁ Nous montrons finalement que sl 1l'on falt certafnes

hypothésesv; les données "des derniers canﬁux pPeuvent étre

[

Anterprétées en présence d’un moéort terraiﬁ conducteur.
“ ,

"i'j‘ . . 2]
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Chapter 1

-~

‘ INTRODUCTION. '

1.1 Airborne Electromagnetic Prospecting. . ~

~

%

Alrborne electromagnetic- prospecting came into.widespread

use in the 1950s. The discovery oﬂhseven new orebodies between
. : A y

1954 and 1956 suffices to explain their subsequent popularity.

E.M, methods were first used to detect massive sulfide orebo-

[ »

dies, but 1recently have been extended for structural and

ov%rburden mapping. In the coming years we foresee an increase

of\their use in groundwater and environmental problems. ~
E.M. methods respopd to the electrical properties of the

€

earth, of which conductivity is the most important since it
varies ‘over many orders of magnitud;, from 103 to 10'55/m.
This 1is the most variable of all the physical properties of
rocks and minerals. The other properties, pamely permeability
and permittivity, are generally assumed to be those of free
space; an hypothesis wgich is most of the fime valid 1in
pracFice.

Since airborne E.M. systems operate at low frequencies

(<5kHz) displacement currents are negligible relative to



]

2

' R I
cottduction. currents. When a conductor 'is excited by a time

varying magnetic field, currents are induced in it and a
secondary magnetic,field 1s generated. The response detected
by 'an° E.M. r€Cé1ver is thug the sum of a primary %ield,
usﬁhlly %énerated by a transmitter, and a’  secondary field
péoduced by thg conductor. Most s&stems measufe—the ratio of
the amplitudes of the secondary to the péimary field and this
ratio.\is uséllly expressed in parts peg\ million (ppm).
Although soﬁe ground E.M. methods such ;s AFMAG and
magnetotelluric use natural atm9spheric sources, tﬁe majority
of tygm use artificial sources. All airborﬂ& methods use ‘a
transmitter 6perating either 1in the nfrequency or the time
domain. | . q
In the rigid boom configurationbthe transmitter and the -
reéeivef Qrem rigidl{ mounted relative to one another. This
limits the differential qo§ement between the pair of coils a;d
therefore reduces noise due to the effect of variable coll
geometry. This 1s the type of configuration prefer;ed for
he}icopter-borne E.M. - systems. The "bird" containing the
transmitter and recelver coils 1is typically 7m or 8m long and
is towed at a height of 30m or 40m above ground. In a
frequency domain system the transmitter emits a sjinusoidal
primary field at three or' four fyequencies in the 200 to
5000Hz range. Different coil orientations are used to maximize

the information. For fixed wing alircraft such as in the

Scintrex Tridem system, the transmitter and the receiver are

Sy
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C »
then housed 1in special pods attached to, the wingtips of the

aircraft. Alternatively the mnose and the tail can also be
used. )
In the "towed bird" configuration the transmitter 1is
generally a large current loop attached to the nose, the
wingtips and the tall of the aircraft. The receiver is -towed .
at about 70m below and 90m behind the aircrafg. This is the
preffered geometry for time domain systems. Differential
movement between the alrcraft and the bird is important and in
the frequency domain only the quadrature component of the

secondary field can be used, since it is mostly unaffected.

:

Two or more frequencies must then be used to obtain enough

“\dihgnostic information. This scheme was used in the Hunting
A Ny
Canso System and the Mc Phar F-400 system.

The first airborne time domalin system was introduced by
A. Barringer inm 1958. The INPUT system, as it is called, uges
a half sine pulse of 1 to 2ms of duration of alternatin

" polarity as 1its primary field. The base frequency is usually
L2
90 or 150Hz. & decaying secondary voltage 1is measured while

f - the transmitter 1sloff.'ét is sampled over six non overlapping
time windows, called channels. Since the measurements are made
while the transmitter is off, the noise 1s reduced. Further
reduction in noise level is obtained by stacking and averaging

the measurements over several cycles, Recently a helicopter

INPUT system as been introduced. The receiver 1is then 20m
D ;
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v . a

~

behind anq 70m below the helii?pter (Konings, Lazenby and.
Becker; 1984). ' "

The GEOTEM?Z Sﬁsteﬁ, flown By Geoterrex Ltd, consists of
an INPUT transmitter and a state of the .art digital receiver,
It has twelve software selectable time-windows. Another system
called SWEEPEM has been developed by Shell Minéral and uses a
pseudo-random waveform. It operates either in the time domain
or the frequency domain. The system has Jbeen moth-balled for
economic redsons,

[

1.2 Advantages of Time Domain Systéms. : -

o
-4

Because of their large geometry and high dipolar moment

(105A/m2) airborne time domain systems: can detect deeply

buried cbniyctg;s. They can even locate conductors under thick

-

: conductgye-over urden such as in the Abitibl clay belt. They

have a high sensitivity but due to their relatively high

altitude of 120m they lack the resolution of helicopter-borne
b

frequency domain E.M. systems. On the other hand this results
4 /

in better lateral coverage. Between 1980 and 1986, the time

§
domain INPUT system was credited for the discovery of eigbt
commercial orebodies (Northern Miner Magazine, Dec.1986) whlle

none were discovered by frequency domain E.M. systemg. It

still remains to be seen if this 1s a matter of chance or

.technology.

2 Registered trademark of Geoterrex Ltd.
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1.3 \Thesis Objectives and Outline.:

[

The interpretation of airborne E.M. survey data is based

) s

upon comparison of known free space model responses and actual

» k24 A"
data. This 1is wusually done by fitting the anomaly peak

[ o

response to a8 set of nomograms to determine the conductance

and the depth of the target. The di; of a.half-plane or of a

»

plate like conductor can also be found with nomograms,.

# :

The objective of this thesis 1s to use inverse theory to

compute the most important physical and geometrical parameters

of plate-like conductors and assess the validity of these

results. In doing so, the full length of the anomalous profile
[ -
18 used rather than only the peak respomnse, thereby greatly

improving the interpretdtion. Without loss of generality,- the

v

discussion will be restricted to time-domain airborne systems.
The use‘of the plate model in free sp;ée,as developed by

Annan (1874), 1is discussed in ChapterUZ and its application in
the context of the Canadian Shield is also eiposed. The theory
of inversion 1s presented in Chapter 3 and Chapter 4 gives the
results of the inversion of synthetic and actual data. It is
—shown 1in Chapter 5 that, -in some cases, there are ‘éome
advantagé; to the joint inversion of E.M. and ﬁagnetic data to
reduce the error bounds on the paraméters. In Chapter 6, it is

shown how 1late time channels <can be used to Interpret

conductive targets in the presence of conductive overburden if

~

@
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the_target conductance is high enough and the:overburden not
too corductive. Finally the most important conclusions will be
. . % .
. reviewed and we will give some suggestions for future work. .
! L » ’
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- chapter"2

THE PLATE MODEL

3

A

-3

2.1 Introduction.

{E;yas decided at the start of this work to use the PLATE
'6;:?::; ‘to solve the forward problem. The algorithm was deve-
loped by P, Annan (1974) and the last version of the program
was swritten by‘A,V. Dyck (Dyck} Bloore and Vallée, 1980). The
main advanéage i3 that' the prdﬁram is highly intgractive and
user friendly, 1t 'can also simulate most commercial E.M.
systems. Before discussing the theory associated wit£ this

model, it ig Justified from a geologicaf’and geophysical point

of view, 0

2.2 Geological justification.

=

.

[

A list of the mineral deposits of northwestern Quebec has
been published by Avramtchev (1980). This study covers the

Quabeé part of the Abitibi greenstone belt. Out of a total of

vf\ZOOO deposits, 307 have an unknown shape, and 92% of the

P .

remaining have a shape that can be modeled approximately by a

-

-

w
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plate or a "half planp. The deposits were classified as

follows:

-

Chimnqg ¢<'¥t is a tubular orebody more or less verti-

cal. It is generally associated with volcanic intrusives. The

"ideal geophysical model is a vertical cylinder. There are only

11 such deposits in the study area.
Strata~bound; these deposits are characterised by thelir

continuity. They are usually located at a particular level in

sedimentary, metamorphic or magmatic rocks, The are easily
modelled by a conducting thin plate. A total of 453 of these
are found in the study area.

Dike r these orebodies are associated with intru-
sive dikes and depending on their extension can be modelled by

a half-plane or a plate. They number 99.

feer g
Vein : the mineralisation fill the cracks of a

fault or a shear zone. They are the most common, 880 in the

study area. o

¢

Lenticular : these orebodies hjve the shape of a lens
and are modelled by a plate. They number 129.
Stockwerk “\xRLthis is a very dense éssemblage of small

and thin veins, 1in some cases it c¢ould be modelled by a
' (o]

1

sphere. Only 59 are located in the study area.

o

Mass : these deposits’ have a more or less

spherical éhape. They number 62, and a sphere would be a good

model.
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massive sulfides. Their conductivity 1is wusually caused' by

pyrrhotite and chalcopyrite, whose respective average conduct-
ivities are 10%S/m and 250S/m (Telford 1976,p450). Pyrite.

(3S/m) 1is more abundant and occurs as isolated, closely spaced

-

_ grains, so that, the averagé response'is weak. The conductivity
of massive sulfide deposits is éenéijfly in the rénge of 5 to
36S/m. Graphitic conductors are the—Source of a large number
of E:M. anomalies. They usually‘form‘iong conducting bands ;f
tens and even hundreds of kilometers. It is neverthéless
possible t9~f1nd some suikides w%thin the graphitic sediments.

It is _obvious that stratabound, 'lenticular, dike and vein

like ore bodies can be modeled by a thin conductive plate or a

half plane. For most of them the strike length is much larger ~

than their thickyeés. HOWﬁver this does not means that they
can be coﬁsid;?ed as inductively thin.. According to Lamontagne
(1970) a conductor |is inductivély Ehig if o p«ut2>0.67.
Assuming a frequency of 150Hz (base frequency of the INPUT
system, w =27£f) the thickness(kt) has to be less than 53m if
the conductivity (/n/ is 0.2S/m and ‘less than lém for a

conductivity of 2S/m.

2.3 Numerical Development of the PLATE Model.
[
The inductive response of a rectangular thin plate in

free space was solved by Lamontagne and West.(1971). They used

Most deposits detected by airborne E.M. /systems are(,\d

o
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the finite element method, to sélve Maxwell's equations.
Annan's so%utiop is based on the concept of equivalent_sources

and the mathematical formulation of ,the plate problem is

discussed in the appendix. The, secondary field of a thin plate

_excited by an E.M. primary source is considered as being

generated by a set of equivalent sources distributed on the
surface of the plate. This concept has been applied t¢ a
numbeﬁ of different problems by Annan (1974). The same 1idea
has been ;sed in gravity and magnetic interpretation where the
equivalent layer 1is commonly wused. This concept 1is a
reflection of the non-uniqueness of the inversé problem in
‘

potential fiéld data.

. Bybapplying the equivélent source method the problem of
an inductively thin plate is reduced to a surface integral
equation in terms of unknown  surface currents and a knowh
source field.” The equation is solved by a standard finite
element techniqpe : the Galerkin method. This results in a set
of linear equations tﬁat are solved 1in teervof a weigﬁted
eigenvalue problem: The solution is a set of eigenpotentials
that are iliustrgted in Figure 2.1. They are equivalent to a
set of non interacting current loops and the eigenvalues are
related to the time constant of each current loop. The secon-
dary field outside the conductor is calculated by the Biot-Sa-

vart law. The most interesting aspect of this solution is that

the eigenpotential depends solely on the aspect ratio (depth

extent / strike exteﬁt ) of the plate. Hence, a number of
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solutions can be computed and stored for a full range of

ratios including most practical cases likgly to occur.

There is a strong economlic advantage to the use of the
PLATE program, particularly 1f the fo?ward problem has to be
solved‘ man; times, such .as for the case for non-linear
inverse problems. Most of thg computing effort thep goes for
the calculation‘of the primary and _secondary fielf coupling,
coefficients since the coupling integrals have to be svaluated
by numerical quadrature. Any reduction of théd CPU time of the
numerical incegration routines has a direct {nfluence on the
CPU time for the inverse solution. fhere are two direct ways
t6 achieve this goal : a reduction of the number of eigencur-
rerits and a modification of the quadrature routines used in
the PLATE program. The standard version of the program uses 15
éigencurrentS/iﬁq a Gaussian quadrature formula with a maximum
érder of 19. The actual order. of the quadrature 1is determined
by the distance between the referegce point on the plate (0 ,9
;0 ) and the transmitter or the recelver depending on which
‘coupling coefficient is being calculated. Models generated by
'thg standard version will now be called reference models. The
response of the. airborne INPUT system to a plate having a
;trike‘ length of 600m and a depth extent of 300m was

&

calculated “for different conductances, dip, order of quadra-

ture and number of eigencurrents. The geometry of the plate
is shown in Figure 2.2. System integrators were not simulated.

Table 2.1 summarises the results for 15 eigencurfants. The
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maximum order of the numerical quadrature was reduced to 8 and
the normal magpetik fileld at the‘surface of the lete was
evaluated on a 406 (20 x 20) point grid rather than the usual
900.points.

The maximum RMS error occurs fo; a dip of 135° .and a
conductance of 20S. Prggiifs of the differe;ces between high
‘and low precision 'resultsl are shown in Figure 2.§ for
different dips and conductances. To study the influence of the
number of eigepcurie&ts two nomoérams were calculated, one
using 15 and the other 10 eigencurrents, their difference is
illustrated in Figure 2.4. The plate 1is vertical and 120m

under the transmitter, conductances range from 1 to 100S. When

10 eigencurrents are used, the amplitudes are more and more

underestimated as conductance increases. The maximum is

reached for a conductance of 508, channel one 1is then
underestimated by almost 500ppm. The reductioﬁ of the order of
the quadrature has a minor effect ‘on the exactness of the
forward model while a reduction of the number of eigencurrenfs

<
results in unacceptably large errors,

It is interesting to look at the reduction of the CPU

time. ?he CPU time for the computation of the reference model
was normalised and Table 2.2 presents the results.It |is
obvious‘tbat there is a trade-off between precisisn and speed,.
Inversion of theoretical models with different noise levels
have been attempted for different number of eigencurrents and

order of quadrature and they will be presented later. !
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The Gaussian quadrature uéed in the PLATE program is

" probably the ‘type wiEh the highest degree of accuracy. This

3

type of'quadrature formula converges to éhe"truq}value of an
integral for-almost any conceivable function (Stroud, 1971,

a

pl3). Surfacé integrals such as those in PLATE are usually

integrated ~over one "variable with, a Gaussian formula and

again, ovey the next variable with the same formula. This is
' 0

known as a product rule; direct rules also exist and they have

the following form (Dhatt and Thouzot, 1984, p293): “U)
. “
J £(x,y) dx dy = I Wy f(xj,yi)
-1

Where the function £(x,y) 1s integrated over the x and vy
variables and the ﬁi are weighting factors determined by the

specific direct rule wused. The function 1is evaluated at r

@ | D
P

Thege rules need less function evaluations and are gener-

points,

ally faster than pio?uét rules. The:prqﬁled is to.find a rule
that has the réquire; accuracy. A number of those rules have
been studied by Stroud (1971) and their application to finite
elemgnt problems is discussed by Dhatt and{Touzot (1981). A 13
point direct formula of degree 7 taken Jirectly from Stroud’
(1971) ;as tested for ‘accuracy and speed. The responses for
bﬁr same models aé‘those used in Table 2.1 were in error by

about 10% at peak amplitude, which is too high.

~

/
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A Chebychev integrition rule was also tested. Since all

the weights are equal to unity, it should be faster than a

Gaussian rule(pf the same order.. This rule was taken direc%ly
from Abramowitz and Stegun k1965f and hag the following form:

! )

J" £(x) dx = (2/n) £ £(xp)
-1

Where f(x) 1is the fynction to be integrated and the xys the
abscissae whére the function ié evaluated,

This is essentially fhe’summation of n function values at
someOparticular abscissae and it can be easily used in a
product rule. Using this rule, tae error is about 5% at peak
amplitude for the same reference models as previously discus-
sed. Nevertheless there was no substantial reduction of thae
CPU time whew compared with a Gaussian rule of the same order.
It is apparenf that most of the computing effort is in the
evaluation of the kernel of the integral. In fact, the PLATE
program evaluates this function on a 30 by 30 mesh over the
surface of the plate whe; computing the coupling coefficients.
The function values used by the numerical quadfatupe are
intérpolated from this grid.‘Use of a 20 by 20 mesh results in
a reductign of 5% in CPU ti;e while overestimating the peak
am#litude by Sppm, which 1is negligible

Some ninor modifications of the original FORTRAN code of

the PLATE program were also made to make it run faster and

{ I3
more efficiently. Finally, only- the parts of the program
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pertinent to the inversion algorithm were kept. Needless to

say the program is no longer interactive. The inversion

;;2;:2% is between three and four times’ faster than it would

-

be 1 f the standard version had been used to solve the forward

problem.

2.4 Half-Plane Approximation.

©

A solution has been recently published by Weidelt (1983)
for the E.M. response of a dipping half-plane; so it is useful
from a computational polnt of view to be able to approximate
the response of this model by the PLATE program. The response
of the INPUT system was calculated fo£ a number of plates of
va}ying strike lengths, ~all with an aspecth'ratio of 0.5,
cofiductivity thickness products of 58S, 20S and 508 and a dip
of 90°, The plates are 1oc;ted at a depth of 120m and 220m
and the system is assumed to be flying perpe;dicular to the
strike. gystem integrators were not simulated. Results are
shown in Figure 2.5 for the six cha;nels of the INPUT system.
There 1s a fast increase in the peak ampl{&udes of all chan-

"nels with increasing strike length. A total of 15
eigenpotentials and a maximum Arder of 19 for the Gaussian
quadrature were used for these tests. Although\in theory, the
gimulation of a real half-plane would reJLirei)an infinite

'numb;r of eigenpotentials a finite number is sufficient,-for a

good approximation. No test have been made to simulate the

response of the .GEOTEM system to a half-plane since in would
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Figure 2.5a Iﬁ;UT system peak response for a vertical plate

with a conductance of 55 as a function of the strike

for depths of 120m and 220m.
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be very similar. The differences would be due to different

time windows and would be similar to‘those observed for the
. \

INPUT system. . ' i

A plate can be considered to be infinite when the maximum

" amplitude stabilises with increasing plate size (Hanneson and

West, 1984). This criteria was also used by Palacky (1975)
when he wused analog modeling to study the INPUT system
respons; to a half-plane. His "half-plane" sheet corresponded
te a plate of a strike length of 1183m and hi&th of 592m. It
was theq found that an increase of the sheet size would not
affect the anomaly amplitude except for conductances léss than
5.6S. For a plate located 120m under the transmitter, it is
observed in Figure é.S that when the conductivity thickness
product 1is SS,*the plate has to be about 1800m of strike
length to be considered iﬁfinite. It need be only 600m when
the conductance is 20S or 50S. The observed decrease of the

amplitude with increasing strike length is most likely due to

the fact that more than 15 eigencurrents should be used to

model a real half-plane. The conclusions are the same 1f the

plate is located 220m under the transmitter. The. choice of the
plate size, wben modelling a half-plane , should therefore be
made a function of the expected conductance of a pa}ticular
targe;. In inverse problems the plate st}ike 1éngth is

measured directly on the anomaly map. It is the common

practice to use a 600m strike length to model a half-plane. If

5
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a low conductance is suspected, a ldnger strike iangth of the
N )

order of 900m should be used. \
2.5 Some Particular Congiderations. o \

When simulating the fésponse of any reai airborne system
it is essential to take into account some properties of the
elect;onics used in the receiver., All airborne E.M. Byste&s
use some form of filtering or averaging to reduce the high
frequency noise. The receiver can be modeled as%a low pass
filter that has two main effects on an anpmal%, first a

n v

modification of its shape and amplitude, symmetrié anomalies
become as;mmetric, secondlyt the position of the maximum is
delayed along the flight 1line, this is the effect of the phase
regbonse of the filter.

That problem has been studied by Jensen and éeckar (1979)
who designed ﬁigital filters to reduce the anomaly distortion
and correct for the spatial phase-shift. The effect of a 1.1
sec, time constant is illustrated in Figure 2.6 for tgé res -
ponse of the INPUT system. When solving the forward problem,
it is '‘easy to simulate those effefts by convolving the ac;ual
system response of the receiver with the theoretical anomaly
obtained from the PLATE program. It 1is essential to include

that procedure as part of the solution of the forward problem

in any inversion scheme.
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Chapter 3

L3

THEORY OF INVERSION-
3.1 General considerations.

It is important éo understand what 1is meant by such words
as inversion and interpretation in.the context of geoscience.
Interpretation is the process by which.the geophysicist trans-
late physical ‘observations into geology, taking into account
known ‘ geological constraints. It is obvious that an
interpretation can easily be subj;ctive, being often an art
more than. a science, and is largely based on experience. On
the other hand 1inversion 1is a mathematical technique to
translate the data, the geophysical observations, into a model
and provide an estimate of the ©parameters and thelr
uniqueness. This 1s related to the solution of the foréard
problem, that is the gomputation of theoretical observations
assuming a known model. In principle once tﬁé forward problem
is solved it should be easy to solve the inverse problem but
in practice this is generally not the case. A point not very
often discussed, 1is the choice of the model itself. In gene-
ral, most inverse problems hage an infinite number of solu-

tions as demonstrated in potential field theory. This subject

- N [}
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. v . o
is discussed& by Grant and West (1965, p.214-216) for the

gravit& and magnetic data. For E.M. soundings, Fullagar (1984)
d;monstrates that for a one dimension conductivity profile,
given an infinite number of arbitrary accurate.measurements,
there 1s a unique solution, The solution is however unique
only because a specific model (i.e. one dimemsionai variation
of conductivity) has been chodfen. Thus, the choice of the
model is a Sritical part’ of ,gnyB geophysical iﬁversion.
Uqfortunately there is no general rule to select the right
model. This is still 1largely based on experience and
intuition. Inversion theory | is however of great help to
., a8sess the validity of any proposed model.

For a long time, most geophysical interpretation was done
with the help of nom&grams, which is really a form of manual
curve fitting procedure. It was the first method used for the
interpretation of gravity and magnetic data. A good eigmple is
the set of nomograms proposed by Koulomzine and al. (1970) for
the interpretation of magnetic data. It was also used by Gosh
(1972) and Palacky (1972) for the 1interpretation of E.M.
surveys. Figure 3.1 is an illustration of the nomogram publi-
shed by Palacky (1972) for the interpretation of INPUT survey
data. The model is the infinite half-plane and the data was
obtained from analog scale models. These curves can easily be
digitized and used with a computer program to automatise this
type of inversion. An example of this type of work is given by

DeMoully and Becker (1984) who interpreted INPUT data in terms
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o T of-a one layey earth, .

Very few inverse problems are am;nable to a direct solu-

B

tion., For magnetic field data and a thick dike model, such a

}’ solution has been published by Rao et al k1973). It is based

- o .

¢ ’ ow, the numerical evaluation of the hdrizontal gradient of the
, magnetic anomaly. The same idea can be.aﬁ%lied to vertical
o " ’ ' S o
magnetic gradient data. Because this 1is a new result we
- - - . Eas
4 Coe provide an outline below, . .
N ! ) - et e :
| ? . o
| 3.2 Exact Inverse Solution for Magnetiséd Dike .
’ b r - ' * . o
: - ) ‘ . )
Fk“\\ The vertical magnetic 'gradient of “a thick dike is given -
by: N f ]
- \...\ ~ !
) M 2
- G(x)= 2 J bc Sin 6 [ Sin A(-X - D - T _ X -D+T )
) - v 5 \ T —— {
oo 224(X-D-T) 2- z2+(x-D+T)2 °
¢ ° =-Cos A( 22 - 2 2 Q<) (3.1)
. 224+ (X-D+T) 2 224(X-D-T)2
A ) t v
wvhere : J : intensity of magnetization
& . . ' )
} : -~ b =8Sin i / Sin p- -
¢ = Sin I / Sin 1 ’ .
I : ambient field inclination (i=I for perfect "induc ,
, tion) 1
i a ! ambilent field declination
a ¥y +\N-9
Y = Arctanvf T;n I1% Cos A ) I
( A = Arctan ( Tan i / Cos a ) -
. . . 4

o
/ - 0

A ©
& s A
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Rear;anging

dike half-width ...

depth .to top of .dike .

the equation gives :
o &

:'location‘of the centér of the dik;

-
0
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X4G +° C1X3G + CpX26 + C3X G + C4G + CsX2 + CgX + Cy7 = 0 (3.2)

where GCi=

Com

- GCay=

-4 D

222 + 6p2 . 2 12 N

ap (T2 . z2 . p2 ) - ¢ |

(

22 + b2 + 12 )2 . 4p272,

AD+ B 2Z) ' .

T D2+ A T22+ AT3 - 2B TZD-

[

“The previous equation _generat:;/,as many equations as

there are observations and they can be solved for the Ci'by

" standard techniques. The dike parameters are tWen given by:

D=~-Cy /64 - 3

12a 22 4+ 3D2 . ¢y /2

4z% + 222(6D2-¢2) + 2p2(2D2-Cy) + C2/4 - C4 = O

(3.3)

(3.4)
(3.5)

sEquation 3.5 is solved 225) z,” after rejecting d&gdciye and

complex roots. It is the

be deduced that:

‘A = -C5 /T

B~-(2TAZ+Cg)/2T2 .

@ H &

[

It follows that: . -

2

. [-4 ¢
* 0 = Arctan ( A/ B ) - . =

T— . ‘e

trivial go solve ‘for T. It can also

(3.6
(3.7)

(3.8)

.\ -

Vt

. i
e ———— T T —
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This is a very attractive digect solution. As a matter of

fact, for theoretical data, 1tvis lways possible to recover
the original model with a higg degrde of accuracy. The inter-
esting point is that when a reaii tic noise level is added to
the data, the solution beéom?§/u stable unlike the case shown
by Rao et af¥§1973). This 1s an example of the non-uniqueness
of such a sdlution when real measurements contaminated by
Poise are inverted.

Two different classes of ©problems arise in inverse
theory: linear and non-linear problems, depending on the type
of equatipn descr}bing the forward problem. Non-1linear
problems are generally., linearized through an expansion in. a
Tayior series. It follows 'that most of the discussion on

1nvers}oh will be centered on the lirearised inverse problem,

after an introduction to the linear problem.
3.3 Linear Inversion.

A simple linear problem is the fitting of a straight line

to a set of data. If there are only two observations, the

-

soluCién is unique;_ig\ziit cases there are many observations
and a least squares fit is computed. It is worthwhile to des-
cribe the standard least squares fit, since it 1is at the
origin of most‘of the discussion.

Consider n data points y; taken at x; , that are to be

- fitted by a straight line. An obvious 'solution, is to minimise
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the distance between the desired line and the data points. If
the distance is measured along the y axis, and if the equation

]

of that line is y = ax + b then:
dzi = (yi - a - bxi)2 is the square distance
This problem is formulated as

Y

y=-Anm (3,9)

whe?e A gs the system matrix and mbtge model (in this cage ;
(a, b). ' e
The least squares solution is

m =~ ( Ata)-laty : (3.10)
Which is unique piovide AtA 1is non singular.

The problem of fitting a para;ola to a set of data points’
is then simply

yi= a + bxj + cxi2 ‘ (3.11)
so again we write:

* y - Anm (3.12)

where

m=(a,b,c )t and m = (Ata)-laty (3.13)

This equation is linear in the unknown coefficients, but
not in x5. A more interesting problem is the fitting of an
exponentfal decay curve of the form :

y = A e-bx.
Although this 1s obviously a very non linear problem, it is
nevertheless possible to take the logarithm of both sides of

the equation to obtain :

In (y/A) = -'b x
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This is the previous problem of fitting a straight 1line. The
disadvantage is that the solution will .be biased, and y cannot
be negative. Very few non linear problem have such an easy

solution.

3.4 Linearised Inversion. .-

A J&ry good description o} linearised inversion is given
by Jackson (1972) and an éxample of 1ts application to DC.
résistivity soundings interpretation is found in Inman (1972),
" Qur use of linearised inversion closely follows that of
Jackson and the same notation 1is used. Suppose a set of équau
tions such that the observations y; (i=l,...n) are related to
the parameters xj (J=1,...m) in the following way:

yi= £1(xy) ' (3.14)
where fi(xj) is a non linear function of Xy,

If this function is analytic, it can be expanded in a Taylor
series about some initial value xj : )

d2£4

£ .
fi(x_-’)- fi(XJo) 4--3—-1 (Xj-xjo) + (Xj-XJo)zv-O- 2% (3.15)
xJ XJ° l i xj xj°

If it can be assumed that second and highsr.ofder terms

+

are small and if y; is defined as:

¥1= E£1(x3°) + 4 vy ©(3.16)
then: J K T

Ayi=dfy | A x4 : i (3.17)
‘t‘;} bxj xjo »
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o '
this equation can be expressed in matrix notation as:

o

(3.18)

Yy = A x '
- L]

where A is the n x m matrix with ;1ements A is the matrix of

the partial derivatives of the non linear equation describing

Dt:he forward problem. It is also called ‘;he Jacoblan and,
sometimes, the sensitivity matrix. The solution is"

x = H ¥y where H 1s the generalised inverse of A. (3.19)

Non linearity 1is then taken 1into account by using an

¢

iterative procedure of the form:

Xyx+1= Xk + H (Yobs- Yk) (3.20)
The starting values xp have to be guessed or chosen near the

global minimum of the error function to ensure convergence,
i

Different criteria exist to stop the iteration. The simplest
one is to check the RMS error against some arbitrary value,

3
usually-the estimated noise level of the data. A chi-squared

test can also be used, one could also use the rate of
convergence of the 1lteration process.

o3 The computation of H 1is a central pr;blem in inverse
theory. In general A is non-square and there is, depending on
the minimisation ec¢riteria, an infinite number of linverscs.

Jackson (1972) identifies the following properties of a "good"

inverse:

- S = AH = I, ,the n x n identity matrix; this is a

measure of how well the mddel f£its the data;q

- R= HAz I, , this is a measure of the uniqueness of

the solution;
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pp—y

- the parameter variance should be small

B;ckus and GilbertM (1968) and Wiggins (1972) give physical
interpregitions og the product AR ;Qﬂ HA , the res&lution and
informa ‘;thensity matrices. Different ways exists to solve
the p em and Menke (1984). mentions that the same general
solutions can be obtained from three differept viewpoints:
’ 1- The classical least squares solution can be
generalised to include the undetermined case (n<m).
2- The generalised inverse of Backus and Gilbert.
3- The maximum likehood method, or the statistical
approach.
The first two viewpoints will be described with the solution
of the E.M. inversion problem in mind. The third one cannot be
used to solve our E.M. problem, since it requires some
;tatistical knowledge about the expected solution.’

t

3.5 The Classical Least Squares.
2

As seen before, linear least squares is the minimisation
of the distance between the observed and the predicted data.
This was illustrated by the fitting of a straight line. The
cholice of the square Igggth as the criteria of goodness of fit
is determined by the assumption of a Gaussian distribution of
errors. One might as well choose the absolute value of the

distance or any other norm. A norm 1 of order k is defined as

1k-(y1-fi)k were yj are the data values and f; the calculated
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yalues. As shown by Menke (1984, sec. 3.2) different norms

ﬁroduce different fits. Least squares have nevertheless become

. the standard method for solving that class of problems because

it leads to a linear set of corrective equations,
/

v

3.6 Generalised Inverses.

In the standard least squares approach the emphasis was
on solution simplicity and the minimisation of the prediction:
error. The solution had the form:

x = Hy ~ , . (3.21)

; r

In the generalised inverses approach the [emphasis 1is now
placed on the study of the matrix H (or equivalently A ), the
generalised inverse. For the overdetermined least squares
probleﬁ it is equal to (AtA)'lAt and for the undetermined case
it ig : At(AAt)'l. It is evident that 1iIn general H 18 not a
square matrix. Assuming that H exists, we will now study 1{its
properties. If R = I, , then all the model parameters are
uniqugly' determined. Théy are then said to| be perfectly

resolved. Such 1is the case for overdetermined problems. For

the underdetermined case R ¥ I , and the rows of R give an

indication of how well each parameter 1is resolved from 1its
neighbors:

Then S8 = I, for the undefdetsrminad problem and 8 ¥ I,
forlthe overdetermined case. This matrix is interpreted as a
measure of the independance or the fesolution of the datd.

Each row of the matrix is interpreted as a window averaging
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\‘neighboring data- points (see Wiggins 1972 ).,Th;s: the ci&se-

ness of a resolution ‘matrix to the 1identity matrix is a
measure of how well the parameters or the data are resolved.

Ideally, one wougé‘like the resolution matrices to Be as

wclose as possible to the identity matrix and the parameter

variance to be minimal. It is then useful to define the follo-

-l

wing measures:

~

A

spread (S ) = |’s -1 |2 (3.22)

spread (R ) = | R - I |2 3.23)
Both are calledythe Dirichlet ;pread functi;£s.

One can also define a unit covariance matrix, (cov(x))
which 1is a function of the cdovariance of 'the data. It 1is

i
- generally assumed that" the data errors are%uncorrelated and

}

';he data values ©possess only the same variance s2. This
statistical assumption 1is generally difficult to establish.
fh;se three matrices ( R, S, cov(x) ) can be used to design a
gene;alised inverse., It is also useful to define a measure of
the "size" of the covariance matrix as

slze ( covy )= 3 ( var y ) . (3.24)
One . can use the previous criteria to find the generalised
inverse for the overdetermined‘case. It 1is already known that
the para;;tér resolution matrix is the unit matrix; in that
cage, it then remains to minimise the spread of § . As shown
by Menke , the generalised inverse 1s then

H-l = (ata )-1at . (3.25)

N
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a result already obtained from least squares theory. An anal-
[ ' ,

ogous result is obtained for the underdetermined case. One may

’

questioned the usefulness of this concept since it gives the

same results as the least squares method. The answer lies in

-

the generality of the approach. It is now possible to minimise

a weighted sum of the spreads and the covariance size. This is

formulated as

Min (alspre;d (s ) + agspread ( Rl) + ajysize ( cov )}

The @’s being the weighting factor. This leads to the follow-
ing equation (Menke p.70):

@ 1( A®A )A®+H(ajAAC+aj[cov]) = (aj+an) AT (3.27)
Unfortunately there is no known explicit solution for H. It 1is
nevertheless possible to find special solutions by selecting
the values of the a's. Ifaj; = 1 andajy = a3 = 0, the least
squares solution is obtained ; ifaj = ag = 0 andajy =~ 1 the
minimum length solution is now obtained. The most interesting
case is whena; = 1, a; =0 and a3 = e? an a;bitrary positive
constant. The generalised Iinverse is then:

H'1l = (ata + 22 1 )-lat : (3.28)
This is the damped 1e%§t squares.solgt#on. It ig then inter-
preéed as the minimisation of the weighted sum of the data
resolution spread and, the covagﬁance size. This is also known

' “
as the Marq&ardt (1970) or tridge regression method, The
eigenvalues of(AtA+¢zI) are x2i+e2. Thus, the effect of the
. o

*introduction of el is to augment the size of the eigenvalues

and ‘therefore to reduce the influence of the small eigenvalues
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on the solution, T@e effect’of‘s all eigenvalues 1is discussed
in Section 3.4 and the method has beeri generalised by Jupp.and
Vozoff (1975). Menke (1984, p71) notes that resolution
magrices can have negative off-diagonal elemenés_and, thus,
may cause inteyﬁretation difficulties if the rows are
ﬂhfﬁferpreted to be 1ocglized averages. An analogous inter-
pretation can be given to the elements of the rows of an
. information matrix.

Backus - and Gilbert (1967) define a different spread
function to seléct resolution matrices that have their largest
ealements concentrated along the main diagonal. This approach
has been used by Fullagar and’ Oldenburg .(198&) for the
inversion of horizontal 1loop E.M. frequency :Zundings. The
Backus and Gilbert spread functiop is simpiy:

spread ( R ) = I T w(i,j) [ Ryy-Iy; 12 (3.29)

' spread ( § ) = I T w(i,§) [ 855-Iy4 12 (5.30)'
- where w(i,j) 1s a weighéing factor designed td’maximise the
delta likeness of the resolution matrices. A convenient weigh-

ting factor is : ‘ |

w(i,1) = (1-1)2
This factor implies a linear ordering. _

This 1is particularly helpful when the d;ta have some
special ordering. Two actual examples should help to clarify
this point. Consider, first, an underdetermined case. Assume

we have n DC resistivity data that we would like to interpret

c in terms of m layers,ll where m is larger than n. The data
[
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resolution matrif is then perfeét. and it is only natural to
select a parameter resolution matrix whose rows can be inter-

’preted“ as lécélised averages of neighboring earth layers.
Consider now the overdetermined case &f the interpretytion of
a magnetic profile in terms of the parameters of an infinite

‘thick dike. Then, the paraméter resolutign matrix 1is perfect
4 -

4

and again it 1s natural to select a data resolution matrix

whose rows can be interpreted as localised averages of neigh-

boring data points.
3.7 The Singular Value Decomposition. /

The singular value decomposition of a matrix is‘ a very
powerful tool for the study of least squares prablems. A
complete description is given in Lawson and Hanson (1974), and
Menke (1984) explains its use in geophysical inverse pr;blehu.
Some very good examples of 1its use(are given byiyiggins (1972)
and Jupp and Vozoff (1975). Although it has been used mostly

in the solution of underdecgﬂmined problems it can be also
‘ s

applied to the inversion of overdetermined -<geophysical

~
' 5

1

problems. ) |

Lanczos (1958) introduced the singulai value decomposi-

- o i}
"tion (later noted SVD) of a matrix. Any matrix A can be

decomposed in the product of three matrices (Jackson, 1972):

A =1UATVE - (3.31)
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If A is° m x n, then U is an n X n orthogonal matrix and V is
an m x m orthogonal matrix; A is an n x m diagonal matrix,
whos; dia;onar'elépqnts are greater than or equal to zero. By
convention the s;ngular values are ordered in dedfeasing[
order, Note t;atéthe singdlar values are ;he square eigenvaf
lues of the~matrix ( ATA ). -

a

If p of these values are non null, the matrix is of rank

-
o

p. The generalised inverse is simply gi;en by:

A" la vy p-lpt (3.32)

If one or more singular values are zero, the matrix A can

be partitioned in a square matrix z\p ‘of the p non zero
Aingulér values and three zero submatrices. .

A 0 -
A = , S : (3.33)

The SVD then becomes:
- t
A UpApVp (3.34)
are the first p columns of U and V, the other por-

U, and V

P P
tions of these matrices are noted Uy and Vp. Therefore A
contains no iIinformation about the subspaées spanned gy these
matrices. A ngll singular value means that a linear combina-
tion of the unknowns 1s not represented in the system. In
other words some of the equatiomns are/linearly dependént; somé
information is abhsent for the problem. Therefore small

singular values are associated with weakly represented linear

combinaiiyy'of the unknoéwns. This is often due to the fact
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that real data cannot be ob;ained with absolute accuracy but
is always contaminated by so;e amount of noise,. This-was well
1llustrated in Section 3.1 wher; a dlrect silution for the
inversion of vertica} gradient total magnetig¢ field due to a
thick dike was developed. The solution became unstable when a
realistic noise level ;as,a&ded'to the synthetic data. This
was directly caused b; the presence of a small sinéular value,

The "natural" generalised inverse was 1introduced by

Lanczos (1961) and is defined as:

q - -lg ¢t
H VpAp Up . ) (3.35)
\
The parameter resolution matrix is then simply:
- - -1 t t - o

L Rp = H A = VoA UL RUAVE, - Vo VE (3.36)
When the matrix 1s £full rank, the model resolution matrix 1is
e

he identity matrix and the parameters are perfectly resolved.
This 1is ;ften the &ase for‘overdet;rmined préblems.
Similarly the data resolution matrix, or information
matrix is:

S, = UpUpt ‘ S (3.37)

p
This will be equal to the identity matrix only if Up spans the

complete data space, then p = n, This {is generaliy the case

L

for overdetermined problems.
The data resolution matrix indicates how well the obser-

ved data are predicted by the inverse. Combining equation 3.19

/
.and 3.20 we find that the predicted data are related to the

observed data by:

Ypre= A H Yobs- ! ) , , (3.38)

Lﬁ
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The rows of S are then interpreted as kermnels averaging the -

"~

3

observed data. When the data have a natural ordering the

predicted value is then an averége of neighboring observed

Galue;. A sharp maximum centered about the main diagonal

indicates that tne data are well resolved, while a broad

maximum is' indicative of poorly resolved data.
Ingpection of the data resolution maérix can be

cult, especially when the matrix is large. Jackson

-

suggested e use of the vector:

4

81 /f I (Siy-q)?

as a easure of the independence of the 3th - data

diffi-

(1972)

(3.39)

point.

Crossley (1982) suggested the use of a relative information

o

. Vector sy'= 1/2 él-sk). The "limits are 0, no information, and

1 for an entirely independent data point, If S is. orthonor-

malised, its diagonal elements then give the refative

mation content of each data point. They are given by:

Skk'= Sk / ( T SK12)1/2

infor-

(3.40)

Menke (1986) notes that the diagonal elements of S are often

called the importance of the data. The difference between this

definition and the previous one is in the normalization of §.

Assunming uncorrelated data with a uniform variance (52),:

the covariance of the model\parameter: is given by:

[cov y] = spzvap'zvpt

The variance. 32 is estimated as:

s2 = (Ax - y) / (m - n)

(3,&1)

(3.42)
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The diagonal elepents of the parameter covariance matrix are

-

‘the parameter %?riances and their square root give their
- J o ’ &
estimated standard error.This is very sensitive to the

smal}est‘éinguiaf values because of the terms 1/22 in A2,
The determination of p, the rank of the matrix tg in |

‘ o
principle very well defined, however in practical problenms,

N

{
the singular values are likely to be very small rather than

identically zero. Ob%erving that,\‘l is- built from the reci-

jprocal of the singular values, it 'is clear that a very small
value can destabilise the generalised inverse. Various stra-
tegies can be used to avoid that problem. One can assume %}at
the matrix is full rank and then replace the reciprocal of the
singular values by l/(ez+fi). This has almost no effect on the
larger values while redg;ing $he influence of’ the smaller
o?eq. This is often called a damped least squares.

»
.

A more general strategy has been developed by Jupp and

Vozoff (1975), they introduced a diagonal damping matrix used

to modifify the generalised inverse as follow:

A"l v 1 A-1lgt i i (3.43)
Where the p 1index has been dr%pped .for convenience. The
| 4 “«

,elements of T are: i

ti= 5428/(n 20+ ¢ 20) : . o (3.48)
Fo? n =1, this is equivalent to the standard damping solution
of Section 3.3.2..3 doing this, the variance éf the esgimACed

pa;ameters is great)y reduced, and some a priori knowledge of

the parameters’ variance is therefore assumed. Recall that it
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3

can also be interpreted as the minimisation of the weighted
o R r .

sum of the data resolution spread and the covariance size. 1In
practice the choice of the damping factor ¢ 2 depends on the

problem being, considered (see Jupp and Vozoff; 1975).

3.8 Inversion and SVD.

4

Whén a matrixlif‘wgél ;onditioned or well beha;ed, it' is
convenient to co;pute‘iCScfnverse by standard techniques, such
as G;ussian elimination. On tﬂé other hand, if the matriﬁvhas
'a large condition number (ratio of the fargest to the smallest
singular value), or 15 nearly singular, bne should rathe{luse
a singular value degomposition ( SVD ). It is then possible to
identify the sourée of the near singuigrity and modify the
inverse Sx damping or',deleting small s ular values.
Therefor;, it is suggested to first use a SVD when a new éyp;
oé problem is solved for the first time. For example, the
partial derivative matrix needéd in the inversion of the INPUT
E.M. hystem is well behaved as its condition number is about
5, and no gingglar value is much ‘smaller than the others. If,
(one now coﬁsiders the joint inversion of an INPUT anomaly and
a magnetic anomal&, a case studied in Chapter 5, the condition
“ number can be as high as 300 gnd at least one of "the singular
values is nmuch sm;ller than the others.wNotg that the SVD is

S F

computé& after scaling the partial derivative trix where the

4

Euclidian length of each column was normalised to unity.

1

¢
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In our opinion, the strategy should be to use a SVD

50

to

evaluate the difficulty of a new problem, The only disadvan-

]p@ tage of the SVD is that it takes more time to compute than a

Gaussian elimination: This is insignificant in a problem such

as E.M. inversion where most of the CPU tfme is spent for the

«

solution of the forward problem. In this work we used the

program published by Lawson and Harison (1974) which is based

. on the algorithm of Golub and Reinsch (1970). A faster‘program

has been published by Chan (1985) and could be very useful

greater than the number of columns, \

3.9 Inversion of Ailrborne Time Domain E.M. Data.

! when the number of rows of the matrix to be decomposed As much

Most of the previous work in E.M. 1inversion has been

céncerned with the layered earth model (Ward and al. 1974,

-Jupp and Vozoff 1975, Fullagar 1984). The inversion of E.M.

data was studied by Paterqyn (1982) and his program is used by

P

some helicopter-borne E.M. contractors to interpret the con-

ductivity and the thickness of the overburden. Thebinvergion

is based on a SVD of the parameter partial derivative matrix.

" Results seem to be excellent. To our knowledge only one
case;, has been solvedt to date, and it 1s the inve;sion
transient E.M. data °‘from a spherical conductor (Lee 1984),

uses the program developed by Jupp and Vozoff (1975) which

3D
of
He

is

o based on SVD. A very useful model im; the context of the Cana-




flight and assuming a 1linear drift. The GEOTEM system
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dian shield is the thin plate model and by extension the
infinite half-plane. As seen before, most orebodies can be
related to lenticular or tabular bodies. This explains the

——

popularity of ghis model since the first days of airborne E.M.
surveys.

One of the most used systems is the airforne INPUT system
developed by Barringer (1962). More recently a similar syst;m
called GEOTEM was 1introduced by Geoterrex in 1985. Both
systems ;se the same transmitter waveform : a semi-sinusoidal
pulse of alternating polarity. The secondary transient 1is
measured during the off time. The primary and secondary fields

..

are 1illustrated in Figure 3.2. The number of channels varies

from six to twelve depending on the receiver ﬁsed.

zZero

Unfortunately the INPUT system suffers from a dr
levels. This 1is corrected by »using the ca];ibrations done \in
is
almost drift free due to 1its dig?tal receiver (Thomson; 1986).

Thefore the 1inversion of INPUT data has to include the
zero levels as unknowns. The‘other parameters are the dip; the
depth, the conductanc; and the location of the plate-aloné the
profile. The strike angle and the length of the conductor are
usually easily deduced from the anomaly map. T

As seen Before, Ann;n's solution involves a fair amount
of numerical integration and so numerical differentiation has

to be used for the computation of the partial dejdzatives.




Figure 3.2 INPUT primary and secondary fields.
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Some of these are trivial and the compdtationalm effort is
thereby greatly reduced. Thelpartial derivatives invol&ing the
zero levels are equal to one, since they arefnot involved in
the computation of the system response to a conductor. They
can be seen as a different DC shift for each cﬁannel. The
partial derivative involving the <conductivity thickness
product is also easily cal;ulated, since it is introduced into
tﬁe computation of the response after thq\Pumeridal
integration. The partial derivatives involvfng the othér

parameters have to be evaluated numerically. A very simple

forward difference formula is used and has been. shown to give

. !a .
. excellent results. The partial derivatives are approximated as

follows:
3f = f(x+ ax) - £(x) ’ (3.45)
ox AX

. In general Ax is of the order of 0.1% of x For the dip Ax is

fixed to 1° and for the reference xg to‘lm. This hélps to
avoid numerical problems when small values of those parametefs
are involved. Numerical tests have shown that decreasing x
below 0.1% does not improve the estimationy of the partial

o

derivatives. i ~

\./’v
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3.10 Structure of the Inversion Program.

The structure of the program itself is fairly simple, the

"forward response is computed with a set of routines directly

taken from the’ fLATE program thle the partial derivatives
matrix is calculated by numerical differentiati;n as shown in
the previous section. The SVD routine comes from Lawson and
Hanson (1974). In the case of non convergence the singular
values are damped as proposed by Jupp and Vozoff (1975). The

th singular value, the

damping factor 1Iis taken as "the »p
smallest one., If thé)problem s?ill‘does not converge, then ihe
(p-1) singular value 1s used. This procedure can be repeated
up to the largest singular value. If it is then impossible to
obtain convergence, the problem should be restarted with a new
initial model. - ) ™

Damping was not used for the inversion of the INPUT“data

tested in this work. However it was used a few times in the

/joint inversion of magnetic and INPUT data and for the

inversion of INPUT data using only the late time channels. It
was commonly used for the inversion of magnetic data of the
actual data profiles interpreted in Chapter 5. This could
indicate that the E.M. inversion problem is more linear than
the~m;gnet1c inversion problem. On theﬁother hand this could

be because it is easier to find a "good" initial model for the -

E.M. problen,
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The 1teratio% process 1is stopped when the RMS error is
smaller thaq the assumed noise level of the data>or when the
maximum number of iterations has been~ attained. Parameter
errors are estimated by equation 3.42. The correlation matrix,
the singular +values and the singular vectors are also
estimated. The residuals, that\is the difference between the
observed and calculated data, are listed for each channel.
Finally, a linear regression 1is calculatedlfor‘ea;h channel
between the observed and calculate& data. We then obtained
the cérrelation, the error of fit and a StuQent's\t test for
each chaﬁ;el.
The program is very versatile, all parameters that can

influence the,inversion results are variabIé. The order of the

numerical quadrature and the dimensions of the grid used to

interpolate the magnetic field o¥er the plate can be modified

for each problem. Different plate width to length ratios can

be used by assigning different files prior to running the
program. The pulse repetition rate, its length and the time
gates of each channel are variable. The program flow chart is

< N z

illustrated in Figure 3.2,
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Chaptetr 4

-

SYNTHETIC AND ACTUAL DATA INVERSION
4,1 Synthetic Data Inversion

4.1.1 Noise Free Synthetic Profiles

~a ~
A set of theoretical profiles was calculated to

investigate the quility and the 1limits of the -Inversion
algorithm. The plate model characteristics used to compute the
p?ofiles are listed 1in Tablepk.l and some typ}cal profiies are
1llustrated in Figure 4.1. The digital filter used to simulate
the real system integrators has a—time constant of l.liec. The
speed of the aigpraf£ was assumed to be 200km/h and the
profiles were sampled at a distance equivalent to a sampling
interval of q.psec. The INPUT system time specifications used
for these simulations are listed in Table 4.2.

The first case 1nve§t1gated is a vertical plate with a
conductivity of 58, it simulates a weak conductor located 150m
under the transmitter or 30m below the ground surface.
Although the profile was generated with the highest precision
available with the PLATE program, 15 eigencurrents and a

Gaussian quadrature of the 19th degree, the inversions were

cdmputea with a Gaussian quadrature of the 8th degree. The RMS

I
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Table 4.1 Parameters of the plates ‘used to generate the % :

~ N
-\

g

B

.

thedret;cal B%ofiles.
\ ,

Depth : 120m and 1§0m
Strike length : 600m,and 900m
: - Dip .t 60°, 90° and 135°
Strike angle ;o 90°
) .Pluﬁk? : 0° : o
Condu;tance : 58, 155 and 508

Table 4.2 INPUT system sppcifications used to compute th;

. synthetic profiles.

Pulse width : 1l.0msec
Base frequency: 149Hz !
Time gate limits: )
’ Channel 1: 0.240-0.404msec
Channel 2: 0.404-0.568msec '
Channel 3: 0.568-0.896msec -
r Channel 4: 0.896-1.224msec
Channel 5: 1.224-1.716msec
Channel 6: 1.716-2.208msec
Transmitter-receiver horizontal distance: 93m

| /

vertical distance : 69m

+

~
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Figure 4.1 Noise free synthetic profiles calculated for plates .

of various dips, depths and conductances (afthr Ferneyhough;

1985). .
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errdr‘o% the starting model is 335ppm. and i3 down to 0.3ppm
after 4 iterations, fes&itiné in an almostﬁierfect fit. The
evolution of the RMS error is listed in Table 4.3. For that
case the convergence of the inversion is fast and the results
are listed in Table 4.4,
~fhe same profile, filtered to simulate real system
integrators, was inverted and the results are also listed in
Table 4.4. The m;del was fully recovered and the filtering
proc;ss has no negati#e effects on thel results. This
demonstrates that in this case, a hoise free actual profile
can be interpreted without any problem if the filter is taken
intb account in the inversion algorithm. Of particql;r

interest is the fact that the exact location of the conductor

is easily found. This is often a problem when actual data are

interpreted with nomograms, and of consequence ,when the target’

®-

is likely to be drilled. . . "

The correlation matrix indicates that most parameters are
uncorrelated (see Table 4.5), except the conductance and the
depth. This is a result that could be expected since these
parameters are linked together in the Palacky nomogram (see
Figure 3.1). These parameters can be "de-correlated"” if the
partial derivative matrix is weighted by the reciprocal of the
amplitudes of the responses. This has the effect of giving an
ehual influep;e (weightj to each data point, thus reducing the

influence of the peak of the aﬁomaly.

t




Table 4.3 Reduction

1téqation.

y

i -
- e

" Iteration number

0
1

2

the presence

Starting

&

61

of the RMS eréor with the number of

-

RMS error
335.3
74.1
. 25.5.

3.8
0.3

(ppm)

(filtered) and

&

Inversion

absence of

model unfiltered.modelk filtered

10
5
75
100
70
'30

10

profile 1in
1ntegr9tors.
Parameter
Cond. (S)
Depth (m)
Dip
C§ zero 1
(ppm) 2
| 3
4
5
6

* Reference (m) 65

RMS error

. 5.0
149.7
89.9
0.1
0.0
0.0
0.0
0.0
0.0
48.5

0.3

/

5.0°
149.7
90.6
-0.7
-0.8

0.5
-0{2
0:1
0.1
48.4

0.7

’

P

150.
90,

48,

e O O O o

Table 4.4 Results of the inversion of a noise free synthetic

system

' True model

75
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Table 4.5 Correlation matrix fyom the inve

free synthetic profile.

Cond. Depth Dip

Ch.1 Ch.2
1.00 0.86 -0.12 0.06 -0.39
1.00 0.31 0.35 -0.19

1.00 0.37 0.22

1.00 0.16

1.00

s

E.M. zero levéls.

Ch.3 Chl4 Ch.5 Ch.6
-0.45 -0.31“19.15 -0.05
-0.32 -0.25 -0.12 -0.04
0.12 .0.06 0.02 0,01
0.05 0.01 0.00 0.00
0.21_0.14 0.06 0,02
1.00 0.15 0.07 0.02
1.00 0.05 0.02

3 1.00 0.01
. 1.00

62

:‘71011 of a noilse.

L

4

Raf,

-0.15
20.27
-0.19
-0.21
-0.04

'0.02. -

0.03
0.02
0.01
1.00

[ X
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By this scheme, the correlation between the conductance
and the depth 1is reduced from 0.86 to 0.44: unfortunately the
location o¢f the plate and most of the zero levels are now

related as shown iIin Table 4.6. This type of weighting in-

reases the 1influence of the. fldanks of the anomaly and is
articularly sensitive to small values, close to =zero. This
pfog$gm could be overcome by adding a constant to each

. . \ QS ' :
channel;\%hege constants would thern be included in the zero
levels of each channel and should be subtracted from the

»

inversion results to get the actual zero levels.

r

T
-~

Plots of the singular values associated with the previous
problems are shown in Figure 4:2. The_moét obvious charac-

teristic is the presence of a step made of six almost equal

® ?

singular values associated with the zero levels of the INPUT

-

system. This indicates that the zero levels equally influence

the inversion. The last four singular values are significantly

[

reducéd if the amplitude weighting strategy is used, resulting -

ig a higher condition number. Thus one should be;vefy careful
« ! Q .

when'using that type of weighting. .-

The parameter singular vectors are plotted in ngﬁ}e 4.;/

- \
Each one is a combination of the model parameters and, their

influence on the calculated response 1is propartional to thé;

magnitude of the singular value associated with each one of

. Q
them. Howeret,ﬂin e 1nversion, parameter corrections are
}l 4 ®

.very sensitive to wvery sma}l singular values. Therefore

'patameter singular vectors associated with small singular

|

§ .
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Table 4.6 Gorrela;io’n matrix from the inversion of a noise

free synthetic profile when thé data are welghted by their

ampliéude.

4

Cond. Depth Dip E.M. zero levels- Ref.

Ch.1 Ch.2 <¢h.3 Ch.4 Ch.5 cCh.6

[

1.00\V$.44 0.01 -0.02 -0.06 -0.08 0.02 -0.01 -0.04 0.02

» 1.00 -0.26 -0.18.-0.50 .03 0.16 0.02 -0.02 -0.09

1.00. 0.48

0

1.00 0.35 0.41 0.26 0.09 0.07 0.07. O._27'-
0.35 0.25 0.18 0.17 -0.27
0

1.00 .61 0.45 0.36 0,33 -0.64

/ 1.00 0.50 0.34 0.29, -0.62 .

' ’ 1.00 0.29 .0125 -0.58
1.00 0.17 -0.40"

, ' 1.00 0.35

a T 1,00
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values that have little influence on the calculated response

but greatly "influence parameter <correctiomns ,during the

®
v

inversion. These parameter combinations correspond to highly

correlated parameters.

The first parameter singular vector is mosfly influenced
gy the conductance, the depth and the dip. The .second one has
a very strong component correspgpdingito the location of the
plate. ‘The third has components mostly associated with the

zero levels of the first and third channel and the location 6f

the plate. The next four singular parameters and values are

a

‘associated with the zero levels, while the eight and ninth are

/ +
also -influenced by the dip. The strongest components of.thev

3
last singular vector, associated with the smallest singular
value, correspond to the conductance ‘and the depth. Such
parameter groupings cannot be found by inspecting the correla-

tion matrix, one has to look at the singular vectors to gain a

better, insight into the problem of the grouping of the

Q

parameters.

Inversion tests were also performed for other dips and
conductances. They converge to the correct results in most

/
cases including the filtered profiles. The 60° dip case is

highly typical of -the INPUT system since the profile is
characterised by two peaks; thesgecond one being right over
the conductor 1if the profile is unfiltered (no s}§tem

integrators). For a dip of more than {135°, however there is

only one peak and the inversion does not always easily

A
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converge when the profile is filtered to simulate the actual
field situation. If the starting model is the same as the one
used?ﬁor the unfiltered case the inversion sometimes stops in
a local minimum. The global min;&@m is reached only 1if the
starting model 1is relatively close to the/theoretical one. in

v

thyfcase of a "close" initial model with Qn RMS error of

14

202ppm, the error is d@wn to 4 ppm after only thres ™

iterations. The inversion results from each iteration are
given 1in Tables 4.7 and 4.8 for both cases: when system

integrators are simulated and when they are not.

Another filtered synthetic profile was calculated from

 the same model geometry, the only difference being’that,the

conductance was fixed at 20S. The inversion conveiged to a RMS
™

~error of 4.7ppm in four iterations from an initial RMS error

of 535.5ppm. The results are listed in Table-4.9.

4.1.2 Influence of the Strike Angle and the Strike Length.

- A

Some parameters such as the length of the plate and the

angle between the plate and the profile were not included in

the inversion for practical considerations. They would neces-’

gsitate the Hoint inversion of three or four profiles and the
cost could then be prohibitive. In most cases the- strike
length of the plate is easily deduced from the anomaly map and

it 1s unlikely that one could err by more than 200 m.The

»
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Table 4.7 Inversion of a noise free synthetic profile. System

integrators were not simulated.

Iter. Cond. Deptﬁ Dip

(8)
0o 10
1 3
2 s
3 5
Model 5

(m)
125
137
161
150
150

’

E.M. zero levels

(deg.) i (ppm)

90 20 10 10 10 3 0
117 183 101 43 15 9 7
139 22 7 6 6 4 1
136 -4 -2 0 0 0 0
135 0 0 0 0 0 0

Table 4.8 Inversion of a noise free synthetic

-

Qo

integrators were simulated,

(S)
0 7
1, 5
2 Z 5
3 5
4 H-_ "5
Ho%el 5

\

(m)
125
140
149
150
9150
150

“«

O

" Iter. Cond. Depth Dip

E.M. zero levels
(deg.) - (ppm)
120‘ 0 0 0 0 0 | 0
127 20 7 1 1 2 2
134 9 4 2 1 0 0
135 3 2 1 0 0 0
135 3 1 1 0 o 0
135 0 0

Ref.
(m)
62
59
40

46

" 46.5

Error

(ppm)

193

191

55

profile. System

Ref.

(m)
62
53

47

47

46 .5

s +

Exrror
(ppm)
202

23
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Table 4.9 Inversion of a noise free synthetic profile. System

%
integrators were simulated.

Iter. Cond. Depth Dip

Modei

(8)

10
11
18
20

20

20

E.M.
(m) (&ez-)
125 45 100
108 81 3
127 101 102
143 129 89
150 134 10
150 135 0o

zero levels

(ppm)
70 30 10
67 77 ‘;a
47 25 13
66 47 31
8 6 &4
0 0 0

46

31

Ref,

(m)

62
42
40
44
46

46,

Error

(ppm)

535

254
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strike angle is also easily read from the same map and shoulé
be accurate to +/- 10°, ' )

‘A synthetic profile due_to.a c9nductigg vertical plate of
900 m strike length with a 90° strike angle was 1ﬁverted
assuming ,6erroneous strike lengths and .strike angles. rTh;
results are shown in ?ables 4.10 and 4.11.‘
* It should be noted” that for the case where the scri#é

angle is 130°, the solution diverges after the first

iteration. One could interpret these results as the inversion

of p;;ffles contanifiatéd by a biased source ~of-noise -although
it is then diff;pult to interpret the error of fit as due to
errors Iin a strike length or strike angle merely from the
inversion results. However on the positive side, it is very
unlikely that these varia?ljs could be misjudged by an expe-
rienced interpreter. ;* ‘
The singula% " value spectra aﬁsociétéd with these
different gasés are shown in Figure 4.4, It can be seen ‘that
the general shape of the singular value 'sbectrum is not
affected py) erroneous strike angle; and lengths. They are-

similar to the spectrum of profiles contaminated by noise as

shown in Figure 4.2.

i
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Table 4.10, Results of—the inversion of a 900m

various strike lengths are used.

 *

%

Parameter- ' Inversion results ~
S=600m  S=900m S=1200m
Conductance (S) 8.8 ° 5,0 17.2 '
\ —
Depth (m) 163.1 149.5 170.4
Dip: (degree) 9% .4 90.3 - 96.3

)

Zero levels

Ch. 1 (ppm) 29.1

0.8 41.7
27 - 16.4 0.2 27.6
3 N 5_.2""A 0.1 9.8
4 2.7 0.0 -0.2
5 1.5 0.0 -0.8
6 . 0.6 0.0 -0.9
Reforence (m)  64.9 - - 48.8 48.4
RMS error (ppm) 45.5 * 2.9 ‘63.1
. .
\
« ”
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plate when

i
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Table 4.11 Results of the inversion of a plate when erroneous

strike anales are used. The true strike is 90°.

« h
! Parameter Inversion results . '
' . Strike angle 110° 120° 130° k \
Conductance (§) 4.8 b6, 4.2
] Depth (m) 141.4  131.2 113.3
? o Dip (degree) 89 89.4  80.8
‘ Zero levels ) i
Ch. 1 (ppm) ~4.8 - -14.1. -197.4 | \ )
’ C 2 ’ -3.3 8.4 -74.9 )
‘ 3 : -0.7 -1.7 5109 . )
K o -0.1 -0.3 -8.4 "y
-5 ( 0.0 0.0 - -0.4
6 . 0.0 ¢ 0.0 "% 1.1 " ’ .
Reference (m) 48,1 47.2 68.7 e S ‘
Error (ppm) 23.2 52.4  106.1 | | }

\ - .
" .
B 3
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4.2 Inversion of Synthetic Profiles With Noise.

,4.2.1 Noise Characteristics.

/4

Noise free actual data does not of course exist, and this

is why any inversion algorithm has to be tested with different

noise levels to estimate its reliability. The current practige

is‘to add white Gaussian noise of varioug‘levels tqwtheqsyn-’
tetic profiles before their 1inversion. A time domain E.M.

system 1s subjected to different sources’ of mnoise. Annan
(1983) studied thenproblem of bird motion. The bird containing
the receiveg_ has a mnatural period in the 1 to 20sec range
pdepending on it§ constructioﬁ. The exact location of the h;rd
is a function of the airspeed of the airplane, and tables of

its location vs alirspeed are available from the contractors

using these systems. 0 -

e

Another source of noise is E.M. nolse. Sferics are caused
by 1lightning discharges and show up as impulses, 1in the
northern hemisphere they',aré mostly active in summer time.
They are easily detected because of their impulsive character.
Electronic noise is reduced to a'minimum in modern receivers
and can be minimised by applying standar& filtering téchniques
to the digital data recorded in flight. - ‘”§>

A third source 1is "geologic" noise, usually defined ﬁy
the éeophysicist as everything a geologist would recognise but
which cannot be modelled geophysically. It 1is generally the

response of conductive overburden (if any); graphitic bands,
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faults or shegr zones carrying groundwater willl also conceal
the taiget response. The final response will’ then. be the
result of a convolution involving allifhese variables. This
convolutional noise cannot‘be.removed Hylstandard filtering
techniques. -The ideal solution woulé be to include these new

-

-parameters in a global inversion scheme.

Ali;sing or insufficient data saﬁpling is potentialfy a
source of noise, but an anti-aliasing fiiter ishincluded"in
the receiver lnstrumentation..Depending on the tyé; of analog
to digital converter used, it 1is possible tﬁat the quantiza-
éion er;or has some effect on the noise level. It is important
to be aware of these sources of noise when }nv;rting actpﬂi
data; some can b% minimised by careful pﬁeprocessing of the
data. Finally 1Ft's recall that noise is additive, 1t doeé not
cancel.

b .

An actual surveX,line was used to study the noise cha-
racter of such a type of system. Partrof line 47Q (about 8km)
of tbe Waconichi area airborne INPGT survey publishe& by Le
Ministére de 1'Energie et des Re;séurces (1979) 1is flown over
non conductive granitic rocks. The E.M. channels do not show
any correlation with the topography indicating that they are
diagnostic of the zero levels of the system, Thus 1t can be
assumed that the data recorded on each channel i? composed
exclusively of noise components.

The current practice is to visually estimate: the ‘noise

levels from the analog records as the peak to peak amplitude

(N
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of the observ;d signal. A more objective\deCexmination,is to
compﬁ;e the standard deviation of the' signal on each channel.
The calculated levels of n&ise:for.tha'slx«chanﬁels are g£§eﬁ
in Table 4.}2._ Visually, the noise levels are about 'éwice
these flgur;s. The noise ampl;tudﬁ‘ diminishes for the late

. @ \-
channels due to their longer time windows and to the fact that

Lhate t{més more or_ less correspond to low E.M, freque cles

©

wvhich are less likely to be contaminated by noise. Experieénce

shows -that many surveys have i, ,more important :-noise 1aye1. a
. ¥ . - )

noise level of 50ppm is reasonable while a noise level of 100 '

o

ppm 1s quite possible. . /

4 9
.

It was therefore decided to tesﬁngheridipgsiqn'hqth_at

the 50ppm and 100ppm noise level. The synthetic "white noise"

!

generator 1s allowed to simulate the variation of noise levels

with channel number. Channel. 1 and 2 have- the same holise

level, it is then divided by a factor of 2 for channels 3, and

‘ 4, and by 3 -for the last two channels. The random number gene-"

4

rator used by the white noise routine waﬁ.taken from Fofsythe

O

{
) ~p ~

et al. (1977). . -
It is useful to define the signal to noise ratio S/N as

the ratio of the peak anomaly amplitude to the average noise -

<

level. This will permit an easy comparison of!the effect of

noise levels on differents type of anomalies

~o

/

. ’
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L us . Table 4.12 Observed . noise levels.on a section (8km) of line
<470 flown over-a highly resistive area for the Waconichi INPUT
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4.2.2 fhe Effects of Noise. ,

A 50ppm“white Gaussian nois® was added to the models. The

»

- R

initial values were the same as for noise free data invetsion
tésts and {t was always possible to re:over the theoretical
models. The only problématic case was the one of a 135°
dipping plate with a conductance of 5S; the starting model had
to be clpser than for the, other cases. This was expected,
since the same ‘problem arose foé the nolise-free synthetic
profile when systeﬁ integrators were simulated. An interesting
point is that an unf{ltered profile 1is easier to interpret;
thé initial model has to be closer to the global minimum for

the inversion of a profile filtered with a time constant of

1.1 second that simulates the system integrators. Therefore

there is some advantage in the use of a . receiver that does a

minimum of filtering to the original data. The {inversion
‘itself takes care of fhe noise, since the différen;e between
tﬁe actual data and the calculdated model 1is minimised in the
least squares sense. The effect of a filter is to destroy the
high frequency content of the data and some useful information
can then be lost.~Even if those conclusions were obtained for
a .case corresponding to a low signal®to noise ratio for the
late channels, such cases are very 1likely to occur in the
interpretatiin of real survey data., For all the tested cases
the RMS error of fit is about the same as the noise level

-

after only three or four iteratibni. —
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The saée inversion tests were performed %t the 100ppm
noise level. The results are essentially Ehe same and confirm
that the inversion is robust and stable. The inversion program

includes a statistical analysis of the fit ofcthe observed and

calculated data for each channel. The residuals are also

listed. They essentially consist of white noise and a typical

L

case 1is illust;ated in Figufe 4.5.

When the data are weighted by the rgciprécal. of their
variances the results are the same as witﬁout any weighting,
this is most 1likely because the weights differ by only a

factor of three between the first and th; iast channel.

°

4.2.3 Analysis of the Information Matrix.

7 .

A typical INPUT fnomaly profile sampled at a O0,.,5sec.
interval has between 60 and 150 readings for the six channels.
Thus, the data information matrix is at least 60x60 and typi-
cally 100x100. The easiest way to analyze such a matrix is by
displaying the information density vectors and the importance
of the data as discussed in Section 3.7. The information
vectors associated with the last iteration of the inversion of
a synthetic profile (Figure 4.6) due to a 20S conducting plate
(dip: 135°; deﬁth:lSOm) and contaminated by a 100ppm white
noise are 1illustrated in Figure 4.7; Figure 4.8 shows the
importance of each data point. The information vectors and the
data importance are ordered and presented in the same way as

A a
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Figure 4.5 Residuals from the inversion of a synthetic progiib

contaminated by a white noise of 100ppm. ! )
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Figure 4.\6 INPUT anomaly contaminated by a noise of 100ppm.
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‘an anomaly profile. Each curve in the figure corresponds “to
o - ’ o —'*ﬂ
one particular channel. It is then evident that both are

l.

-

similar to the data profile. Ther% are nevertheless gome

“

0 .
subtle differences. The data importance decays faster, rela-

PY b

tive to the channel number, than the information vector. This

is because the information vectors are orthonormalised and

v

give the relative :information density. On the other hand, the

daté importance 1s simply the diagonal of the information

-

-matrix.

LY

° We remark that thq information pro’fil'es' are not ordered

with increasing channel number as the E.M. chrannel*amplitudes.

\

Channel one has the' highest' information content and channel
six has the lowest. The second highest channel is three, fol-

low\ed by channels five, two and four. The same is observed for

&
© 1

the data importance vectors. Information vectors are a measure

of how close ’t:he 1nformat_:ign c}ensit'y matrix \i/s to ~t:}he unit
Lmﬁatrix. Low wvalues mean thai the value of a data ;‘oint is‘
predicted by some kind of averaging of neighbering points.’*A

- value close to one would mean that a data p‘oint almost p%‘}-

e

dicts itself. The preceding results should not be interpreted
as ‘a way to rank the i:mpo.r‘tance of the E.M. channﬁeld, but |
rather as an indication :'»f the content of independent informa-
tion in each data i)oir}t.

. The reordering of the 1nf<;,rmation density profiles 1s an

effect of the .weighting of the E.M. chanhels by thelr noise.

channels, Figure 4.9 shows the information density profiles
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regulting‘frpm the inversion of the.sam&,;no;aly. but w out
wgighting. The prbfiles are then ordered Qidﬁr inc easing
channel n;mber. '

The same . unfiltered anomaly (no ,system integrators) was
interpreted; th?qdata were weighted by their noise levelg. The
information and J;ta importance profiles are shown in Figures
4.10 and L.ll. Thfir g?plitude is 1arge£ thaﬂ for the filtered
profiles indicating that the system integrators reducé the
information content of,each data point and that the average
value of neighboring data 1is less impor;ant than "for an

unfiltered profile. Their ordering is the same as when system

integrators are simulated. ’ -

4.3 Acceieration of the Inversion. ‘

Cofsidering the results of a nhmber of inversions, one
realiseg that the singular values do not change very much from
one , iteration to the next one. Tﬁis is usually an)indicaqion
that the partial derivative mat?ix of the prob1e£1 does not
.vary significantly. The evolution of the singular value
spectrum as a function of the number of iterat}@ng is
illustrated in Figure 4.12 for different inversion cas;s. Eor-
noise free data ‘there 1is almost no variation of the singular
values. This suggest the’ possibility of not wupdating this
ma;rix in the iteration process. Th%s has been previously used

by Pilkington and Crossley (1986) in a different problem. In

many inverse problems it is possiﬁle to improve efficiency

0

| Y,
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by updating Ehe partial derivative matrix only every nth
iteration, Tests made with noise free data indicate “that the
same precision can be 6Ltained when the partial deriv;tive
matrix is’updated every two iterations rather than every one.
The inversion is then about twice as fast. Unfortunaﬁely the

inversion does not converge when a noilse level of 50ppm is

<
added to the synthetic profiles. Since higher noise levels are

most likely for actual data, this approach is now impractical.

St
4.4‘3 Inversion of Actual Data.

4.4,1 The Richardson Test Site.

yZ : :

Actual data frgm an INPUT survey flown in 1977 By Questor

Surveys Ltd for the Quebec government (DP-749; 1979) were used

to test the inversion pﬂ?gram. The selected area is north of

lake Waconichi in the Richardson township, 25km:north east of- §

Chibougamau (Que.); .it has been used as a test sited fér
different geophysical ‘and geochemical methods (Bazinet and
Sabourin; 1987) in a study of regional INPUT conductors. This
graphitic conductor 1s at the contact of the Blonde;u (felsic
;uff) and the Gilm;n (basalt) formations. It has bgen drilled
at féur different locations in 1984 to help interpret the

geophysical agd{geochemical surveys done in the area.

The results of the interpretation of a UTEM and a

horizontal loop (Geonics, EM-17) E.M. survey are given by
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Bazinet and Sabourin (1987,0p. cit.). The’ survey lines are

P
7 1S

perpendicular to the conductor axis and their spaéfng is 125m.

The HLEM survey was interpreted for the width,—the depth, the
dip and the. conductance of the conductor. This type of survey

v : :
is highly sensitive’ to dip but cannot resolve closely spaced

~

thin conductors. Generally the conductor is dipping sé&th and

o .
is subvertical in a few places. Its conductance ranges from 28§

to 80S, and its width from 1m to“l%Om.\The interpreted depth

i I
i1s generally indicated as smaller than 7m and is 20m at the

most. The smallest depth resdlyed by this system is 7m.

<

UTEM (Lamontagne, 1975) is a time domain system using a

L
fixed transmitter <consisting of a large <current 1loop,

typically 500m x 500m. The receiver measures the vertical
magnetic field and is moved along the survey lines outside the
tr;nsmitter loop. Only the conductance g@% the depth of the
conductor were 1interpreted. The 1nterpret;d depths from this
s?rvey are greater than those obtained from the HLEM and INPUT
surveys. UTEM is a large geometry system and therefore induces
currents deeply into the ground. This results in grater

interpreted depth than for the HLEM. Lowering the frequency

“has-thé same effect. ’ \

Prilling results indicate that the *onductor carresponds

to a transition zbne between the Gilman and the Blondeau

4 ~

Formation. The top of the Gilman includes many veins of
pyrrotine and magnetite. Felsic tuffs containing some massive

sulfides lenses are found at the base of the Blondeau, Black

\
’

e}

S

—
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graphitic shales are also present. This c&ﬁducting zone 1is
easily detected by the INPUT and UTEM surveys: The HLEM survéy

accurately locates the conductor and 1is diagnostic of its dip

-and thickness.

The geblogy and the location of the INPUT anomalies are

g v )
shown 1in Figure 4.13. The HLEM interpretation map and the

drill hole locations are shown in Figure &4.14.

2

4.4.2 Line 4615

S

Anomalies A and B on flight line 4611 are characteristics

"of a south dipping conductor since the line was flown in the

~

ﬂbrth direction. Anomaly C on line:4615 is located abdut 50m
east of hnomaly A and is illustrated in Figdre 4.15. The plane’
Qas flying south and there 1is only one ’Jeak. The radar
altimeter indicates a height of about 118m above grough. A
qualitative interpretation of the anomaly ;ap £ndicates that
the conductor 1is cut by faults, most of them already mapped on
the geological compilation map published with the survey

results. That section of the conductor dips south and is about

600m long.

‘

The initial model was a 600m vertical -plate with a
conductance of 16§~ and 125m below the plane. The system
integrators had a time constant of 1.lsec. and the sampling
1nterv;1 was 0.5sec . cotre;ponding to about 30m on the ground%%

The initial RMS error was 398ppm and the final RMS residual

[
.
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Figure 4.13 Geblogy and INPUT anomalies of the Richardson test site.
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error‘ was 56ppm after three 1iterations. The assumed noise

levels were 100ppm‘ for channels 1 and 2, 50ppm for channels 3

and 4 and 33ppm for the last two channels. Each channellwas

weighted by 1ts noise level for the inversion. The results of

- the inversion of angmaly "C" are listed in Table 4.13. The

correlation matrix shows a maximum correlation of 0.97 between

the depth and the:dip and no other significant correlation is
observed. 4

IInspection of the residuals shown in Figure 4.16

A fndicates that channel one has the poorest fit. The ‘presence
of a slightly conductive overburden sometime explains this i)ut
in this area, it mostly consists of sand, gravel and till. The
information density profile (Figure 4.17) associated with t.he
first channel has an amplitude that is about twice that of
channel two. Both maxima are 1located at the same position
» along 'the profile. The information vectors maxima assoclated
with the late, channels are shifted 'down along theérofile
indicating that the flanks of the anomaly are more important
to the inversion than the peak amplitude. There 1is also a
shift of the maxima of the late channel responses, but less
important than for the information profiles. The shift of the
response 1is usually indicative of the dip of the conductor,

and is confirmed by the inversion results.
The singular values and the parameter singular vectors
. are presented in Figure 4.18. The first parameter singular

c vector has two strong components: the depth and the dip. This



Table 4.13 Results

4615.

Conduct%nce
Depth
Dip
Reference
Zero levels
Ch 1
Ch 2
Ch 3.
Ch 4
Ch 5
ch 6
ﬁMS Exror
« Ch 1
ch 2
<Ch 3
Ch 4
Ch 5

Ch 6

Average flight

of the inversion of anomaly C from

14.

132

130.

657

94 .

44,
\ \
) +61.

.
“d

239
0

- 8

89.
36.
25.

19.

19
16

48

cam

70

.5m

7ppm
8ppm

7ppm

.2ppm

.4ppm

.7ppm

8ppm
)

q

+/- 0.58
+/- 1.9m
1.e. 49.3

+/- 1lm

+/- 23.
+/- 22.
+/- 11.
+/- 11,
+/- 7.

+/- 7,

2ppm |

Sppm

6ppm

.9ppm

.oppm

altitude: 1lé4m

o

* South

7ppm
lppm
3ppm
2ppm
éppm

dppm

\

1.9°

95

line




Correlation matrix

Cond. Depth Dip

1.00

-0.
1.

22

00

-0.27
0.97

1,00

E

Ch.

0 .
0.
-0.

1.

M.

1
24
05
04

00

zero levels

Ch.2 Ch.3
0.06 -0.12
-0.01 -0.05
-0.07 -0.11
0.10 0.06
1.00 0.07

,‘ 1.00

ch.4

-0.

22

.03
.08
.00

Ch.5

-0.31

0.01

0.08

1.00

Ref.
Ch.6 "
-0.24‘ 0.51
0.02 -0.45
0.02 -0.47
-0.04 0.01
0.00 0.04
0.05 -0.03
0.06 -0.08
0.08 -0.13 |
1.00‘-0 11

1.00

-
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Figure 4.16 Residuals from %he invetsion of anomaly C from
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indicates that 1f the deﬁth is 4dincreased and the dip
decreased, the response will be drastically modified, yielding
a poor f%t. A decrease in depth and increase in dip would have
the stame effect. The second singular vector is more com?ipx:
four parameters influence the response: the con&ucténqe, the
plgte referegfé and the zero levels of channel 1 and 5. Theée
are five equal singular values (3, 4, 5, 6, 7) corresponding
to parameter combinations that equally %nfluence the
inve?sion. Four of the associated paraméter singular vectori
have components that correspond to the E.M. zero levels while
the third singular vector has 1its =strongest component
corresponding to the plate 'reference. The smallest singlar
valuekis significantly smaller than the next to smallest (0.1l4
vs 0.61). 1t corfespoﬁd to a high corre}ation (0.97) of the

depth and the dip. If both parameters are aimultaneousl&\

increased or decreased, there is little modification of the

[

response.

The UTEM survey 1indicates that the conductance of the

3.

conductor is 17S and its depth 25m. However the HLEM survey

-

gives a depth of less than 7m, a thickness of 15m and a south

dip.

O

A drill hole is 1located about 250m West of this anomaly

1 .
and the overburden is 8m thick. The conductor is explained by
bands of sulfide rich black graphitic shales of the Blondeau

formation. Their thickqess is 17m. These observations confirm

the inversion results.

~r
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4.4.3 Line 4600
. ¢

>

Two other‘ anomalies caused by the saﬁe conductor were
also used to test the inversion. Anomaly E on line 4600 (see
Figure 4.19) is about 800m west of anomaly G on lide 4615. The

Cy——
initial model was a vertical plate 125m below the transmitter

with a conductance of 105. A 900m strike length plate was used

to simulate a half plane. The initial RMS error was 227ppm, ié
was down to 55ppm after seven iterations. The final model has
a conductance of 75 and a depth of 190m. The detailed results
are given in Table 4.14. The calculated dip is 1502’and since
the line was flown from the south to the nértﬁ, it indiéqtés
that the conductor has a dip of 30° North.

The UTEM survey indicates a depth to the conductorth;35m
and a conductance of 155, while the HLEM survey indicdtes a
depth of 1less than 7m and a cdnductance of 55S. The
kncerpreted: width of the conductor is 70m and it {is
subverticali Clearly, the inversion results do not agree with
these interpretations. fhe depth would be overestimatéﬁ an&
the conductanée‘underestimated” The dip paTbulaced from the
inversion i; 30° North, while all the dip; from this area, in
the geology map, are about 60° South., If, as indicated by the
HLEM shrﬁey, the conductor is 70m thick, .then it cannot be
considered as inductively thin and therefore the thin plate

A
model could be inadequate. X

-

of
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Conductancg

Depth

Dip

o

Reference

Zero leQéls

Ch
Ch
Ch
Ch
Ch

Ch

1

2

RMS Error

Ch
Ch

1

2

¢  Ch 3

Ch 4

Ch

Ch

-

Average flight altitude: 112m

P \ ‘

5

6

6.

190

149,

t 4

8s

.4m

8°

6335.4m

262,
177.
149,
‘92,
59.

101.

100.
: . 40,
30.
35.

20.

27

6ppm
2ppm
3ppnm
S5ppm
Sppm

3ppnm

2ppm
4ppm
lppm
7ppm

8ppm

S, - 102

3
Table 4.14 Results of the inversion of anomaly E of line 4600.

+/- 0.58 - . . ‘ =
‘ T .

+/- 5.7m
.:7
i.e. 30.2° South +/- 3.4° ’
0 ° : .

+/- 3.3m

£

+/- 25.7ppm \

+/- 22.%ppm ° o i
+/- 11.9ppm - |

+/- 11.3ppm

+/- 7.5ppm . %

+/- 7.2ppm
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Correlation matrix

Cond. Depth Dip E.M. zero levels - Ref,
Ch.1 ¢h.2 Ch.3 Ch.4 Ch.5 Cch.6

1.00 -0.14 -0.31 0.32 0.05 -0.21 -0.29 -0.33 -0.19 0.56

1.00 0.96 -0.20 -0.19 -0.22 -0.09 -0.04 -0.01 -0.59

1.00 -0.35 -0.26 -0.24 -0.07 0.00 0,02 -0.66

s

1.00 0.19 0.12 0.00 -0.05 -0.04 0,28
’ | 1.oo_jo.14 0.06 0.03 0.01 0,14 :
1.00 0.15 0.12 0.06 0.02
- o 1.00 0.12 0.07 -0.09
.1.00 0.07 -0.14
1.00 -0.09
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The anomaly 1is 200;n east of drill hole '#2 wvhere the
} overburden thickness is 6m. Tﬁe1310ndeau formation containing
' the conductor ‘15 .7m thick. The residuals ar: f1llustrated in
Figure 4.20., The maximum errors of fit occur on the peak and
leading flank of the first channel.The information densitya
;rofiies are plotted in Figure 4.21. |
The singular values and the paramete¥ singular vectors
are illustrated in Figure 4.22? The two strong components of
the parameter sinéular vectors assoclated with the smallest
‘singular values correspond to a high correlation of the depth
and the' dip of the conductor. The small singular value is an.
" 4#ddication that the estimation of these parameter 1s sensitive
to noise and that their standard errors ar;'conservative.

“*

Line 4550 " . ‘
.o

2

4

Anomalies M and N on line 4550 (see Figure 4.23) are
likely to be caused by the same conduétor, the first one being
indicative of a dipping conductor. It is about 1.6km west of

the previously interpreted anomaly. A dip of 50° was used for

1

the initial model. Conductance was assumed to be 10S and the
depth 125m. This igitial model has a RMS error of 210ppm. The
final madel was obtained after four iteratiomns, but for the
last two iteration the RMS error changed by only 2ppm while

the parameters remained almost fixed. The f£final model has a

. ¢onductance of 19.3S, a depth of 134m and a dip of 46°. The

ey e
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detalled results are listed in Table 4.15. The residuals from

the inversion are fllustrated in Figure 4.24 and, as in the

:previous cases, channel one has the poorest fit. For :this

‘channel the error 1s systematically positive before the second

peak and negative after this peak. The trailing flank of the

.second peak 1s overestimated by the inversion for the £first

five E.M. channels.

The parameter singular vectors and the singular values

are presented in Figure 4.25. Most parzfeter singular vectors

nents. The first one

\\_’_‘

show complex groupings of their comp
sﬁows a combination of the conductance, the dgpth and the dip
offsetting the zero levels of the first five INPUT’channels.
The second one is mostly influenced by the depth and the plafe
refere%ce. The third one is dominated by the ref;rence of the
plate and the =zero leveish The smallesé singulaf value 1is _
associated with a ‘parameter singular wvalue that has three
almost equal components: the conductance, the depth and the
zero level of the first channel. This indicates that an
increase or decrease of these three parameters has little
influence on the response. Such complex relations cannot be
detected from the correlation matrix,

The 1interpretation of the UTEM survey indicates a
conductance of 26S and a depth of 50m. On the other hand, the
HLEM survey indic;tes a conductance of 14S and a depth of 10m.

The interpreted dip is south and the conductor thickness is

10m, -




Table 4.15 Results of the inversion of anomalies M and N of

line 4550,

Conductance

Depth

Dip

Reference

Zero levels

Ch
Ch
Ch
Ch
Ch

Ch

RMS Error

Ch
Ch
Ch
ch

Ch

Ch

-

1

2
3
4
5

6

1

2

5

6 .

Averagi!i{ight altitude:

. 46.3°

Ve

.
.

§

19.35 +/- 1.38
133.8m +/- 1.2m

109

€.

+/- 0.7° \
6529m +/< 3m s
-76.8ppm  +/- 34.4ppm . )
-54.8ppm +/- 25.6ppm
1-227.3ppm  +/- 12.7ppm
:-112.7ppm +/- 11.0ppm
-64.1lppm +/- 7.4ppPm )
-53.3ppm +/- 7.2ppm
v
106.2ppm
40.8ppm ’
40, 1ppm ' ‘
27.8ppm
14 . 2ppm. , )
11.2ppp <o \\

112m




Correlation matrix

LN <

Cond. Depth Dip ‘E.M. zero levels

- Ch.1 Ch,2 Ch.3 Ch.4 Ch.5

. 1,00 0.26 -0,26 0.67 0.43 0.25
1.00 -0.52 0.52 0.43 0.46

1.00 -0.14 -0.06 0.04

1.00 0.47 0.40

1.00 0.33

1.00

-0.04 -0.
0.24 0
0.10 0
0.12 -0.
0.13 0
0.18 0
1.00 0

1

Ch.

04

.14

.15

02

.03
.11
.12
.00

6

-0.
-0.

0.

0.

1.

.24 -0,
04 0
.12 0.
09 -0.
03 -0.
.03 -0,
07 0.
10. 0

0 0

2

Ref.

67
.00
08
39
24

11

110

06

17

.17

00
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Figure 4.24 Residuals from the inversion of anomalies M and N,

" line 4550 of the Waconichi INPUT survey.
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Drill hole #3 1is coincident with this anomaly.,  The

overburden thickness is 20m and this agrees with the
calculated depth of 21lm below the surface for the conductor,
From the drilling results the thickness of the Blondeau
formation 1s 36m. Bazinet and Sabourin (1987, op. cit.)
concluded that the dip of the conductor in locally vertical
after comparing the HLEM and the drill hole results, However,
the surface geology indicate dips of about 60°in this area,.

These geological observations confirm our interpretation of

the INPUT anomaly. It could be argued that the minor peak .

v

observed on the IﬁPUT profile 1is inaicativp of a second
conductor rather than of a dip effect. This is highly unlikely
since no other conductor has been detected by the HLEM or the
SUTEM sur?eys.

All three anomalies are caused by the same c¢onductor

s

"which 1is known to be mostly graphitic with some associated

sulfides. It also‘outcrops_in a few places. A high iqnductanée
and a depth below the transmitter of about 120m sﬁould be
expected. Obviously anomaly E on line 4600 does not glive the
expected results, the conductance 1is too low and the depth too
grgat: The interpretations of the other two anomalies agree
with the geology and the interpretation of the ground

geophysics.
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Chapter 5- -

JOIN? INVERSION OF E.M. AND MAGNETIC DATA
P .

5.1 Introduction. >

It 1s the current practice in mining geophysics to note
in the compilation maps the presence ana the &mplitude of any
ﬁagnetic anomaly associated with an E.Mkianomaly. This is cal-
led a magnetic correlation. Inspection of a numbgr\of INPUT
anomalies that led to the discovery of commerci$%/orebodies

showg that many of them are indeed located on the flanks of

etic anomalles. Figure 5.1 1s a takep from Questor's
commercial publicity and illustrates this.

Massive sulfide deposits‘do not have any specific magne-
tic responses. Some have a direct magnetic association while
others have no response at all. Some have flanking magnetic
dnomalies ciose to the sulfide body. These anomaiies are
usually due to the presence of pyrrhotite and magnetite in the

- 4
volcanlc rocks assocliated with deposits.

It was therefore believed useful to develop an algorithm
for ,thé joint inversion of E.M. and magnetic anomalies. A

reasonable assumption is that they both have the same dip and

the same depth. It can sometimes be assumed that the conductor
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18 located close to the flank of a“ magnetic thick dike. The .
- - ) ‘. % -

model 1is 1illustrated in Figure 5.2. This joint inversion

_“‘

problem is different from the one studied by Vozoff and Jupp
(1975) although the same theory can be used. They

'simultaneously interpreted MT and DC resistivity data, th¥¢n

-

8 ’ .
the geometry and the physical parameters are the same for both
data -sets. In our case only two parameters are common: the dip

and the depth. coore { .

.

Yo
- *A thick dike of infinite extensdon is used to model the

\
magnetic anomaly; other m£dels such as a prism cS6uld have been \

used but the dike is the most commonly used model for this v
kind of problem. The forwanrd solutioh is easy to ‘compute and -
an inversion program 1is easily writ;Qen since the parameter
¥ derivatives ca;1 be computed. analytically. \” ’ -
- ' K.2 The Joint Inversion Problem. - ‘ P
L:h- ‘ \\\\‘\ . b
Although the :Ln<)ersion algorithm is identical to the one
developed pre@duﬁly,\\the two data4sets/h'ave to be properly‘
combined and the weighting of ’their relative influence 1is theg
. very 1mpor'tam:. It is natural to use the reciprocal of the
noise levels of each data set as weighting factors. In this
‘w,ayjthe partial derivative matrix 1is made "scale free".
Ideally one ‘should use the standard error of measurement of
""each data. Ih practice, the different noife levels can only be
eatimateg from anomaly free profiles. *
“ A
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"Plates of various dips, conductances and depths were used

°to éest the joint 1nversibﬁ. The magnétic dike had a thicknéss
of 100m and the conductot was located on its. flank, Noise
1ev013‘;f 50ppm and 100ppm were added to the synth;tic E.M.

data and 2nT added to the magnetic data.

The first observation -1s thatcthe initial model h;s to be

closer to“the true model than for the case of the E.M. igver-

sion only. The second 1is that the rate of convergence is

slower. This. is associated with a much higher condition

- A: number, now of the order of 300 while it was about 10 for the

. | E.M, inversion. Oﬂ the positive side, the parameter variances

are reduc;d for the paiameters that are common to both data

let;: depth and dip. We also note than the thickness of the

* dike and its center location are so;;what improved. Some cases
will be presented inigetail to illustrate this, ,

5.3 Inversion of éyntﬁ&tic Data

3.3.1 Inversion of Synthetic Data With Noise.

It was noted in Section 4.3 than a plate. with a conduc-
tancerE Ssigﬁ& ;”Eip of 133;,was a difficult case at the 50
<and iO?ppm noise level. Therefore, this merl was used to -test
thre joint inversion a£ the 100ppm noise level. A magnetic dike
"100m thick with a susceptibility of .61*8.1. was modeled so
.éhat the conductor would be on 1ts flank. The model and the

‘:% . E.M, and magnetic anomalies associated with it are illustrated

- )

=1
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in Figure 5.3, Tpeninitial model and the results .from the
inversion are' listed in’ Table 5.1. The joint inversion
converged to the kﬂown solution in three iterations. The RMS
residual error for the E.M. daéa was then 60ppm compared to
207ppm for the (initial model. For the magnetic data the
respective values are 0.5nT and 65nT.

The conditipn number (ratio of the largest to the smal-
lest singular valye) of the partial derivative matrix {s 270.
It shou%d be recaNed that the SVD is computed ‘after scaling’
the matrix to reduce its condition number. The inversion of

. 0O
the E.M. anomaly alone results in a condition number of about

<

10, a much smaller number. The same phenomena has been

observed for all the cases used to’test the joint inversion. '

@

It should also be noted that at least one of the singuiar
values 1is much smaller than the others. Two spectra are
Lllustraéedfin Figure 5.4, both ére from the last iteration of
‘the inversions of synthetic profiles contaminated by a 100ppm
noise; in one case the dip of the plate~is 90° and in the

other 135°. The conductance 1is 58S in both cases. The ¢two

spectra are remarkably similar and the singular values

~t

associated with the zero levels form a characteristic step in,

the spectra.
The singular values andqzhe parameter singular vectors

resulting ffom the joint inversion of the 135° dipping plate

"

are shown Figure 5.5. The last parameter singular vector has
v

two strong components:. the susceptibility and the thickness of
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Table 5.1 Joint inversion of 58§ plate with a dip of 135°. The

nofse level 1s 100ppm for the INPUT data and InT for the

magnetic data. . \

Iter.nb. O

Parameter

Conductance : 7.0
D;pth 155.0
Dip 120.0
Ref. (plate) : 62.0

_Zaro levels
¢ch 1 : .0.0
~ ¢h 2 0.0
.Ch 3 0.0
ch 4 : 0.0
Ch 5 0.0
Ch 6 . 0.0
Ref. (dlke) :  107.0
ha1f~th1ckness: 45.0
Susceptibility: .0090
., Base level (mag.): 0.0‘
Base slope (mag.): 0.0

RMS Errorxr INPUT : 206.9

Mag. 1 64,6

145.6

132.3

75.2

25.6
18.4
7.2
2.1
0.8
7.6
97.8

40.6

..0096.

-5'7

12,7

158.6

50.5

o

153,
135.

w

51.8

19.
24,

15.

[ od
L - B

96.3
46,3
.0105

-

-3.2

76.1
13.9

N O O

4.6
19.3
14.3

6.4

1.1

96.8
51.9
.0095

-1.5

1.4

60.0

0.3

std. error Model

2.3 5.0
1.0 150.0
0.7 135.0
4.3 465
26.8 0.0
24.5 0.0
13.2 0.0
12.3 . 0.0
7.9 0.0
7.7 0.0
0.7 96.5
ST

2.9 50.0
0005 .01
2.2 0.0
3.1 0.0

o
»

~




" Correlation matrix

l1.00 0.73 =0.37 O.Al -0.17 -0.43
1.00 0.05 0§p2 -0.02 -0.23

1.00 -0.20 -0.03. 0.08

1.00 0.10 0.04
1.00 0.13
1.00

s

-0.32 ~-0.23
-0.20 -0.15
0.09 0.07
-0.01 -0.02
0.07‘ 0.05

¥

0.15 0.10
1.00 0.08

1.00

-0.08

-0.90

-0.05 -0.71

0.03
-0.01
0.02
0.03
0.02
0.02

1.00

0.26
-0.15
0.14
0.38
0.28
0.20

0.07

-0.02
-0.21
-0.19
-0.14
-0.05
-0.66

1.00

0.33
-0.08
-0:97

0.18

{0.03

-0.07
~-0.08
-0.06
-0.02

-0.23
-0.11

1.00

-0.65
-0.92
-0.10
-0.28
6.02
0.21
0.18
0.14
0.05

0.64

-1.00-

0.11

"1.00

-0.67
-0,46

0.80
-0.32

-0.02

o.1l8
0.17
0.14
0.05
0.57
-0.34
-0.72
0.30

1.00

~0.06
-0.96

0.19

0.03
-0.07
-0.08
~0.07

-0.02

=0.24

-0.11

COQductance
Depth

Dip

1

2

W

4

5

6

Plate reference
susceptibility

Dyke reference

Thickness ‘

Base level

Base slope
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the dike. Both are highly correlated (1.00). Tﬁe next to
fmallest singular wvalue (0.06) '13 an order of magnitude
smaller than the 13th singulagf;alue (0.16). It suggests that
an 1increase of the dip and of the base level of the anomaly
can offset a decrease of the reference of the dike and of the
base slope of the anomaly. The reference and the dip have
correlatign of -9.97, the correlation of the dip and the base
slope is -0.96. This relation is easier to understand if the
parameter singular vectors are considered rather than only the
correlation matrix.

Other high correlations are observed, egpecially between
the conductance and the location of the plate along the profi-
le (-0;92); the correlation matrix was listed in Table 5.1,
The 1important conclusion 1s that the '‘errors are reduced for
most parameters, but the errors for 'the E.M. zero levels
remain almost: unchanged. An inversion of the magnetic anomaly
was also done and the parameter errors for the. separate
inversion of magnetic and E.M. data are presented in Table
5.2.

In general the initial mod;l has to be‘closer\to the true
model than for the inversion of E.M: data .only, This
corresponds to the observed increase of the partial &erivati-
ves condition number. This is not much of a problem if one
carefully chooses the 1initial model.: At worst, different
initial models could be tested and the results examined to

find the solution that best satisfied the data and the known
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Table 5.2 Parameter standard errors for magnétic inversion,

-

/
INPUT 8ix channel inversion, joint inversion and constrained

joint inversion. ) ;

Parameter Mag. - Input Joint Constrained

| Conductance e .29 .238 ‘ .31s8

‘ i Depth 3.8m ' 3.65m 1.9m 1.81n .
Dip 0.9° . 2.5° 0.67° 0.68°
Zero levels 1 ~-- 18.3 26.7 27.3

(E.M.) 2 --- - 16.4~ 24.5 # ' 24.8
- 3 -x- 16.2 ~  13.2 13,3

- 4 .- 15.2 12.3 12.7

Reference .- 2.2m 4.3m 4.8m
Thicknéss 7.6m o\ --- 2. 8m 21.8m
Susc. = .124x10°2 ... .58x10°3 .39%x10"2 )
Base level 5.1 .- 2.2 16.8
Base slope 5.4 <. --- 3.1 25.5 ’
E ‘ "
-a‘ & ,
L |
¢ «» |
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or expected géology.

5.3.2\JoinF‘Iﬁversion With Known Zero Levels,

Witﬁ‘ghe advent of digital receivers it is now _possible
to dcquir; data that is virtually drift free. This is why some
tests were done assuming known 2zero levels for the sif
channels of the INPUT system. The main effect is mostly to
reduce the condition number from 270 to about 50. Except for
this difference one cannot conclude that the final results are
better thaﬁ previously. As‘an example we ;xamine the results
of the 1inversion of a synthetic profile contaminated by a
100ppm noise. The model 1is a 10S plate 120m below the
transmitter with a dip‘of 60°. It is located on the flank of a
magnetic dike 100m thick, of a susceptibility of .01 S.I.. The
results are listed in Tabie 5.3.

The final model closily matches the true model except for
the plate reference which is off by 7m. The correlation matrix
is given in Tasle 5.4, there is a high correlation of -0.94
between the plate rgﬁerencé and its conductance. The parameter
singﬁlar vectors are presented In Figure 5.6 and some
groupings are observed. The second singular vector has two
’strong components along the conductance and the ©plate
reference axis. For the sixth singular vector the component
corresponding to the dip 1s offset by the depth and the
reference of the dike. The last three singular vectors show

" groupings of pairs 6f components: the susceptiﬁility and the
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Table 5.3 Results of a joint inversion assuming known =zero

levels. The INPUT data is contaminated by a 10bppm white noise

and the magnetic data by a 2nT noise.

Parameter
»*

Initial
Conduyctance 15.0
Depth 150.0
Dip \ 50.0
Ref. plate ' 56.6
ﬁ?f. dike 111.0

"l

Susceptibility .0011
Half-thickness 55.0
Bage level . 0.0
Base slope 0.0
RMS error INPUT 538.3

mag. 5.6

Model

Final
10.2
120.8
60.6
40.0
96.7
.0009
52.5
-0.2
-0.3
93.1
0.5

True

10.0

120.0

60.0

48.7
98.7
.001

50,0
0.0
0.0

Parameter
standard error
0f27
0.486
0.48
3.25
1.0{
.00009
5.29
0.57

0.82
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Table 5.4 Correlation matrix resulting from a joint inversion-

with known zero levels.

'1.00 0.53 0.10 -0.94

1.00 -0.24--0.52
1,00 -0.12

~ 1.00 -

T

0.03
0.65
0.00
0.03

1.00

-0.
0.
-0.
0.
0.

02
05
21
03

06

.00,

-0.03

-0.04

-0.01
0.03
-1.00

-0.07

-0.01

-0.03

!

Cond, )

Depth

Dip
Ref. -
Susc.
Ref. dike
Thick.

Base lev,

Base slo.

1)
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-half-thickness, the conduetance and the platé reference, the
“, base level of.the magnetic profile and its base slope, All
et

. these pairs correspond to high correlations. >

“ " The smallest ﬁingulﬁr' value is an order of magnitude
sifaller than the _;ext éo ggallest. It. indicates that an
ingrease .or decrease of both tﬂ; susceptibility and the
thickness of the dike have litt 1nf1uehée ¢n the qresponse,
*HoWever, “it is weri kn;wn in magnetic lnterpretation thakithe

¢

thickness susceﬁfibility product. is easier to determine than

" q

both- separe}ely. The lvalue',of these xﬁarameters i1s very
sénsitive to the mnoise éresént in’the data as indicataed by the
magnitude (0.039) ;f the singular v§1ue assoglated with thenm,
The-spectrum of the singulgr/yalues‘illpstratéd in Figure
5.7 shows a r;gular decrease of the singular value amﬁlitude
an§ we remark the absence of the step that is gssociated ;1th
the zero levels. - 3 ‘ }

o

5.3.3 Constrained solution.

U The model used in Section §.4 was such thaF the conductor

lies parallel to one of }he fianks of the dike. fhe location
3f the plate, the center of the dike and its half-width are

) not'explicitly related in the inversion. 6ne can nevertheless
force thts relation by the use of constraints. The conducting
“plate wizl be locat;d on -.the flank of the Qagnetic dike 1f at

every iteration during the inversion the followiné equation {is

. !
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Figuré 5,7 Singular‘value spectrum for a 108 'plate, dippfné
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60° with known zero levéls. Systep integrators were simulated.
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respected:
X0 + T = D. (The sign depends on which side of the dike
the plate is located) ) ‘ (5.1)
This is obvious if one looks at figure 5.1. This will be true
if the wvariation of these ?arameters between each iteration

obeys the same equation, We then have: .

bxg t AT - AD = 0. (5.2)

Numergcal aspects can be found iIin Lawson and Hanson (1974,

) .
Chapt. 20) and the development including the variance esti-

‘mation is given by Crossley and Reid (1982) and ﬁﬂ follow

o

their develdpment and notatfon.

\

Linear constraints can be written as:

B x =4 , (5.3)
3
where B is the matrix of constraints of dimengion (r x m), in

a

our case r the number of constraints is one and d is a null

vector.They show that the least squares :solution is then given

by: )

x = (ACAS'I[Atc - Btwi, j : ’ (5.4)
where L. .

v = (PBt)-1l[pate - 47, . ) ‘ (5.5)
and | ‘

P = B(AtA)-1 : - (5.6)

The inversion program was easily modified to introduce the
constraint. The fact that d is zero simplifies the implemen-

tation. v
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their development and notation.
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vhere B 1s the matrix of const of dimension (r x'm), in
~our case r the number of constraints is one and d is a null

vector.They show that the least squares solution is then given

by:

x = (AtA)-l[ate - Btw], C o (5.4)
vhere - ‘ )

v = (PBY)-l{pate - d}, N E (5.5)
and |

P = B(AtA)-1, ) . | © (5.6)

The inversion program was easily modified to introduce the

constraint. The fact that d is zero simplifies the implemen-
oJ

¢

gation. , -
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Crossley and Reid (1982) also note that the addition of

constraints increases the magnitude of the parameter variance

now gilven by:

var{x) = HpH*, var(c); - : . (5.7)
where \
Hy= (AtA)-1l(1; - Bt(PBt)-lp]At, (5.8)
- : N - ,
5.3.4 Constrained Inversion of Synthetic Data.
The constrained joint inversion was tested for different v

synthetic profiles at the 50 and 100ppm noise levels. The
depths were 120 and 150m, dips were 60°, 90° and 135° apd the
conductances 5S, 10S and 20S. The constrained joint {inversion
converged to the correct parameter values for all the tested
cases, provided that the initial model is not too far away

from the true model- as in Section 5.4, The convergence {s

“aslightly slower than for the joint inversion and one more

iteration was usually required to attain the same residual
error level. .

Only one example will be studied in detail, since the,
conclusions are essentially the same for all cases. We again
consider the case of a plate with a dip of 135° and a conduc-
‘tance of 58 located on the flank of a 100m thick dike. The
‘noise level is 100ppm for the E.M. data and 1nT for the magne-

tic data. This corresponds to noise levels likely to be
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present in actual data. The initial and final models are given
in Table 5.5, the correlation matrix 1is also given. The
results are not much different than f;r the. unconstrained
Joint inversion and the main difference 1is, as expected, an
increase in the pérameters errors (see Table 5.2), especially

i}

for the magnetic parameters.

il

In our opinion the use of the constrained joint inversion
. i .

should .be restricted to the cases were one suspects from’

geologicél evidences that the conductor is very likely to be

located on the flank of a magnetic formation,
3.4 Inversion of actual data.

- Actual data from the Waconichi survey were used as a test
case for the joint inversion algorithm. Anomaly E on flight
line 4600 (see Figure 4.8) 48 associated with a weak magnetic
anomaly that hgé'an amplitude of 80nT (Figure 5.8). The INPUT
anomaly was iAterﬁre:ed previously and the results of the
inversion of the magnetic“anomaly are given in Table 5.6. Both
anomalies were used to test the inversion with the hope that
the previous results could be 1mproﬂp&:\gu |

The detailed results are givenlin Ta%le 5.7. The depth is

’
133m, the conductance 9.7S and the dip 100°. These results are
in better agreement with the known geology and the drilling
results than the results obtained from the inversion of the

INPUT data only (see Table 4.13). As predicted by the

inversion of theoretical profiles, some parameter standard

e




~

ek

L

[

%

136

Table 5.5 Results from a constrained joint inversion.

Parameter
Conductance
Dep?h

Dip

Ref. plate

Ref. dike’

Zero levels
Ch.1
Ch.2
+Ch.3
Ch.4
Ch.5
Ch.6

Half-thickness 45.

Base‘level

Base slope

RMS erroxr INPUT 206.9

Mag.

Model

Initial
7.
125.
120.
62,
107.

0.

0.

0.
0.

0
0
0
.0
0
0
0

0

0

© O ©

‘Susceptibility .009

0.0
0.0

64.

° Parameter
xFinal True standard error
5.6 5.0 0.31 “
149.7 150.0 1,81 "
130.9 135.0 0.68 .
50.2 46.5 4,82
1032 96.5 - 5.94 ' -
' 33.2 0.0 27.29
18.5 0.0 24.88 ,
3.0 0.0 13,37
-3.8 0.0 12.72
4.4 0.0 8.31 .
.8 0.0 7.99 ’ -
52.9 50.0 . 21.84
.0087 .01 . .0039
-16.4 0.0 16.85
26.6 0.0 25.54
63.1 ,
4.3 ' )
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Correlation matrix

1.00 0.70 -0.32 0.10 -0.12 -0.39 -0.34 -0.29 ~0.13 -0.92 0.63 0.29 ~-0-61 -0.62 0.31 Conductance
1.00 ©0.11 0.36 0.05 -0.17 -0.20 -0.18 -0.08 -0.69 0.94 -0.13 ~0-91 -0.42 -0.09 Depth *
1.00 -0.17 -0.05 0.04 0.07 0.07 - 0.03 0.24 0.15 -0.97 =0.16 0.78 -0.96 Djp

1.00 0.10 0.03 -0.02 -0.03 -0.02 -0.20 ©0.33' 0.16 -0.32 -0.33 0.17 1

\ ) 1.00 0.11 0.06 0.05 0.02 0.09 0.04 0.04 ~0.04 -0.06 0.04 2 .

1.00 0.16 ©0.13 0.05 0.35 -0.15 -0.04 ©0.15 0.12 -0.04 3

1.00 0.10 0.04 0.31 -0.18 ~0.07 ©0.17 0.16 -0.07

4
‘ 1.00 0.04 ' 0.27 -0.17 -0.07 0.16 0.16 -0.07 5
6

p 3 . ~ 1.00  0.11 -0.07 -0.03 ©0-07 0.07 -0.03 ‘ .
i : ;‘1'00 -0.63 -0.21 0.60 0.55 -0.24 Plate reference s
. ' . 1.00 -0.16 ~1.00 -0.29 -0.15 Susceptibility Y
g . ,’T} ‘ 1.00 0.17 -0.69 0.89 Dyke reference .

- 1.00 0.25 0.16 Thickness

. . B ) 1.00 -0.82 Base level )

1.00 Base slope

LET
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Figure 5.8 Magnetic anomaly associated with anomaly E, 1line

4600 of the Waconichi INPUT survey.




‘Tgblo 5.6 Results
ofﬂline 4600.
keferencq
gflf-thickness“
Depth \

Dip

Susceptibility :
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from - the inversion of the magnetic anomaly

+/- 10.1m T o o i

1 6437m

82m
128m
82.6°

+/-
+/-

31.1m _ .

19.9m

4:.7°

w3

,00077 +/- .00035

Base level : 58367nT +/- 3.6 nT
Base slope : 95.1nT +/- 6.1nT
RMS error of fit: 2.2nT e ,
C;rrelafion matrix:
1.00 -0.02 0.04 -0.94 0.03 -0.53 ‘9.79 Reference
1.00 -0,92 0.02 :0.99 10.51 Z0.12 Half-thickness
i " 1.00 0.04 10.96 -0.65 :o.i7 Depth’
‘ 1.00 -0.03 0.61 30.90 Dip
1.00 -0.?7 3.15 Susceptibility .
1,00 -0.79 Base level
i ‘ 1.00 Base slope

7 K

/



0

Tabl

of 1

7

‘

e 5.7 Detailed

ine 4600.

Conductance

Depth

Dip

Reference

Zero levels :
Ch 2 :
°Ch 3 :

Ch 4

Ch 5

cn 6 :

Susceptibility

‘Dike half-thick

Mag. base. level

M&g. base slope

Mag. reference
Mag. RMS error

INPUT RMS error

i

results of the

9.78 +/- 1.
132.4ﬁ +/ 4.
L99.7° 4/- 3.
6368.9m +/- 11
277.5ppm  +/-
189.6ppm +/-
151:2ppm +/-

86.3ppm +/-
51.3ppm ‘+/-
95.2ppm  +/-
0.001

ness : 57.5m
?8367nT

/

94.5nT

6430.9m

: 5.2nT

:7103.5pp

)

l
\
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joint inversion of ;noﬁaly 3

28

7m’ * :
9

.7m

39.8ppm

33.4ppnm

17.2ppm . -

16.5ppm
11.2ppm
10.6ppm
+/- .0006 -
+/- 12.7m

+/ - §.§nT/

+/- 7.2 nT |

i

+/- 37.7m,

.



Correlation matrix

-1.00 0.40 0.05
1.00 0.87

» 1.00

0.30
0.59

0.40
1.00

0.02 -0.23 -0.30 ~0.37

0.33
0.26
0.22

1.00

0.23
0.25
0.15
0.14

1.00

0.03
0.11
0.01
0.07
0.14

1.00

-0.05

0.06

-0.05
0.04
0.13
0.14

1.00

-0.27
-0.06
0.02
-0.05
0.01
0.08
0.09
0.11

1.00

-0.97
-0.48
-0.15
-0.35
~-0.06
0:18
0.27
0.35

0.25

1.00°

0.22
0.58
0.52
0.34
0.19
0.13
0.02
~-0.03
-0.04
~0.27

1.00

it

-0.05
-0.75
-0.86
-0.35
-0.23
-0.21
-0.09
-0.05
-0.02

0.13
-0.44

1.00

~0.20 —Q.OS
=-0.53 0.35
~0.47 0:46
-0.31 0.13
-0.17 0.10
-0.12 0.11
-0.02 0.06
0.02 0.05
0.03 0.03
0.24 0.02
~1.00 0.43
0.40 -0.30
1.00 -0.46
1.00

-0.03
-0,69
~0.80
-0.31
-0.21
-0.20
-0.09
~0.05
-0.02

0.11
~0.45

0.58

0.43
-0.79

1.00

Conductance
Depth

Dip

1

2

6

Plate reference
Susceptibility

Dyke reference

Thickness

Base level

Base slope

71
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errors have been reduced: the erth, the dip and the thickness
of the magnetic dike. The interpreted width of the magnetic
formation is 115m. - o

The s{ngular‘values and }he parameter singular vector are
illustrated in Figure 5.9. The last parameter singular vector
has two strong -components: the susceptibility and the
thicknegs of the dike, that are high%xﬁcorrelated (-1.00). The
conductance and the plate reZ}y€€Zi have & correlation of-
0'913 they are the two strongest components of the next to
latest parameter singular vector.

Bands of magnetite have been observed over a %ist;nce of
aﬁogt 50m “in drill hole #2 which is 200m west of the anomaly.
The INPUT anomaly coincides with Line 52E of the ground survey
grid.‘The HLEM anomaly has been interpreted as subvertical,
its conductance as 555 and 1its width as 70m.A refraction
seismic profile was also done along this line. The interpreted
results are shown in Figure 5.10. Overburden thickness varies
from 2m to 7m and it mostly consists of dry gravel and sand
(Bazinet‘and Saboufin, op. cit.). The conductor is embedded in
a 90m thick high‘velocity zone., Our interpretation is that the
conductor is subvertical and that the magnetic anomaly 1is ~
caused by thin bands of magnetite. The total width of the
magnetic formation 1is about 100m. The different dips
interpreted along the conductor suggest the possibility that

the fault observed north east of Lake Sirols extends south and

passes b;tween drill hole #2 and the INPUT anomaly,
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. Chapter 6 ’
LATE TIME INVERSION

6.1 Overburden Problems.

”y

-~

. ¢ e
The interpretation of - airbbérne E.M. anomaly 1is often

complicated by the presence of cogﬂuétive'oﬁerpu;den. In .the"
&ime domain the effect 1is easily Qbserved as a strong response
of the early channels. The interpretation of INPUT data in Tkhe
presen;e of overbqrden vas stu@ied. by Palackyov(1975). Thin
aluminum sheets were simulate t\}n sheets and overbur-
den in aﬂ.series of analog ’scgle measurements. For vertical
plates the prése#ce of a conductive oygrbu}den raised the
channel background levels and distorted the anomaly shipe,
particularly for channel one. This\distortlon is most severe
for ; dipping ﬁalf-plane as it increasb; with the cgnducfance
both of the overburd;n and the conductor. These effects are
mostly on the early time channels for ‘the iliustrated
examples. The current interpretation practice 'is to subtract

the background levels and thenginterpret the residual anomaly

using nomograms and the late time channels only.

The problem was recently studied by Ferneyhough (1985;/4K”\*

vho used a qﬁantitative'approach. The conductive overburden is
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approximated by a low pass filter as suggested by Lowrie and

v

West (1965).. The overburden is assumed to have infinite
lateral extenyﬂ@nd it
linearly be decomposed ;nto an overburdenﬂ response: and a
\bedrock conductor respon;e in the presence of overburden. The
primary field 1is filtered (phase-shifted and attenuated) by

he overburden and the secondary field is also filtered by the

overburden. In the time domain the effect is to delay and

smooth the free space response. As noted by Ferneyhough it is-

important to realise that the assumption is that the total
response 1s the linear sum of the overburden response and the
filtered target response. In practice the overburden and the
target mutually interact >an§ this effect is ignored by the
filtering approach. Should the overburden and the tlarget be in
coﬁtac% this interaction could be ;ubstantially enhanced. His
suggestion for the interpretation of INPUT response 1is t;
subtract the overburden response to obfa;n the target response

!

and then interpret the 1afe time channels. Our inversion
N s

program was modifieélto use only the last three channels of
th; INPUT system. ’
Rather than subtract the overburden response it 13
assumed it will then show up as zero level shifts of the E.M,
anomaly. This proble? Ls easy to solve for the zero levels
are considered as unknowns in the inversion program. As usual,

the overburden 1is assumed to be flat and of infinite extont:

It 1s nevertheless possible to invert time domain airhorne

is assumeg that the total response can’

-
e
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-
-

E.M., data for a one layer earth (Keating and Vallée, 1985),

but this has to be done away from subvertical conductor anoma- .

« lies to be valid, complicating thehwhole process.

6.2 Inversion of Synthetic Data.

S

'Noise free s&nthetic profiles’ were wused to test the
.algorithm. and study the characteristics of the result;“ As
/;xﬁected, it 1is alw;;s possible to recover the original model
for noise free- data; recall ,that the sign;l to noise ratio is

then infinite. All these tests were performed with the same

starting models as those used for the inversion of six channel
(.

‘data in Chapter 4. Some singular value spectra resulting from

the inversion of six and three channels are illustrated in
Figure 6.1. The late time ifiversion has three less unknowns
(the zero levels of the first three channels), this results in
seven singular values rather than ten. The general shape of
the spectrum remains unchanged, except for the second singular
value that has a higher amplitude. //

For noise free data, the rate of cbnvergence//éf the
inversion is the same when six or three channel/ e used.
This is illustrated in Figure 6.2. For these partiS%??i inver-
sions the same initial model was used in both cases and the
RMS residual error was normalised by the RMS error of the

initial model.



148

4 Three chaval inversion
. O Six charme! inversion
Nolse free data T

4 y M .
- 1
\ ‘
¢ '

B

op

I ‘ \
; X
’ 50.75' " o . -
: Eu.- : \ N\
@ s A
Ucﬁ" \ -
) N ‘e D \O
.. 0,00 : < — - \ .
) 0 2 4 .} 8 10 12

Ordered singuiar valuse

Figure 6.1 Singular wvalue.spectra from the inversion of six

" and th\ree three channels INPUT anomalies. System integrators
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Figure 6.2 Convergence of the inversion for three and six

o channels inversion.
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The influence of noise on the singular value spectra is
{llustrated in Figure 6.3. The effect of noise is'm;stly to
alter the amplitude of the second and sixth singular wvalue,
the condition number remaining almost unchanged.

The late time inversion was tested for different d%ps,
conductances and noise levels. The depth of the plate below
the transmitter was kept constant at 150m. Consider first the
inversion of a synthetic profile contaminated with a 100ppm
noise level. This model has a dip of 135° and a conductance of
208. The si;nal to noilse ratios at peak amplitude, for the
last three channels are respectively 12, 10 and 6. The anohaly
was illustrated in f;gure 4.6. The inversion was first tested
without weighting and the initial model was the same as the
one used to test the six channel inversion (see Table 4.3) .
The Inversion was stopp;d after six iterations and the results
are given in Table 6.1.

The rate of convergence was slow fof the last four
iterations without much improvement of the estimated
parameters. For a second test the data were weighted by the
inverse variances of each channel and using the same initial
model the 1inversion diverged after the first iteration. THe@
effect of the weighting is that each channel influences the
inversion so a low signal to noise ratio channel has less
influence than oneﬁfith a high signal to noise ratio.

The second example 1is the Inversion of a 20S plate with

a dip of 60° and contaminated by a 100ppm noise. Although the
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‘" Table 6.1

Cond,

(8)
10,0
24.6
9.8
15.1
19.1

18'6

19.5

4,3

20

Depth Dip
(m) (deg.)
125 90
171 136
170 149
155 135
155 139
152 138
154 139
8.6 6.4

" 150 135

Zero levels

10
24
1

contaminated with noise (Dip: 135°, Cond.: 208)

Refer.

(m)
65.0

' 18.7

49.2

32.2
*45.3

45.3
44. 4
6.

49.25

116.
91,

80,
" 53,
43,
43,
43,

std.

BN

Results of the inversion of a synthetic profile

RMS errorxr

(ppm)

0

9

-

 <== parameter
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signal to noise rgtios for the last three channels are res-
pecfively 3.1, 2l6 and 1.5, impressive results were neverthe-
less obtaiped. The anomaly is illustrated in Figure 6.4 and it
is obvious that it cannot be interpreted with nomograms. The
final results from the inversion are listed in Table 6.2, The

calculated ' anomaly that would results from the 1nterprefed

‘model is shown in Figure 6.5. The information density profiles

are 1llustrated in Figure 6.6. Their shape is similar to the-

calculated anomaly, the maxima corresponding to those observed
on the E.M. anomaly. The informatiyn density of the last
channel 1s'Less than the minimum information density of the
other two channels indicating a weak contribution of this
channel to the‘inversion. This is easy to understand since the

signal to noise ratio of this channel at peak amplitude is 1.5

and less than one on the average.

Ve

b

6.3 Inversfon of Actual Data.

'

—
Although there is not much conductive overburden present

in the Waconichl test site area, in order to have an excellenf

geological control, the same three anomalies interpreted in
Section 4.4 were used to test the late time inversion.
Detailed results are listed in Table 6.3. The average depth is
about 150m below the transmitter or 30m below the ground
surface. Conductances range from moderate (13S) to high (348).

v

The dip,of the conductor at line 4600 is 106° a result that {is

\
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@ B Table 6.2 Results of the 1nversion:of a 60° dipping plate.’
‘Parameter Initial value Final value Std. error Model
COpdlt;ctance : 15.0 20.6 ‘2.6 ‘20\.0:

Depth : 125.0 145:2 4.7 . 150.0° .
Dip : . 45.0° 60.7° - 1.4° 60.0
Zero level 4: 0.0 -17.5 . 11]9 | 0.0
. 5: 3.0 0.6 5.8 . 0.0
Y 0.0 © 7 -16.2 " 4.8 0.0
v ' Reference : 62.0 56.1 6.23 465

| RM§’ erxor P 99.2 | 36.2
| \
- oi / Q
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Figure 6.4 Three last channels of an INPUT anomaly caused by a

60° dipping'plate. The conductance is 20S and the noise level

100ppm

100

2

Calculated response (ppm)
8 8
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Figure 6.5 Calculated anomaly from the interpreted

Table 6.2 7

model of
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Table 6.3 Results of the inversion of aétual anomalies when

the late channels are used.

A- The data were weighted by their noise level.

Flight 11n;

Conductance (S)

Depth (m)

Dip (South)

Reference

Zero ievels (ppm)
Channel 4
Channel 5
Channel 6

RMS error (ppm)

B- The data are not weighted

Conductance
Depth (m)
Dip (South)

Reference (m)

Zero levels (ppm)

Channel 4
Channel 5
Channel 6

|
RMS error (ppm)

4550

LI9H5.1)
135(6.2)°

50.3°(2.4)°

52
154

6299.5 (9.4)

-31.8 (10.1)

-29.8 (5.7)

-42.4 (4.4)

28.6

with
33.5 (6.9)
143.1 (2.9)
49.8 (1.8)
6314.5 (7.6)

-56?% (7.6)
-39.5 (7.4)
-44.9 (6.1)

15.7

»
-

4666.
14.8 (1.6)
159.0 ¢8.3)
106.2°(5.1)
6340.6 (4.2)

90;6 7.7
45.3 (4.8)
87.9- (4.5)
28.6 ’

thelr noise
13.6 (4.3)

156.1 (1.9)

105.8 (1.2)
6344.9
88.

4 (16.2)

42.1 (13.9)

o

90.5 (13.2)

28.8

(9.8)

4615

21.8 (0.
143.6 (1.
©134.2° (1.
665.8 (0,

-35.1 (3.
-11.4 (2.
-6.0 (2.

13.9
level
21.9 (2
142,
133.0 (3
665.4 (2
-36.2 (6
-11.7 (5
-6.0 (5

13.7

3 (4.

8)
8)
3)
9)

0)
0)
0)

.0)
L
4)
1)

.0)
.8)
19)
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in agreement with_.the dip of 103° obtained £from the joint
inversion.

Because weighting can influeﬁce the solutiggi the three
anomalies were first interpreted after weightiLg the E.M,.
channels by their assume; noise levels. They were interpreted
again without any weighting. The results of these inversions
are listed in Tables 6.3.

Some of these results have been obtained after damping
the singular values to reduce the effect of noise sensitive
small singular values. For the INPUT anomaly of 1line 4550,
best results were obtained withoutkweighting the data in the
inversion. Channel six of that patticular anomaly has a 1loy
signal to noise ratio compared to the last channel of the
other two interpreted anomalies., The anomaly peak amplitude of
the last cﬂannel is about 60ppm, while it 1Is more than 150ppm
in the other two cases. 0

The interpreted depths are greater than those obtained
when the six channels are used in the inversion, Physically‘
the response of theﬁ last channels is mostly due to deeply
circulating currents. This also results Iin an increase of the
apparent conductance. The dips interpreted with six or three
channels are essentially the same. The interpreted dip (106°)
of anomaly E of 1line 4600 1is close to the dip (100°)

interpreted from the joint inversion of magnetic and INPUT

data. “



N ‘ - 158

In that case the erroneous dip of 313/;orCh obtainad from °

the inver;ion of six channel data was probably caused by the
early channels, Two hypothesis could explain this: first, as
interpreted from the HiﬁM survey th; conductor is inductively
thifk {70m) at early times; second, éhe overburden is
conductive. The la;t hypothesis 1is unlikely)sihce. as noted

&

previously, a nearby seismic survey 1line indicates a
réelatively thin and dry overburden. '

According to these interpretations, the conductor is at a
depth of about 30m below the surface,and its conductance ‘\‘,,
rangés from 155 to 30S. The interpreted dips are virtunllyv£ha

o

same as when using the six channels in the inversion.

6.4 Conclusion. ( '

e

és anéicipated, as the signal to noise ratio is decreased -

"a point 1s reached where the igbersion breaks down., A low
‘' signal to noise ratio ren&ers the 1inversion wunstable. F;r
example the signal to noise'rat;o of a 55 plate 4ipp%ng 60°
and located 150m below the transmitter ﬁaé signal to noise
ratios smaller than 1 for the last three channels if the noise

level 1is 100ppm. The same plate with a dip of 90° has -signal
to noise raélos of 1, 0.5 and 0.12, and the inversion .then
converges to %"1ocal minimum, When:  the dip 1is 135° pn& the
noise level 50ppm the signal to noise ratios are then 6.6, 3.0

A4
and 0.6. The true model can then be recovered. Results improve
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~

with higher conductances since it implies better signal to
noise ratios. Other fectors influencing the signal to noise

ratio are the dip and the depth of the plate. For a given

[

plate of fixed depth/nd conductance the minimum anomaly
amplitude is for a mnegar vertical plate. It can -be expected

that the 1late” time K\inversion will give good results for
PR a

moderate and . high cond\uc\tanée targets. If the inversion

<

results indicate a low conductance, then they should only be

-

accepted with caution.
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- -~ CHAPTER 7 . ,
. _ . ,
| ‘ , ’ DISCUSSTON OF RESULTS
| 3 ’
7:1 Summary. . . 1

The objective of this work was the development of a quan-
titative 1interpretation method, based 'on inverse theory, of
airborne time-domain anomalies caused by plate 1like con-
ductors. The method has been. successfully used to interpret

; synthetic and actual data. To obtain reasonable com;;out:ing time
"it was necessary to modify the'order of the quadrature of the

& ‘m;merical integracion:routings ugsed in the forward problenm
solution. The numerical, errors 'in o&uged by these

-3

modifie

ons is less than the noise level of the different:
airl;orne time-domain E.M. now in commercial use,

ethod was extended to the Joint inv‘er;ion of E.M,
anomalies. It has been observed that fthe .

" parameter variances' are then reduced, thereby improving the

inversion regults. It has been found that the 1ntrodg\ction of

e

*“constraints 1is :}effﬁof great help since it tends to increase

! the parameter variance at each iteration.
In Chapter 6, it was shown that plate like conductors can
be interpreted in the presence of a|conductive overburden 1if

\ r
o it 4is not too conductive. In this case, the 1late tine
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channels, which are less affected by the overburden, are used.
for the inversion. Excellent results were obtained when the
signal to noise ratio is sufficient (>2); low\ raties (<2)

geperally correspond to low target conductances | (<108)

although the dip and the depth affect the anomaly amplitude.

a 3

7.2 Numerical Advantages Derived From This Study.
X
0 x ® °
This 1is the first time that inverse theory has been used
to interpret _airborne E.M. anomalies caused by plate like con-

duchrs. THe‘hig cost associated with the solution of the

forwprd problem was probably the factor that prevented others

_from solving the problem before. This is why much effort was

spent to reduce the computing t

During the first stages /fof the development, the plate

0,

location wag-found by using the maximum of the anomaly after

deconvolution of the sbatial ift introduced by‘the

system Integrators. Perfect results for noise free anomalies
could only be obtained by the inclusion of this parameter as
an unknown in the inversion. The problem was that the maximum

could not be located with enough precisiow<because of a data
3

sampling interval of about 30m at ground scale. The inclusion

of the zero levels as unknowns was necessary since,actual data

-

are not drift free (the system calibrations are sometimes

o

uﬁavailagﬂe). o e

-
e
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- The joint inversion of magnetic and E.M. anomalies and

3 - _ .
the inversion of E.M. anomalies in the presence of overburden

° N

' are natural extensions of the inversion algorithm that we have
developed. ‘
The inversion program is easy t:‘o use and now runs in lesas
than 15 minutes on a micro-computer equipped with a 32 bit
coproceg;o;r capd. The fir’st development rima. on a Univac 80
pini-computer, lasted for two or three hours...Although f{t
would not be practical to interpret all ’the anomalies of a
\ survey, it is now feasible to select and process the most
interesting targets in a relatively short time at a reasonable

cost .~

\7,.3 Recommendations for Future Work.
1 ~
The next logica'l step after t:hi\.s wqu would be ttf;.invar-
sion of frequency domain E.M. data. Be’cause of a different and
smallerﬁw system geometry it would be necessary to check the
effect of the reduction of the order of quadrature of the
integration routines. Smaller plate sizes would probably be
necessary to approximate a half plane. Overburden effects in
the frequency domain are m‘ore complex than in- the time domain.
The phase and the amplitude are modi,fied as a function of
¥ frequency and the solution may not be 4s easy as in the time-

domain.
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Othgf forward models should also be used. The sphere'has

been used by Dyck (1581) for the interpretation of borehole
E.é. data. Another useful model would be a conductive thick
plate. The most useful improvements would undoubtably be a
more realistic treatment of overburden and host rock effectsg.
These are essentially forward problems and they are recgiving

Bappropria‘te attention.

-

vy

Y
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APPENDIX

Mathematical formulation of the plate problem.

-

a

v

Annan (1974) uses the equivalent source method to compute
the secondary field of a thin rectangular plate excited by a

time varying E.M. field. Other descriptions of the method have

)

been given by Walker (198l1) and Ferneyhough (1985). Here we

follow Ferneyhough notation and description.

The total electric field in the anomalous conductfvitz

3

zone is:
E(r) = E4(r) + Eg(r), ‘ (Al)
where E4y is the incident, or primary fileld. It is the £field

i
that ﬂguld normaly exist if there were no anomalous zone. E

8
is the field due to the scatered currents (Jgz), it is also
called thée secondary field. For the case of an inductively

thinrectangular sheet, the equation of the suzface current is:

Kg(r) - jw.ujxs(r’) g(r,r’) d?r’ = Eq(r) (A2) -

8
(rts

Where: K¢~ Jg, the surface current density,
w, : the angularhfrequency of the sources, ‘
u . magnetic permeability of the plate, assumed to be
that of free space,

g(r,z') = 1/ bw (r-t'),
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o o8 is the conductivity thickness product,
E(r)/is the electric field at r caused by a unit dipole

atr('. ’ |

Since the current 1is confined to the surface of the

plate, it is represented in term of a scalar current
petential. .
K = VUxUeg = -e3xVU, (A3)

e

where e3 is the unit vector normal to the plate. By taking the
curl and using Faraday’'s law (V% E = -igw pH) , equation A2
becomes: ) . .

7?2 U(r) - iwu.J-V'g(r‘,r') V(r') d?r' = tw pH4(r). (&%) -

—

éﬁ g %S - b

3

Hy 1is the magnetic field normal to the plate.
: « ;

Annan (1974) uses the Galerkin met’:hod to solve this
integral equation. It is assumed that the potential U can be
represented by a set of basis functions ¢ such that:

U = % 94Cy. ‘ (A6)

J
e

dmn= [1-(x1/a1)?][1-(x2/a)%] Tn(x1/a1) Talxp/ay),

The function choosen by Annan are:

where the T; are Chebychev polynomial of the first kind. Their

order is such that: n+m < N, where N is the maximum polynomial

s o

/ degree. ‘ /jb

In the Galerkin method the inner product of the bas’is °
function and equation A4 is set to zero. The resulting set of

linear equations is expressed in matrix form as:

@ ( F +ifwpl ) C= -iop, H (A7)
Y ’

- [
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Where: - : . L

.

‘,’11'5 25 (x1,x2) 00y (x1,%p) 4 | | '
- ] axl bX]. 3 2 |

bf{xl.xzﬁb¢(x¥,xz) - dxpdxg

) %9 dAx9 .
i SS B(x1,%2 K'1,%'), ¥Py(x1,x2) e (x'],%" ) +
. ss - ‘ e Yo
v b«bj(xl,xg)bd’i‘(\x'l,x'z) dx’1dx’ 9dxydx, '
. dxg Ax’ g o
\ B . -
Hj 'J;. ¢3(x1,%xp) H3(xy,x3), dxydxj. .
" This can be réwriten as: ! N ff
2 C = -iwpeH, : ’ . o (A8)

where Z = (1/0.5) F + iw yu,L isbthe geaneral impedance matrix,

F, the internal resistance matrix -and L, the general
~

inductance matrix. Equation A8 .could be solved by standard
inversion techniques; however., Annan (1974) choose the

weighted eigenvalue method. The: geometry and the -electrical

3

parameters are then decoupled. The eigencurrents coefficients
C depends only on the geometry of the plate, 1.,e. the ratio of

its strike 1length to its width. The eigenvectors and

1

eigenvalues are computed for a whole range of~aspact ratios

and stored for future use.

\ In the time domain, the impulse response isg:

i

I(t)=2 apn(x,y,2) by(x,y,z) [ 8(t)-(1/7,) exp(t/ra)Y] (A9)

foxr t30.

<
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The a,s are cﬂa‘ll%d the . exigation coefficients and represent

_the Sgﬁ‘plihg betveen the primary magngtic field and_i:h'c ath

R}

eige;‘lcurren;:. The Dbgs, %:he secondafy field coefficients,

t

“represe_nt the coupling between the secondary field at the

receiver and the nth eigencurrent. The time\constants r, are

inversely proportional to the eigen\{a'lues.

1

S -

’ ¥ R u
.



