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[1] Ice algae are an important component of the carbon cycle in the Arctic. We investigate
the dynamics of an ice algae bloom by coupling an ice algae‐nutrient model with a
multilayer s coordinate thermodynamic sea ice model. The model is tested with the
simulation of an algal bloom at the base of first‐year ice over the spring. Model output is
compared with data from Barrow Strait in the Canadian Arctic Archipelago. Snow cover,
through its influence on ice melt, is a dominant factor controlling the decline of the bloom
in the model, a finding that supports past studies. The results show that under a higher
snow cover (20 cm), biomass in the early stages of the algal bloom is less than expected
from the observed data. This discrepancy is due to the severely light‐limited algal growth,
despite the close match between simulated and observed under‐ice photosynthetically
active radiation. This result raises issues of how photosynthetic parameters as well as
radiative transfer is represented in one‐dimensional ice models. This study also shows that
for higher algal concentrations, when biomass is split over multiple layers rather than
concentrated in one layer at the ice base, there is a reduction in algae accumulation, a
result of self shading. In addition, experiments show a sensitivity of total biomass to the
oceanic heat flux and ice layer thickness, both of which affect biomass loss at the ice
base. Being able to accurately model physical conditions is essential before the seasonal
dynamics of ice algae can be accurately modeled, and some recommendations for
improvement are discussed.
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1. Introduction

[2] The Arctic is a region of particular interest to climate
scientists, with general circulation models all suggesting that
the Arctic Ocean and its surrounding seas are undergoing a
more intense increase in temperature than anywhere else
[Johannessen et al., 2004]. An important question to answer
in the context of climate change is: how will warming affect
the oceanic carbon cycle in the Arctic? Studies investigating
the effects of these environmental changes on carbon bio-
geochemistry in the Arctic have shown an increase in
phytoplankton production [e.g., Pabi et al., 2008; Lavoie
et al., 2010]. With the reduction of sea ice, sea ice com-

munities are expected to be less productive than in the past.
This paper focuses on ice algae, which export carbon to the
bottom of Arctic shelves [see, e.g., Juul‐Pedersen et al.,
2008]. Besides their role in the carbon cycle, ice algae can
also contribute significantly to Arctic primary production
and provide food to the pelagic and benthic food webs
[Michel et al., 1996; Renaud et al., 2007; Tamelander et al.,
2008].
[3] How algal blooms develop in the Arctic is in large part

determined by the unique environmental conditions in the
region. Before trying to model or predict how ice algae will
be influenced by different conditions, it is important to first
pinpoint what factors determine the rates of algal production
and accumulation [Lavoie et al., 2005]. Ice algal variability
under different conditions can largely be explained by
changes in light, nutrients and substrate [Mundy et al.,
2007]. Light is considered to be the factor controlling the
onset of ice algal production in spring. Therefore, snow
cover thickness and patchiness influence the temporal and
spatial variability in ice algal distribution [e.g., Mundy et al.,
2007]. Yet, nutrient replenishment to the sea ice matrix is
essential to sustain production, and recent results from the
Chukchi and Beaufort Seas [Gradinger, 2009; Mundy et al.,
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2009; Rozanska et al., 2009] support the hypothesis that
nutrient supply from the water column determines the upper
limit of ice algal production [Michel et al., 2006].
[4] Almost all salts and nutrients are dissolved within brine

inclusions, which are dynamic and change size depending on
the sea ice temperature and bulk salinity [see, e.g., Light
et al., 2003]. For brine volume fractions above 5%, the
brine pockets coalesce and form brine channels [Eide and
Martin, 1975; Golden et al., 1998]. Near the ice base, brine
channels provide open pathways for brine drainage and
material exchange between the ice and ocean. Brine dynamics
supply nutrients in nonlinear interactions with biological
sources and sinks [Vancoppenolle et al., 2010].With most ice
algae living locked in the brine channels, meltwater and brine
flushed out during spring melt may carry algae with it,
thereby accelerating the bloom decline [Meiners et al., 2003].
It is therefore important to consider brine dynamics and
correctly representing melt rates when modeling ice algae.
[5] Ice algae in the Arctic are overwhelmingly located in

the bottom 1 to 4 cm of growing first‐year ice. This layer
consists of thin platelets of ice called the skeletal layer
[Maykut, 1985]. The bottom ice algal community has been the
focus of past modeling studies in the Arctic, although ice
algae have also been observed at all levels (surface, interior,
and bottom) of Arctic sea ice [e.g., Cota and Smith, 1991].
Indeed, high biomass accumulations at the surface and in the
interior of multiyear sea ice has been observed in the Central
Arctic [Gradinger, 1999]. A large contrast between that study
and those from coastal locations indicates that there are dif-
ferent biological regimes in Arctic sea ice depending on the
region [Gradinger et al., 2009;Gradinger and Zhang, 1997],
and suggests that to successfully model ice algae, more than
just the community at the ice base needs to be considered.
[6] Not many sea ice modeling studies have dealt with

modeling ice algae. In the first sea ice model dealing with

ice algae [Arrigo et al., 1993], algal growth was formulated
as a function of temperature, irradiance, salinity and nu-
trients. The Arrigo et al. [1993] model was designed for and
applied to McMurdo Sound communities (Antarctica). In a
later study, Lavoie et al. [2005] modeled a spring algal
bloom in first‐year Arctic ice, using a one snow layer/two
ice layer model. These authors consider algae to be growing
in the bottom 2 cm exclusively, with algal growth depending
on irradiance, nutrients, and ice growth rate, and the upper
water column supplying a flux of nutrients. The next ice
algae modeling study, Jin et al. [2006], focused on algal
bloom patterns in a coupled ice ocean ecosystem model, and
also restricts biology to the bottom 2 cm. Most recently,
Nishi and Tabeta [2007] studied the role of ice algae in the
ecosystem in Lake Saroma, using a coupled model with
pelagic and ice ecosystems components that again limits
algal growth to the bottom 2 cm of ice. In the most recent
modeling study of ice algae, Tedesco et al. [2010] makes
use of a time‐varying biologically active layer, which re-
presents the fraction of sea ice that is connected to the ocean
via brine channels, and which acts as a rich habitat for
microorganisms. This modeling study was done using a two
snow layer/one ice layer/two intermediate layer thermody-
namic model.
[7] This paper presents a snow‐ice algae model with a

more complex and physically based snow‐ice component
than in past models of the Arctic. The algae‐nutrient
component is based on that of Lavoie et al. [2005], while
the snow‐ice component is that of Huwald et al. [2005].
This model considers an arbitrary number of layers within
snow and ice, and can include algae in all ice layers. A
coordinate transformation allows for automatic relayering
associated with changes in ice and snow thickness. This
enables the model to better handle growth of algae into
the ice, as well as expulsion at the ice base. This model
introduces an alternative solution to Tedesco et al. [2010],
in not constraining ice algae to the bottom 2 cm only. In
the future, this model will be coupled to a brine dynamics
model [Vancoppenolle et al., 2010] and used to simulate
ice algae through the ice column. This model, as a result,
could be developed for use in the Southern Ocean as
well, where algae are present in more communities higher
in the ice. This initial study presented here focuses on the
algal community in the skeletal layer of first‐year ice. We
present sensitivity studies highlighting the effect of algal
migration into higher layers. Model results are compared
with observations to help identify aspects of the model
that require improvements before further studies are
conducted.
[8] The outline of the paper is as follows: section 2 pre-

sents the coupled snow‐ice algae model. A description of
the data used to force and validate the model is given in
section 3. Section 4 outlines the model initial conditions. A
discussion and comparison of simulation results to data,
including sensitivity experiments, is presented in section 5.
The main conclusions drawn from the simulation results are
summarized in section 6.

2. Model Description

[9] An adapted version of the bulk ice algae model of
Lavoie et al. [2005] is coupled to the one‐dimensional s

Figure 1. Numerical grid schematic. N and M are the num-
ber of ice and snow layers, respectively. The vertical veloc-
ity component w is defined at the nodes of the grid and the
temperature T, salinity S, biomass B, and nutrients N are
defined at the center of the grid (C grid). Three additional
temperatures, salinities, biomasses, and nutrients are defined
at the surface, the base, and the snow‐ice interface.
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coordinate multilayer thermodynamic model of Huwald
et al. [2005]. A key feature of this model is that it employs
a terrain‐following coordinate system which includes a
coordinate transformation in the governing heat conduction
equation that naturally handles advection of ice. This allows
for automatic redistribution of energy between layers in an
energy‐conserving manner, and also allows other tracers
such as salt, nutrients and algae to be transferred between
layers as the ice grows or melts (see Figure 1). Thus, while
the focus of this paper is on ice algae at the ice base, it is
possible for ice algae to be present in the ice interior as well.
Here a brief description of the thermodynamic snow ice
model is included for completeness. More details of the
thermodynamic equations are given by Huwald et al.
[2005].

2.1. Thermodynamic Model

2.1.1. Snow and Ice Component
[10] The evolution of the snow/ice thickness (h) is cal-

culated in terms of the snow/ice surface and base elevations
(see Figure 2) as

@ss
@t

¼ � Fnet þ Fcsð Þ= �sLf
� �

if Fnet þ Fcs > 0; ð1Þ

þp � �w=�s if Ta � 0�C; ð2Þ

@si
@t

¼ � Fnet þ Fcsð Þ= �iLf
� �

if Fnet þ Fcs > 0;
0 if Fnet þ Fcs ¼ 0;

�
ð3Þ

@bi
@t

¼ Focn þ Fcb

�iLf
; ð4Þ

where s and b are the surface and base elevations, the
subscripts ‘s’ and ‘i’ denote snow and ice, Fnet is the net
atmospheric heat flux (radiative and turbulent) at the sur-
face, Fcs and Fcb are the conductive heat fluxes at the snow/
ice surface and ice base, ri, rs and rw are the density of ice,
snow and freshwater (see Table 1 for parameter and constant
values), p is a precipitation rate, Lf (S, T) is the specific
latent heat of fusion, Ta is the air temperature, and Focn is the
ocean heat flux at the ice base.
[11] Following Huwald et al. [2005], we write the con-

servation of energy equation describing the temporal evo-
lution of the snow and ice temperature as

�
@E

@t
¼ �cp

@T

@t
¼ � @Fc

@z
þ R; ð5Þ

where E is the internal energy of the sea ice brine mixture, cp
is the heat capacity, Fc = −k(∂T/∂z) is the conductive heat
flux in the snow or ice, and R is the absorbed shortwave
energy per unit volume.

Figure 2. Coordinate transformation of the snow and ice
components (adapted from Huwald et al. [2005]). The
letters “s” and “b” denote the surface and base, sub-
scripts “s” and “i” stand for snow and ice, and “z” and
“~z” are the original and transformed vertical coordinate,
respectively.

Table 1. Physical Parameters and Constants Used in the Model

Symbol Definition Value Unit

a* mean chla‐specific attenuation coefficient 0.02 m2 (mg chla)−1

aB photosynthetic efficiency see Table 2 mg C (mg chla)−1 h−1 (mEinst m−2 s−1)−1

b empirical constant 0.1172 Wm−1 psu−1

g empirical constant 1.8 × 104 J °C kg−1 psu−1

cp0 heat capacity of freshwater ice or snow 2.06 × 103 J kg−1 K−1

cpo heat capacity of ocean water at 30 psu 3.99 × 103 J kg−1 K−1

D diffusion coefficient of silicate 1 × 10−9 m2 s−1

fr fraction of absorbed heat energy released as heat by algae 0.9 dimensionless
i0 fraction of net shortwave radiation penetrating the snow or ice surface 0.5, 0.15
ki0 thermal conductivity of freshwater ice 2.03 Wm−1 K−1

Ks half‐saturation constant for silicate uptake 4.0 mmol m−3

�i bulk extinction coefficient of ice, nonmelt to melt 1.2–0.8 m−1

�s bulk extinction coefficient of snow, nonmelt to melt 14–7.5 m−1

n kinematic viscosity of seawater 1.85 × 10−6 m2 s−1

Pm
B maximum photosynthetic rate see Table 2 mg C (mg chla)−1 h−1

ri density of freshwater ice 917 kg m−3

rs density of snow 330 kg m−3

rw density of freshwater 1000 kg m−3

� flushing loss term 0.03 m−1

wcrit critical ice growth rate 1.7 cm d−1
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[12] The temperature and salinity‐dependent sea ice heat
capacity (cp) and bulk thermal conductivity (ki) are written
following Untersteiner [1961]

cp S; Tð Þ ¼ cp0 þ �S

T 2
and ki S; Tð Þ ¼ ki0 þ �S

T
; ð6Þ

where cp0 and ki0 are the specific heat capacity and thermal
conductivity of ice with zero salinity, and b and g are
empirical constants.
[13] Using Beer’s law, R is defined as

R ¼ Fps�se��s ss�zð Þ for bs < z < ss;
Fpi�ie��i si�zð Þ for bi < z < si;

�
ð7Þ

with

Fps ¼ Fsw 1� �ð Þi0 at the snow or ice surface;
Fpi ¼ Fpse��shs at the snow� ice interface;

where Fps and Fpi are the shortwave radiation at the snow
surface and snow‐ice interface respectively, �s and �i are the
extinction coefficients for snow and ice, Fsw is the surface
shortwave radiation, a is the snow or ice albedo, and i0 is
the surface transmission coefficient (different for snow and
ice). At the surface, the incident shortwave radiation Fsw is
split into three parts: a reflected part aFsw, a fraction ab-
sorbed directly at the surface (1 − a)(1 − i0)Fsw, and a part
penetrating into the snow or ice (1 − a)i0Fsw.
[14] The choices for the parameters in the radiative model

are especially important for this study, since the amount of
radiation reaching the ice algae at the ice base must be
accurately modeled. Therefore, although a is set as constant
for snow or ice by Huwald et al. [2005], in this model it is
parameterized using surface temperatures and ice thickness
in an attempt to capture the changes in albedo over the melt
season [Flato and Brown, 1996].
[15] The attenuation coefficients used in the model for dry

snow �s and cold ice �i are 14 and 1.2 m−1, respectively
[Grenfell and Maykut, 1977; Smith et al., 1988]. For melting
snow and ice, �s and �i have values of 7.5 [Grenfell and
Maykut, 1977] and 0.8 m−1 [Light et al., 2008], respec-
tively. In the model, �s and �i are initially set to the higher,
cold season values. As a rough formulation, when melting is
initiated (calculated in the model as when surface tempera-
ture is at melting point and the net heat flux at the surface is
directed into the ice), �s and �i linearly decrease until
reaching their melt values over the period of 2 weeks.
[16] Following Grenfell and Maykut [1977], we use an

average value of 0.5 for i0 of first‐year ice. Much less light
penetrates through snow, and in past model studies, values
of i0 for snow range from 0 to 0.08 [Huwald et al., 2005;
Ohmura, 1984], resulting in more radiation contributing to
the surface energy budget. As melt occurs, more light pe-
netrates through ice and snow surface layers [Grenfell and
Maykut, 1977], suggesting that while values below 0.1
may be appropriate for drier snow, a higher value may be
needed for the melt season. In this study, we adopt a value
of i0 for snow equal to 0.15 [Vancoppenolle et al., 2010].
With this higher value, less radiation will contribute to
melting at the surface while more radiation will penetrate
deeper into the ice. Despite the lack of data to support this

value, 0.15 under snow leads to correct photosynthetically
active radiation (PAR) under sea ice in spring.
2.1.2. Algae Thermodynamic Effects
[17] Since the absorption of shortwave radiation in sea ice

is 3–13 times larger for wavelengths longer than 700 nm
[Grenfell and Maykut, 1977], it is assumed that only the
visible range (400–700 nm) penetrates the ice interior
[Zeebe et al., 1996]. Thus in equation (7), shortwave radi-
ation R and PAR (400–700 nm) are used interchangeably.
Of the light absorbed by ice algae, only a fraction is used in
photosynthesis, while the rest of the energy is released as
heat. We use a photosynthetic efficiency of 10%, which is a
median value from estimates for ice algae by Zeebe et al.
[1996] and as per Lavoie et al. [2005]. Taking into
account the absorption of energy by the ice algae, R
(equation (7)) is rewritten as

R ¼ Fps�se��s ss�zð Þ for bs < z < ss;
Fpi �i þ fr � �að Þe� �iþ�að Þ si�zð Þ for bi < z < si;

�
ð8Þ

where Fps remains unchanged since algae are generally not
present in the snow, fr is the percentage of energy absorbed
by the algae that is released as heat, and �a is the attenuation
coefficient for algae, which varies linearly with the con-
centration of algae [Kirk, 1983]

�a ¼ a*B; ð9Þ

where a* is the mean chla‐specific attenuation coefficient
(0.02 m2 mg chla−1 [Lavoie et al., 2005]) and B (in mg chla
m−3) is the algal biomass. Equation (8) implies that if algae
grows higher into the ice, the available shortwave radiation
deeper in the ice is reduced, and by how much is dependent
on algal concentration.

2.2. Ice Algae‐Nutrient Model

[18] The ice algae‐nutrient component of this model has
been adapted from Lavoie et al. [2005] to be included in all
ice layers. The evolution equations for the biomass and the
nutrient concentration of silicic acid N (mmol m−3) in each
of the ice layers can be written as

@B

@t
¼ B �� G½ �; ð10Þ

@N

@t
¼ �Nup; ð11Þ

where m is the ice algal growth rate, G is the grazing rate,
and Nup is the uptake rate of nutrient by the algae calculated
as by Lavoie et al. [2005]. G is zero in the interior ice layers,
and in the skeletal layer G = 0.1m [Lavoie et al., 2005]. The
movement of tracers between layers enabled by this model
removes the need to introduce loss terms for biomass and
nutrients due to ice melt/growth.
[19] Bottom ice algae are largely dominated by diatoms

which require silicon, nitrogen and phosphate for their
growth. Silicic acid has been considered the most limiting
nutrient in our study area of Resolute Passage, since all three
nutrients are abundant in the mixed layer, but unlike N and
P, the dissolution of biogenic silica occurs too slowly for ice
algae. While this is the nutrient included in this model, there
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is recent evidence that finds nitrate to be a limiting nutrient
for ice algae in other regions [Rozanska et al., 2009; Mundy
et al., 2009] and should perhaps be considered in future
model studies. The nutrient uptake rate by ice algae is given
by

Nup ¼ �B
N

Chla
; ð12Þ

where N/Chla = 17 is the average ratio of biogenic silica to
chla measured over the study period (mg Si: mg chla)
Lavoie et al. [2005].
[20] The ice algal growth rate m is calculated as

� ¼ �max min Nlim; Llimð Þ; ð13Þ

where mmax is a maximum temperature‐dependent ice algal
growth rate (loge) predicted by Eppley [1972], and Nlim and
Llim are the nutrient and light limiting factors, respectively.
Following Lavoie et al. [2005], Nlim is written as

Nlim ¼ N

Ks þ N
; ð14Þ

where Ks is the half‐saturation constant for Si(OH)4 uptake
(4 mmol m−3 [Sarthou et al., 2005]), and Llim is written as

Llim ¼ tanh
�BRz0

PB
m

� �
; ð15Þ

where aB is the photosynthetic efficiency, Pm
B is the maxi-

mum (light‐saturated) photosynthetic rate of ice algae in the
same area [Cota and Horne, 1989; Smith et al., 1988] and
Rz0 is the PAR reaching the top of the algal layer, obtained
using Beer’s law. In equation (15), Rz0 is converted from
W m−2 to Einst m−2 s−1 with a ratio of 4.56 × 10−6 following
Lavoie et al. [2005] and Morel and Smith [1974].
[21] The principal source of nutrients for algae in the

skeletal layer is the ocean mixed layer, through convection
and turbulence in the water column, which combine with
brine convection in winter. While these other sources can
become important for algal communities higher in the ice,
they are not included in the present model. The nutrient flux
(FN) to the skeletal layer depends on the nutrient concen-
tration in the mixed layer and the thickness of the viscous
sublayer. Following Lavoie et al. [2005], it is written as

FN ¼ Nmix � N

h	
D; ð16Þ

where Nmix − N is the nutrient concentration gradient across
the viscous sublayer of thickness hn, and D (1 × 10−9 m2 s−1

[Lavoie et al., 2005]) is the diffusion coefficient of silicic
acid. The nutrient equation in the skeletal layer is then given
by

@N

@t
¼ FN

dzi
� Nup; ð17Þ

where dzi is the thickness of the skeletal layer. The nutrient
concentration of new ice is calculated as

N ¼ 	bNw; ð18Þ

where nb is a fractionation coefficient, set equal to 1, and Nw

is the nutrient concentration in seawater [Vancoppenolle
et al., 2010].
[22] In equation (16), the viscous sublayer thickness is

calculated after Tennekes and Lumley [1972]

h	 ¼ 	

u

; ð19Þ

where n is the kinematic viscosity of seawater (1.85 ×
10−6 m2 s−1) and ut is the friction velocity.

2.3. Coordinate Transformation

[23] Following Huwald et al. [2005], a transformation to
terrain‐following coordinates is applied for both the snow
and ice, with the base and surface positioned at~z = 0 and~z = 1
(Figure 2)

~z ¼ z� b

s� b
and ~t ¼ t; ð20Þ

where s and b are equal to ss and bs for the snow layer, and
si and bi for the ice layer. Transformed variables are labelled
with tilde. The transformed energy equations for snow and
ice are

�
@ hs~Es

� �
@~t

þ @ ~wshs~Es

� �
@~zs

 !
¼ 1

h2s

@

@~zs
ks
@�s
@~zs

� �
þ hs~R

for 0 < ~zs < 1; ð21Þ

�
@ hi~Ei

� �
@~t

þ @ ~wihi~Ei

� �
@~zi

 !
¼ 1

h2i

@

@~zi
ki
@�i
@~zi

� �
þ hi~R

for 0 < ~zi < 1; ð22Þ

where subscripts denote ‘s’ and ‘i’ denote snow and ice, h =
s − b, and ~w = ∂~z/∂~t. The radiative source term is also
transformed, and is obtained by substituting equation (20)
into equation (8)

~R ¼ Fps�se��s 1�~zsð Þhs 0 < ~zs < 1;
Fpi �i þ fr � �að Þe� �iþ�að Þ 1�~zið Þhi 0 < ~zi < 1:

�
ð23Þ

[24] Equations (10) and (17) can be rewritten in terms of
the transformed coordinate ~z as

@ hi~B
� �
@~t

þ @ ~wahi~B
� �
@~zi

¼ hi~B ~�� ~G
� �

; ð24Þ

@ hi ~N
� �
@~t

þ @ ~whi ~N
� �
@~zi

¼
~FN

~dzi
� hi ~Nup; ð25Þ

where 0 < ~zi < 1. The transformation introduces an addi-
tional advection term which naturally handles the transport
of ice algae and nutrients from one model layer to the next,
when the ice thickness is changing. wa is a separate
advection velocity used in the calculation of algae, which
takes into account the ability of the algae to maintain their
vertical position somewhat during ice growth. Below a
critical ice growth rate value wcrit, ice algae at the ice base
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are able to maintain their position, and not be transported
upward as the ice grows [Welch and Bergmann, 1989]. If
the ice growth rate is larger than wcrit, the algae are trapped
within the ice matrix and will be transported upward as the
ice grows at the base. wa can then be written as follows:

wa ¼ max w� wcritj j; 0ð Þ for ice growth;
wa ¼ w for ice melt:

ð26Þ

A value of 1.7 cm d−1 is used for wcrit following Lavoie et
al. [2005].

2.4. Numerical Scheme

[25] The terms in the transformed algae and nutrient
equations are treated similarly to the terms in the energy
equation of Huwald et al. [2005]. The time derivative is
discretized using a forward step and the advection term is
evaluated implicitly using an energy‐conserving first‐order
upstream scheme.

3. Data and Forcing

[26] Data were collected from May to July 2002 at a
landfast ice station in Resolute Passage (74°42.5′N) in the
Canadian Arctic Archipelago. In this area, the polar night
lasts from the second week of November to the first week of
February. Surface waters flowing through the area are
nutrient rich and of Pacific origin [Jones et al., 2003].
Meteorological data including wind, air temperature and
relative humidity, were taken at the sampling station, and
cloud cover fraction data were obtained from an Environ-
ment Canada station located about 30 km southeast of the
sampling site. Under‐ice temperature and conductivity
measurements were taken every 5 minutes by a Sea‐Bird
SBE37 probe moored at 1 m below the ice. Salinity in the
water column was measured with a CTD SBE 19 Seacat
profiler. Nutrient data were taken from water column sam-
ples collected using Niskin bottles at four depths (2.5, 5, 10
and 25 m) at 3 to 4 day intervals. Nutrient subsamples were
taken from the Niskin bottles, and frozen in liquid nitrogen
until concentrations of Si(OH)4 were determined with a
Technicon autoanalyzer.
[27] Measurements of under‐ice PAR were taken every

15 minutes using a 2 p LiCOR quantum sensor (Li‐192SB)
mounted on an under ice arm horizontally at 0.5 m under-
neath the ice, and connected to a LiCOR 1400 data logger.
Daily snow thickness was also obtained at this “PAR” site.
Ice algae were sampled at two sites with different snow
thicknesses (roughly 20 cm and 10 cm), denoted the high
snow cover (HSC) and low snow cover (LSC) sites. Algae
samples were taken every 3 to 4 days from the bottom 2–
4 cm of an ice core made using a MARK II coring system.
The bottom 2–4 cm of each core, where most of the algal
biomass was observed, was immediately cut off and put in a

dark isothermal container. The cores were melted in surface
seawater collected at the time of sampling and filtered
through 0.22 mm membrane filters. Ice and snow thickness
data were recorded at the same location. Coring positions
for the LSC and HSC sites were chosen where snow
thickness was close to 10 and 20 cm, respectively. This
results in some spatial variability for the algae samples as
well as ice and snow thickness measurements. For this
reason, simulated snow thickness time series evolution is
not compared directly with observations, rather the snow
observations are used as an upper bound since the model
takes into account melt. This is an area of undeformed,
uniform first‐year ice, so the spatial variability of ice
thickness is not significant. While snow and ice thickness
data are available over the entire study period at the LSC
site, data at the HSC site do not extend past day 168, when
high snow cover areas no longer exist. A complete
description of the data set are given by Lavoie et al. [2005].
[28] Meteorological data (air temperature, cloud cover

data) were used to calculate the heat flux at the ice/snow
surface, with Fsw parameterized following Parkinson and
Washington [1979]. Wind and relative humidity data were
used to calculate the sensible and latent heat fluxes. The
oceanic heat flux is calculated using under‐ice temperature
and salinity following McPhee [1992]

Focn ¼ �ocpoCoiu
 T � Tf
� �

; ð27Þ

where ro, cpo, and T are the mixed layer density, heat
capacity and temperature, Coi is the ocean‐ice sensible heat
transfer coefficient, and Tf is the salinity‐dependent freezing
point temperature. A value of cpo = 3990 is used, T is taken
from data, ro is calculated from T and S data, Coi is calcu-
lated after Mellor and Kantha [1989], and ut is fitted to tidal
cycle data as with Lavoie et al. [2005].
[29] The nutrient flux into the skeletal layer (equation (16))

was calculated using the nutrient concentration data col-
lected at water depth of 2.5 m (Nmix). Viscous sublayer
thickness hn (equation (19)) is calculated using the fitted
values ut from Lavoie et al. [2005]. The photosynthetic
parameters aB and Pm

B (for light limitation, defined in
section 2.2) vary from site to site, due to different shade
adaptations. The values for the three observation sites
follow Lavoie et al. [2005] (see Table 2).
[30] Over the study period, air temperature at the sampling

site was between −18°C at night in May and 5°C during the
daytime in June. Calculated values of shortwave radiation
varied from 5 to 650 W m−2. In the water column, the
under‐ice temperature ranged between −1.78 and −1.50°C,
and salinity was between 32.12 and 32.73 psu. The silicic
acid concentration at 2.5 m below the ice varied from 15 to
23 mmol m−3.

4. Model Setup

[31] The model was run during the 2002 spring bloom
from days 130 (May 10) to 182 (July 1), when data were
collected from each of the three data sites (PAR, HSC,
LSC). The number of snow layers used by the model is 5,
and the number of ice layers is 90. The corresponding mean
ice layer thickness is 1.5 cm. Although this model accom-
modates algae in all ice layers, only the bottom two ice

Table 2. Photosynthetic Parameters for the Three Data Sitesa

Site aB Pm
B aB/Pm

B

PAR 0.055 0.285 0.193
LSC 0.03 0.3 0.1
HSC 0.12 0.27 0.444

aDescribed in section 2.2. See Table 1 for units.
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layers are initially set to be nonzero. This distribution is to
match observations, which show algae concentrated in the
bottom 3 cm, and that 96% of the algal biomass (chla) was
located in the bottom 1.5 cm. Based on measurements, our
initial conditions at the HSC site are thus 48 mg chla m−3 in
the bottom layer and 2 mg chla m−3 in the next layer, for a
total of 50 mg chla m−3 in both layers. At the LSC site,
biomass in the bottom layer is set to 1152 mg chla m−3 and
in the next layer 48 mg chla m−3 (1200 mg chla m−3 in both
layers). Snow thicknesses were set to 21 and 10.5 cm at the
HSC and LSC sites, respectively, as observed in the field.
Ice thicknesses were 1.58 and 1.62 m at the HSC and LSC
sites, respectively.

5. Results

5.1. Ice/Snow Thickness Comparison

[32] Correctly simulating the ice and snow thicknesses is
important, because of the effect on PAR reaching the ice
algae and on algal loss through basal melt. Following
Huwald et al. [2005], snow thickness in the model is pre-
scribed before the start of melt (due to the absence of reli-
able snow precipitation data) and the snow thickness
evolution is calculated during the melt period. During the
melt phase (after day 167), simulated snow thickness values
diverge somewhat from observations (see Figure 3). This
difference is because the model considers a fixed point in
space while sampling points varied. Simulated ice thickness
is also compared to measured ice thickness over the model
run period. Overall the simulated ice thickness fits the data
set well (see Figure 3).

5.2. PAR at the Ice Base

[33] Given the strong dependence of ice algae growth on
light levels, it is important to evaluate the model’s ability to
simulate penetrating shortwave radiation through the snow
and ice. In the following, we compare simulated shortwave
radiation reaching the ice base to the under‐ice PAR data
measured. PAR transmission to the ice‐water interface is
dependent on the light attenuation and penetrating coeffi-

cients used by the model. Measured under‐ice PAR is used
to validate the light attenuation (�s, �i) and penetrating
coefficients (i0) used in the subsequent model/data com-
parison discussed in section 5.3.
[34] Light reaching the ice‐water interface depends on

snow and ice thickness, as well as the concentration of the
ice algae itself. To this end, we compare sea ice and snow
thickness and biomass content to observations. At the PAR
site, ice algal samples were not taken, so the model output of
biomass was compared to samples taken at the LSC and
HSC sites (Figure 4d). The biomass simulated at the PAR
site varies between the data sets of the 2 sites, providing a
reasonable range of values. The decrease in ice algal bio-
mass later in the bloom leads to increased under‐ice PAR.
Snow thickness was measured at the PAR site, but ice
thickness was not. Since the spatial variability of the ice is
small, the simulated ice thickness temporal evolution is
compared to ice thickness observations from the HSC and
LSC sites. Simulated snow thickness is slightly under-
estimated during the melt phase (days 160–170) but not a
significant amount (Figure 4c). After day 168 the snow is
completely gone. The disappearance of the light‐blocking
snow cover explains the rapid increase in under‐ice PAR
seen in Figures 4a and 4b.
[35] Between day 130 and 155, simulated under‐ice PAR

compares well with observations, and significantly improves
on results by Lavoie et al. [2005], likely because of a more
realistic value for i0. Differences between simulated and
observed under‐ice PAR are more significant after about
day 155 (Figures 4a and 4b). From day 155 to 170 the snow
cover completely melts. Although measured snow cover
thickness at the PAR site does not change significantly from
day 155 to 163, the amount of measured under‐ice PAR is
seen to increase. This suggests that �s should perhaps
decrease to an even lower value, or that i0 for snow should
also allow increasingly more light penetration as snow
melting progresses. To the authors’ knowledge however, no
detailed measurements of i0 for different snow conditions
exist in the literature. After day 168, the snow cover has
disappeared, and the model underestimates under‐ice PAR

Figure 3. Observed (dots) and simulated ice thickness (blue line) and observed (squares) and interpo-
lated snow thickness (solid black line) compared to simulated snow thickness (dashed black line) at (left)
HSC and (right) LSC sites.
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during the rest of the study period. Because transmission of
radiation increases through ice as well as snow, it is possible
that �i and i0 for ice should allow even more light as melt
progresses.

5.3. Algal Bloom

[36] Over the study period, ice growth rate at the base is
not large enough to cause ice algae to be transported upward
within the sea ice. For this reason, the biomass results pre-
sented are summed over the bottom two layers only. Silicate
concentration is referred to as the limiting nutrient, although
other nutrients may also be important. At the start of the
bloom, the two sites have similar light limitations despite a
significantly thicker snow cover at the HSC site (Figures 5a
and 5b). Even though more light initially reaches the base of
the ice at the LSC site, differing adaptation by the algae to
light conditions at the sites (described using photosynthetic
parameters aB and Pm

B , see Table 2) results in similarly low
initial light limitations (equation (15)). At the LSC site,
simulated ice algae display steady growth similar to observa-
tions (Figure 5d).With amuch lower initial biomass, ice algae

at the HSC site grows very little and does not match the
rapid initial growth seen in the observations (Figure 5c).
Because of this initial discrepancy, the simulated biomass at
the HSC site is underestimated over the entire study period
(see section 5.4.1 for discussion). With so little algae
growing, the silicate concentration remain plentiful and no
change in nutrient limitation occurs (Figure 5a). This slow
initial growth by the ice algae at the HSC site may not have
been seen by Lavoie et al. [2005] because in that study,
PAR was overestimated in the presence of snow.
[37] In the middle stage of the bloom, the calculated light

limitation curves at both sites (Figures 5a and 5b) have
oscillatory patterns driven by the snow depth profile, with
light availability peaking during periods of minimum snow
depth. Around the middle of the bloom, the algae transitions
into a nutrient limitation phase at the LSC site as more light
penetrates the thinner ice cover. After day 151 the largest
decrease in simulated snow depth occurs at both sites
(Figure 3), allowing more light to reach the algae at the base
of the ice (Figures 5c and 5d). This heightened light avail-
ability causes a spurt in algal growth at the LSC site, in turn

Figure 4. Time series of (a) observed under‐ice PAR (orange line) compared with simulated under‐ice
PAR (black line), (b) magnification of simulated and observed under‐ice PAR, (c) observed (black dashed
line) and simulated (solid black line) snow thickness and simulated ice thickness (blue line) and ice thick-
ness observed at the HSC and LSC sites (dots), and (d) simulated chla biomass (black line) compared with
observed biomass at the LSC (circles) and HSC (diamonds) sites.
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increasing the uptake of nutrients and resulting in a sharp
reduction of nutrients (Figure 5b). With a subsequent higher
snow cover and light limitation, nutrients are replenished
until about day 160, when snow cover is reduced again.
[38] A nutrient limitation remains through to the end of

the bloom, but the nutrient supply recovers as the biomass
declines at the end of the bloom season. When the snow

depth reaches zero around day 171, there is ample light
available at both sites. These results are in agreement with
Lavoie et al. [2005] in their pattern of light and nutrient
limitations.
[39] At the HSC site, algal growth and loss remain fairly

similar over the study period (see Figure 6), with more
growth occurring between day 150 and 160 when decreased

Figure 6. Simulated accumulation rate (black line) and loss rate through melt (red line) of bottom ice
algal biomass for the (left) HSC and (right) LSC sites.

Figure 5. Model results versus observations for the (left) HSC and (right) LSC sites. (a and b) Nutrient
(black line, Nlim) and light (red line, Llim) limitation functions and (c and d) time series of observed (black
circles) and simulated (black line) bottom ice biomasses and modeled PAR available at the top of the bot-
tom ice layer (dotted red line). The vertical bars on ice algal biomass observations represent the standard
deviation for duplicate samples.
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snow cover allowed more light to reach the algae (see
Figure 5a). The pattern of growth over the study period at
the LSC site follows the pattern of the limitations shown in
Figure 5b. Three large spikes of biomass loss occur about
14 days apart, and occur when the oceanic heat flux is
highest and larger ice melt is simulated, leading to biomass
loss at the ice base. The increased oceanic heat flux at these
times is caused by a thinning of the viscous sublayer, due to
the tidal cycle. These periods when loss is higher than
growth correspond to the dips in biomass seen in Figure 5d.
The decline of the bloom at the LSC site begins in early
june (day 160), when loss overtakes the growth and is
larger for the remainder of the study period. This timing is
again consistent with the findings of Lavoie et al. [2005].
Therefore it seems that despite heightened light availability
at the end of the study period, melting at the ice base and
the associated biomass loss dominates and the bloom ends.
[40] It is important, when comparing simulated values of

biomass with observations, to consider spatial variability.
The model assumes the simulated algal bloom occurs in a
fixed location in the ice, but the ice core locations varied at
both sites, as the sampling method is disruptive. Since there
was blowing snow over the study period, a core sample
under a 10 or 20 cm snow cover might have previously been
under a much different snow thickness during sampling
3 days earlier. Thus, biomass collected might not always
reflect levels expected for the simulated snow cover. While
this margin of error exists, results given in section 5.2 do
suggest that the model underestimates the growth of ice
algae under a heavy snow cover, and overestimates the
biomass during the bloom decline. Factors surrounding
these issues are discussed in section 5.4.

5.4. Discussion

5.4.1. Growth Under Heavy Snow Cover
[41] At the HSC site, the simulated increase in biomass

from day 130 to 140 is much less than the increase seen in
observations (see Figure 5c). Despite a substantial cover of

snow, ice algae are still observed to grow quickly during this
period. Since no algae was lost through melt at this time (see
Figure 6), the slow increase of biomass must be because of
the algae growth term. Figure 5a shows that the model
underestimates growth during this period because of very
limited light availability. Although observed and simulated
under‐ice PAR were compared at the PAR site and not the
HSC site (see Figure 4b), the comparison shows that under a
thicker, nonmelting snow cover, simulated PAR values are
slightly overestimated. This indicates that if anything, algal
growth in the model should be less limited by light than in
reality.
[42] There are two main reasons for the light limitation

problem. One possibility is that the amount of light reaching
the algae in the model is correct, but the algae are low light
adapted at the beginning of the season, and the photosyn-
thetic parameters in the model do not account for this. Values
for aB and Pm

B vary depending on light and nutrient condi-
tions, but a well known relationship to calculate their values
is not known. There is a wide range of acceptable values for
each parameter, and the resulting possible combinations give
a broad range of possible growth rates. This study illustrates
that 1) selecting constant values for the photosynthetic
parameters is an oversimplification that does not allow
realistic modeling of ice algae over varying conditions and
2) the lack of knowledge of how to calculate these parameters
based on light and nutrient conditions is a serious limitation of
this type of modeling. This is an area that requires further
work.
[43] The alternative reason is that algal light absorption is

greater than what is parameterized in the model. One
explanation for this is that while the model only para-
meterizes light received from directly above, any basal sea
ice community would also receive diffuse light from other
directions. This additional PAR could be parameterized in
the model by using a prescribed snow depth distribution
function in the computation of radiative transfer. Another
explanation involves how in situ absorption in sea ice is
parameterized. J. K. Ehn and C. J. Mundy (Algal light
absorption within a highly scattering bottom layer of sea ice
and its implications for primary production, submitted to
Geophysical Research Letters, 2011) show that a large
difference is observed between a point versus a volume
estimation of absorption due to the high‐scattering proper-
ties of sea ice. This difference is further shown to greatly
affect primary production estimates through its implemen-
tation in a photosynthesis‐irradiance relationship. They
suggest that the use of the two‐stream radiative transfer
model of Perovich [1990] could be used to accurately esti-
mate algal light absorption within sea ice when the law of
energy conservation is applied. Furthermore, our model
does not consider the spectral quality of transmitted short-
wave radiation. Since both snow and ice are more trans-
parent to blue and green light, and ice algae in turn have
higher absorptivity in these wavelengths [Maykut and
Grenfell, 1975], our model likely underestimated algal
absorption, even though it reasonably reproduced integrated
under‐ice PAR. To rectify this, a future model should
incorporate a spectral model such as Perovich [1990].
[44] Comparing the underestimated biomass from Figure 5c

to biomass calculated when light and nutrient limitation is
switched off in the model shows growth that is too fast

Figure 7. Simulated bottom biomass at the HSC site in the
control run (black line), with no light limitation in the first
10 days (green line), and with no limitation on growth in
the first 10 days (blue line).
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(Figure 7). A further comparison to the case in which bio-
mass is unrestricted by light conditions (Llim = 1) shows a
more reasonable match to observations (Figure 7). It seems
that a light limitation at least as low as the nutrient limitation
in this case (0.6–0.7) would effectively capture the growth
seen in the first 10 days. This simulation of the biomass,
with the growth in the first 10 days adjusted, will be used as
the “control run” at the HSC site in sections 5.4.2–5.4.6.
5.4.2. Surface Melting
[45] All the simulated ice melting shown in Figure 3 can

be attributed to basal melt. In this study the value for i0 in
the model is high enough to effectively capture the observed
under‐ice PAR. In doing so, shortwave radiation is absorbed
more evenly through internal layers rather than focused at
the surface, as it is with lower i0 values. With less energy at
the ice surface, less warming and melting of ice occur at the
surface. Thus there seems to be a balance required between
capturing sufficient under‐ice PAR and accurately simulat-
ing surface melt. This raises interesting questions about how
thermodynamic ice models calculate absorption of radiation.
Adding to this slowed ice melt rate is the effect of brine
pockets, which are parameterized in the model. Brine vol-
ume fractions in the ice nearly double over the simulation,
moderating the temperature increase. Salinity at the ice
surface is fixed to zero, and this value linearly increases
deeper into the ice, with a maximum of about 4 psu at the

ice base. This salinity profile follows the simulated salinity
profile for June shown by Vancoppenolle et al. [2006],
which reflects the salinity profile of first‐year ice that has
undergone some melting. Thus brine pockets have a larger
effect on temperature in the internal layers than the surface.
Figure 8c shows a comparison of the control run (i0 = 0.15
for snow and i0 = 0.5 for ice) with a simulation that uses i0 = 0
for snow and i0 = 0.18 for ice. Before day 170, the control run
is warmer in the upper ice layers; this is because in this case
more shortwave radiation penetrates the snow layers and
allows some warming in the ice. In contrast, after snow
disappears at day 171, there is less heating at the ice surface
in this run. Regular spikes penetrating the upper ice/snow
layers can be seen in Figures 8a, 8b, and 8c are due to the
diurnal cycle. While these daily temperature oscillations
show a general warming after day 170 in the simulation with
reduced i0 values (Figure 8b), it seems to cool at the surface
in the control run (Figure 8a). This may be because in the
control run, energy for melting at the surface during the day
is not large enough to compensate for the cooling at night.
Overall the simulation with lower i0 values melts ice more
rapidly after day 170, due to surface melt (Figure 8d).
However, before day 170 ice melts slightly faster in the
control run, likely because of the penetration of radiation
through the snow.

Figure 8. Simulated internal temperature and thickness evolution at the HSC site using (a) control run
values for i0 (0.5 for ice and 0.15 for snow) and (b) i0 = 0.18 for ice and i0 = 0 for snow. (c) The difference
between Figures 8a and 8b in the internal snow‐ice temperature evolution and (d) the ice thickness observa-
tions (dots), total ice thickness for the control run (black line), and for the adjusted i0 values (grey line).
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5.4.3. Freshwater Lens
[46] The simulated decline of the bloom occurs when

algae lost from melt is larger than algal growth. The simu-
lated rate at which the algae declines is slower than the
observed decline (Figures 5d and 7). A likely explanation
for the discrepancy is the presence of a freshwater layer
produced under the ice, as with Michel et al. [1996]. Such a
melt layer is not described by the model. This freshwater
lens restricts nutrient exchange at the water‐ice interface and
consequently would slow ice algal growth. The first way by
which it does this is through increased stratification below
the ice, which reduces the upward mixing of nutrients.
Second, the friction velocity becomes smaller, thereby
increasing the viscous sublayer thickness and reducing dif-
fusion of nutrients into the ice [Lavoie et al., 2005]. To
accurately reproduce this effect, the relationship between the
meltwater lens and friction velocity must be specified. If
known, a parameterization can be added to themodel, allowing
snow and ice melt to influence the friction velocity. How-
ever, this process is poorly understood, and in the following
we introduce a simple restriction to the model that halves the
nutrient flux into the ice after the bloom begins its decline in
early June. While this specific nutrient reduction cannot be
justified, it gives an indication of how the melt lens could
influence the end of the bloom. Including this condition does
result in a more rapid bloom decline (see Figure 9). A more
sophisticated handling of the meltwater lens that includes an
increasingly limited nutrient flux may better describe the
decline of the bloom.
5.4.4. Brine Flushing
[47] The effect of brine dynamics in the sea ice is not yet

included in the model. Brine flushing, included in a brine
dynamics model, is one process that becomes important
during the spring melt. During this period, when the per-
meability threshold (5% brine volume) is reached, surface
meltwater flows through the ice matrix [Vancoppenolle et
al., 2007]. With meltwater moving through the brine chan-
nels, it is difficult for ice algae to maintain their position in
the ice and algal loss from the ice increases [Krembs et al.,
2001]. At both sites, snow is melting during the study period
and flushing of nutrients and algae should be taken into
account. It may be especially important at the HSC site,

where the thicker snow cover and its larger source of
meltwater could favor more flushing as the snow melts. To
study the sensitivity of the biomass bloom to flushing, we
add a simple loss term to the biomass equation. This term is
arranged in the equation such that when the surface melt rate
increases, the loss of biomass is correspondingly higher.
This term is only active when the permeability threshold
is reached. In field experiments, once the brine network is
permeable, the flushing of meltwater through the ice is
almost immediate [Vancoppenolle et al., 2007]. We thus
compute the new algal loss using the simultaneous surface
ice/snow melt at that time

@B

@t
¼ B �� Gþ �

@si
@t

	 

; ð28Þ

where � = 0.03 m−1 is used as an estimate that gives a rea-
sonable amount of biomass loss. After adding this new loss
term, modeled biomass later in the bloom is significantly
reduced and more in line with observations (Figure 9). Drops
in the simulated biomass levels are now seen most notably
between day 151 and 154, corresponding to a period with
significant loss of snow. At both sites, simulated biomass fits
more closely with observations in the second half of the
study period, when brine dynamics are expected to increase
algae lost due to melt.
[48] This new term is primitive, since, for example, the

density effects of the ice/snow and water are not considered.
The size of this loss term is also only an estimate, and may
be either too large or too small. However, the results in
Figure 9 show that having algal loss from flushing during
the melt period does improve on the overall performance of
the model. The purpose of this experiment was to show that
results presented in section 5.3 can be improved upon by
including brine dynamics in the model, and that this is
necessary to accurately model ice algae. This experiment
only dealt with brine flushing and melt lens, but brine
gravity drainage would also contribute to algal losses due to
melt. In the future, the brine dynamics model of
Vancoppenolle et al. [2007] will be included, using ice algae
and nutrients as dynamic tracers in the brine channels (see
future work in section 6).

Figure 9. Observed (circles) and simulated biomasses at the (left) HSC and (right) LSC sites: the control
run (black line) is compared to biomasses obtained using a melt lens parameterization (blue line) and
using a melt lens parameterization combined with a flushing term (green line).
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5.4.5. Self Shading
[49] This model allows for algal growth through all ice

layers, something that was not possible in the Lavoie et al.
[2005] model. With wmax defined as 1.7 cm d−1 [Krembs
et al., 2001], the ice always grows slowly enough that
algae can maintain their position in the bottom two ice
layers. Although the ice base is where the overwhelming
majority of ice algae are found in Arctic coastal ice blooms,
it is possible that through the interconnection of brine
channels, algae are able to grow upward into the ice [Horner
et al., 1992]. Indeed, observations of chla concentrations in
the Resolute area are more vertically extensive in later
spring until the bloom decline [Cota et al., 1991]. While
algae closer to the top of the ice would receive more light,
nutrients may be less accessible. In addition, algae growing
at the base of the ice will be partly shaded from algae higher
in the ice. To investigate self shading of ice algae, we
choose wmax = 0.5 cm d−1, which lets a fraction of the algae
grow into the ice. In addition, we more evenly divide the
biomass in the two bottom ice layers, to examine self shading
within the bottom algae community. At the HSC site, the
2 bottom ice layers initially have 25 mg chla m−3 each, and
at the LSC site, each have 600 mg chla m−3, while all other
layers have zero biomass. The results (see Figure 10a) show
a significant decrease in the total biomass in the bottom two
layers reached at both sites. The total amount of biomass
transported above the bottom two layers is not significant
(Figure 10b), with the decrease mostly owing to shading of
the bottom layer by the layer above it. Thus, the effect of

self shading is only significant if it is considered where
algae is largely concentrated (ie, the ice base).
5.4.6. Basal Melt Loss
[50] The majority of the ice melt occurs at the ice base

during the study period, when there is still an insulating
snow cover. Since algal loss is dependent on the ice melt
rate, the flux of heat from the ocean is an important con-
trolling factor on the bloom. Here we look at the sensitivity
of the algal bloom to 3 different treatments of the oceanic
heat flux. In this study as well as that by Lavoie et al.
[2005], tidal cycle data are used to calculate the oceanic
heat flux. We compare this forcing (referred to here as ocean
flux 1) to heat fluxes calculated with constant values of ut
and Coi, as with Huwald et al. [2005], providing upper and
lower bounds to the control flux (see Figure 11). These
comparison fluxes are called ocean flux 2 and ocean flux 3,
calculated with Coi = 0.001 and ut = 0.065 and ut = 0.035,
respectively. A comparison of the three daily mean oceanic
heat fluxes shows that the higher value of ut gives a larger
heat flux into the ice (see Figure 11). Of the model results
obtained using each of the fluxes, the ice thickness evolu-
tions all fit reasonably with observations. As expected, the
larger the oceanic heat flux into the ice, the more ice melt
occurred. The effect of the different ice thickness evolutions
on the algal bloom is presented in Tables 3a and 3b. It
shows a direct impact on biomass by loss of ice at the ice
base. Comparing ocean fluxes 1 and 3 shows a reduction in
total basal ice melt over the study period by a factor of about

Figure 10. Observed (circles) and simulated biomasses for the (a) HSC and (b) LSC sites: the control
run (black line) is compared to a simulation where algae are allowed to be transported into higher
layers (red line). Time series of biomass in the bottom 10 ice layers (in mg chla m−3) for the (c) HSC
and (d) LSC sites.
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1.7 at both sites, with a corresponding increase in average
biomass over the study period by a factor of about 1.9.
[51] As described in section 4, the number of ice layers

chosen was 90, giving a mean ice thickness of 1.5 cm. To
examine what effect the ice layer thickness has on results, a
similar ocean heat flux test was conducted with half as many
ice layers, giving an ice layer thickness closer to 3 cm. With
thicker layers, ice algae in the bottom layer are less con-
centrated and therefore there is less algae lost from ice
melt. Tables 3a and 3b show that while total basal ice melt
remains similar to the control run, much more ice algae
accumulates. In addition, while in the comparison between
ocean fluxes 1 and 3, average total biomass in the control
run increases by a factor of about 1.9, it increases in the
experimental run by only a factor of 1.5. The sensitivity of
the algae at the ice base to the ocean flux is therefore
dependent on ice layer thickness. The correct thickness of
the basal algal community should ideally be independent of
the number of ice layers chosen, and this will be subject to
further study.

6. Conclusion

[52] We have introduced a new snow‐ice algae‐nutrient
column model, developed by coupling the ice algae‐nutrient
model of Lavoie et al. [2005] with the thermodynamic s

coordinate sea ice model of Huwald et al. [2005]. Model
results were compared to observations made in Resolute
Passage during spring‐summer 2002.
[53] A new feature of our multilayer thermodynamic

model is its capability to model algae in all layers within the
ice, and to move algae between layers. This feature allows
the physics itself to determine the vertical extent of nutrients
and ice algae, offering an alternative to the bulk ice algae
models presented in the past. Partitioning the algae at the ice
base into separate layers can help to include the effect of self
shading by the algae. In this particular study, results suggest
that allowing a small amount of ice algae to grow into the
interior of the ice does not have much of an effect on the
growth of algae concentrated at the ice base.
[54] The ice algae were found to be light limited at the

beginning of the bloom, transitioning to a nutrient limitation
by the bloom end. However, there were difficulties in
matching simulated and observed under‐ice PAR. Attaining
the correct combination of light attenuation and extinction
coefficients (�s, �i, i0), while accurately modeling the ice
thickness evolution, is not a straightforward task. Findings
in both the literature and results presented here suggest that
with changing snow and ice conditions over the melt season,
�s and �i should decrease over time, reducing light attenu-
ation with increased melting. As well, it is possible i0 should
increase as the melt season progresses, allowing more light
to penetrate the surface layer. Especially in the case of i0 for
snow, the choices for these parameters are not well known.
Similar differences between simulated and observed under‐
ice PAR are given by Lavoie et al. [2005]. In order to
effectively simulate ice algae at the ice base, this area requires
further study.
[55] Our results show that ice melt has a large impact on

algal biomass content at the ice base. Ice melt rate determines
the amount of algae lost to the water column [Michel et al.,
2006], through a direct impact on the ice algae habitat as
well as through flushing and its effect on nutrient avail-
ability. Because ice melt is so important to the fate of the
algal bloom, we introduced primitive parameterizations of
brine flushing and melt water at the ice base. A closer match
to observations using these parameterizations suggests that
these mechanisms enhance the decline of the bloom.
Therefore in addition to ice melt rate, it seems ice structure
is an important controlling factor of the algal bloom as well,
in agreement with past studies [e.g., Gosselin et al., 1986;
Krembs et al., 2001].
[56] Snow cover is also a dominant factor in controlling

algal bloom dynamics. Through its influence on ice melt
rate, a disappearing snow cover plays an important role in
the bloom decline. In addition, a thicker snow cover pro-
vides more freshwater during melting, contributing to the

Figure 11. The oceanic heat flux used in the control run
(black line), ocean flux 2 with ut set to 0.065 m s−1 (green
line), and ocean flux 3 with ut set to 0.035 (blue line).

Table 3a. Basal Ice Melt and Biomass Relationship for 1.5 cm Ice
Layer Thicknessa

Flux

HSC Site LSC Site

Accumulated Basal
Ice Melt (cm)

Average Biomass
(mg chla m−3 d−1)

Accumulated
Basal

Ice Melt
Average
Biomass

1 21.92 995.6 20.82 1500
2 29.09 437.3 27.95 974.5
3 13.04 1897.9 11.98 2818.2

aDescribed in section 5.4.6.

Table 3b. Basal Ice Melt and Biomass Relationship for 3.0 cm Ice
Layer Thicknessa

Flux

HSC Site LSC Site

Total Basal
Ice Melt (cm)

Average Biomass
(mg chla m−3 d−1)

Total Basal
Ice Melt

Average
Biomass

1 22.27 1244.0 21.05 2493.5
2 29.47 877.8 28.50 1825.5
3 13.08 1804.9 12.18 3544.0

aDescribed in section 5.4.6.
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flushing and melt water lens effects during the bloom
decline. These findings support past ice algae studies pin-
pointing snow cover as a dominant factor controlling bloom
dynamics [e.g., Mundy et al., 2005; Lavoie et al., 2005;
Welch and Bergmann, 1989].
[57] Early in the bloom, the snow thickness is the harshest

attenuator of light, thereby restricting algal growth. Model
results, however, severely underestimate the algal growth
rate under a deep snow cover (10–20 cm). This result raises
serious issues of how to parameterize photosynthetic para-
meters in the algal growth rate, in order to accurately model
ice algae under changing conditions. It also raises the issue of
how radiative transfer and shortwave radiation is represented
in one‐dimensional ice models. To accurately parameterize
the light reaching the algal community at the ice base, a
snow thickness distribution may be required to take into
account light from all directions. As well, shortwave radia-
tion should be partitioned into different wavelenghts to
account for the varying effects from the snow and ice, and
on algal growth. Another issue raised by this study is that to
effectively capture under‐ice PAR, there is a trade‐off with
energy at the surface. Using a larger value of i0 to allow the
penetration of light, for example, translates into less energy
at the surface to warm and melt the ice there. This is another
aspect of the model that could be improved.
[58] Ice algae also seem to be strongly impacted by

changing ocean conditions. Small changes to the oceanic
heat flux, through its effect on basal ice melt, yield signif-
icant changes in biomass levels. The strong sensitivity to
this parameterization is of concern, since the small‐scale
features such as the melt water lens and stratification are not
properly resolved in current high‐resolution ice‐ocean
models. It is also important to ensure the basal algal com-
munity thickness in the ice is properly resolved, since dif-
fering thicknesses have a large impact on algal loss at the ice
base.
[59] Given the fragile balance of ideal nutrient, light and

substrate conditions at the ice base, it is no surprise that the
algae are so strongly influenced by ice melt, water column
stratification and other physical conditions. While this paper
introduced a snow‐ice algae‐nutrient model that is more
physically sound than past model studies, it also revealed
the need for improvements. Results suggest that being able
to accurately simulate physical conditions at the ice base,
especially brine dynamics, is essential before ice algae can
be reliably modeled.
[60] After issues have been addressed, the next develop-

ment of this model will handle the presence of algae in the
ice interior more realistically. To this end, we will include
two more sources of nutrients: through brine drainage from
higher in the ice, and in situ regeneration of biogenic ma-
terials. Processes such as brine drainage will be represented
in the model when it is coupled to the brine dynamics model
of Vancoppenolle et al. [2007]. In addition to brine drain-
age, a more sophisticated parameterization of brine flushing
will be added, enabling the model to capture the loss of
algae during melt more effectively.
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