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Abstract 

A comprehensive two-dimensional simulation of the film blowing process is 

deve10ped based on a mathematical model that incorporates the Phan-Thien and Tanner 

(PTT) and the Neo-Hookean constitutive equations with crystallization effects. The PTT 

constitutive equation is employed in the liquid-like region, while the Neo-Hookean 

constitutive equation is employed in the solid-like region, to describe the rheological 

behavior of the film. The effects of the process variables and parameters on the stress 

balance and overall behavior of the film were evaluated. The orientation-induced 

crystallization is accounted for by incorporating the Nakamura non-isothermal equation 

along with the Ziabicki equation. The proposed model provides predictions of the bubble 

shape and dimensions, the position of the freeze-line, and the evolution of temperature, 

crystallinity, birefringence, stresses and deformation in the blown film. The predictions of 

the model show good agreement with experimental results reported by various workers. 



Résumé 

Une simulation à deux dimensions du procédé de soufflage de game est 

développée à partir d'un modèle mathématique qui incorpore les équations constitutives 

de Phan-Thien and Tanner (PTT) et Neo-Hoookiennes, et les effets de la cristallisation. 

L'équation constitutive PPT est utilisée dans la région liquide, tandis que l'équation 

constitutive Neo-Hookienne est utilisée dans la région solide, pour décrire le 

comportement rhéologique du film. Les effets des paramètres et des variables du procédé 

de gonflage sur les contraintes et le comportement global du film ont été évalué. La 

cristallisation induite par l'orientation est incorporée dans la simulation en utilisant les 

équations non-isotherme de Nakamura et celle de Ziabicki. Le modèle proposé fournit 

des prédictions sur la forme et les dimensions de la gaine, la position de la ligne de 

solidification, et sur l'évolution de la température, la cristallinité, la biréfringence, les 

contraintes, et la déformation du film gonflé. Les prédictions du modèle sont en bon 

accord avec les résultats expérimentaux de plusieurs chercheurs. 
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Nomenclature 

A : Ziabicki' s empirical constant of stress-induced orientation (dimensionless). 

B : dimensionless inflation pressure; B = (m-; L1P )/(TJoQ) 

• 
BUR : blow-up ratio; r = r/ ro 

c: stress- optical constant (Pa- l
) 

Cp: mass heat capacity (J.g-1
.
oK 1

) 

Cv: volumetrie heat capacity (J.m-3
. °K1

) 

D : deformation (dimensionless) 

j) : deformation rate (dimensionless) 

De : Deborah number; De = Âvo / ro 

DR : draw ratio; DR = v = vivo , 
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Introduction 

Chapter 1 

1 INTRODUCTION 

Film blowing is the most wide1y used process to produce thin plastic films at high 

processing speeds. Blown films have a wide range of applications from grocery bags to 

surgically implanted materials. The film blowing industry continues rapid growth around 

the world. The annual average growth rate of films in the U.S. is 7% reaching 1.6 million 

tons. Polyethylenes are the most commonly used polymers by the film blowing industry. 

Linear-Iow density polyethylene accounts for more than 75% of the material for heavy­

dut y sacks [Anderton (2000)]. Packaging is the most important film market. Inexpensive 

film products with high performance and great consistency have gained significant 

demand in North America and Europe. 

Polyolefins, such as low (LDPE), linear low (LLDPE), and high (HDPE) density 

polyethylene are extensive1y used in film manufacturing [Baird (1998), Anderton 

(2000)]. Polyolefin films have distinct processing advantages, such as clarity, puncture 

resistance, and low cost. The final properties of blown films, made of semi-crystalline 

polymers (such as LLDPE), are determined by the processing history of the blown film 

and the structural deve10pment during processing. 

The film blowing industry is still in need of a comprehensive predictive model of 

the film blowing process to reduce production costs and enhance film properties via 

process and resin optimization. Useful predictive mode1s should include the following 

characteristics. 

1. The ability to describe the entire pro cess from the die lip to the nip-rolls. 

2. A realistic description of the physical and rheological properties of the pol ymer 

throughout the entire process. 

3. A description of the interactions between the dynamics of the process and the film 

properties. 
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The pioneering work of Pearson and Petrie (1970) established the framework for a 

one-dimensional simulation of the film blowing process. They employed the Newtonian 

constitutive model. Their work was widely used and extended by incorporating more 

complex constitutive equations to deal with the effect of elasticity. Various constitutive 

models were employed, including the Maxwell and Leonov [Luo and Tanner (1985)], 

Marrucci [Cain and Denn (1988)], Phan-Thien and Tanner equations [Sidiropoulos 

(2000)], etc. Others incorporated important aspects, such as the crystallinity effect on the 

viscosity [Kanai and White (1984, 1985), Doufas and McHugh (2001), Pirkle and Braatz 

(2003)], the cooling effect [Cao and Campbell (1990), Sidiropoulos (2000)], the effects 

of the initial blowing angle [André (1998)], and the effect of the transition in the film 

state from melt to solid [Cao and Campbell (1990)]. 

Because of the low thermal conductivity of molten polymers, a temperature 

difference occurs between the internaI and external. surfaces of the molten pol ymer [Cao 

(1990), André (1998)]. Therefore, a two-dimensional energy equation with the proper 

thermal boundary conditions should be used to predict the temperature variations in the 

machine and thickness directions [Cao (1990), Sidiropoulos (2000)]. The most important 

thermal boundary condition is the heat transfer coefficient at the external surface of the 

bubble. The heat transfer coefficient changes significantly, because it depends on the 

complex interaction between the bubble shape, the cooling air velocity, and the cooling 

ring design. Employing an accurate prediction of the heat transfer coefficient in the 

machine direction is necessary to predict the bubble shape and film properties 

[Sidiropoulos (2000)]. 

As a result of the strong cooling, the molten polymer is transformed to a solid film 

quickly and the rheological properties, such as viscosity and shear modulus, change 

rapidly near the freeze line, where the bubble radius reaches a plateau. Thus, more than 

one type of constitutive equation should be employed to model the film blowing process. 

Moreover, in the case of partially crystalline polymers, such as polyethylene, the 

crystallization can cause significant change in the rheological properties, such as 

viscosity and the viscoelastic behavior of the film [Kanai and White (1985), Doufas and 

McHugh (2001)]. The development of the crystallinity depends on the combined effects 
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ofunder-cooling and induced orientation [Ziabicki (1976)]. Induced-orientation is due to 

the development of the stresses. The changes in the viscoelastic behavior and 

crystallization produce significant changes in the bubble shape, film velo city, and 

thickness. 

Most of the models found in the literature coyer the process from the die exit to 

the freeze line region, which is the region where the bubble radius stops expanding. Even 

the few models that extended beyond the freeze line, incorporated empirical rheological 

functions and employed restricted definitions of the cooling system. Generally, these 

studies lacked the ability of predicting the absolute crystallinity and the stress-induced 

orientation in the final films. Such properties are of great importance to the end user 

because they determine the optical and mechanical properties of the blown films. 

Therefore, the ability to predict the aforementioned properties and relate them to the resin 

properties and processing conditions represent a necessary feature in any useful 

simulation of the film blowing process. 

ln the view of the above, the present work aims at developing a microstructure 

and product oriented model of the film blowing process, which incorporates the 

rheological and morphological changes in the film and co vers the entire process from the 

die exit to the nip rolls. The model should predict important characteristics of the pro cess 

and product, such as bubble radius, film velocity and thickness, temperature, stresses, 

crystallinity, and orientation. This work builds on earlier achievements reported by 

various researchers. These include Cao and Campbell (1990), who proposed a two-phase 

rheological model in order to provide a more realistic rheological description, André et 

al. (1998, 1999), who demonstrated the importance of the initial blowing angle, and 

Sidiropoulos (2000), who conducted a detailed analysis of the variation of the heat 

transfer coefficient. There is a large gap regarding the incorporation of the effects of 

crystallization on film blowing dynamics for partially crystalline polymers, such as 

polyethylene. Semicrystalline polymers represent an important class of polymers. The 

present work attempts to deal with the limitations of existing models. Furthermore, an 

effort is made to validate the predictions of the model by comparison with experimental 

data. 
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Chapter 2 

2 TECHNICAL BACKGROUND 

In this chapter, a general description of the film blowing process and its main 

characteristics is followed by an extensive review of the relevant literature. The review is 

divided into two main sections. The first section describes the work done in the past 

regarding the mathematical modeling of the process. The second section reviews the 

relevant experimental studies, which were carried out to investigate the process, 

characterize the blown films produced under various processing conditions, and identify 

the dominant rheological parameters of the resins used to produce blown films. 

2.1 General Description of the Process 

In the film blowing process, a molten polymer tube is extruded from an annular 

film die. The tube is drawn upward by a take-up roll device. Simultaneously, the tube is 

blown by air that is supplied through a hole at the center of the die. This air creates a 

small difference in pressure, M, between the inside the bubble and the ambient 

pressure. Cooling air is blown around the bubble from an air ring surrounding the tube 

near the die exit. In sorne cases, a mechanism is employed to cool the inside surface of 

the film [Sidiropolous (2000)]. The processing conditions define the evolution of the 

bubble radius (r), the blowing angle ((J), and the film velocity (v). The inflated bubble is 

then guided to pass through nip roUs by a series of guide roUs. The speed of the nip rolls 

is controlled according to the desired draw ratios. Schematics of the film blowing pro cess 

and detailed pictures of the plastic film at various stages of the process are shown in 

Appendix A. 

The most significant forces affecting the film are the boundary traction and the 

force resulting from the pressure difference in the bubble. The produced films are 

biaxially oriented, which improves the strength of the film in the machine and hoop 

directions and allows good control over the mechanical and optical properties of the final 
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product. The most important parameters in the film blowing process are the blow-up ratio 

(BUR), film thickness (h), and the draw ratio (DR). The blow-up ratio is the ratio of the 

bubble radius to the die radius (r{)). The BUR is normally kept between 1.5 and 5 [Baird 

(1998)]. The thickness reduction is the ratio of the die annular gap (ho) to the final 

thickness of the film and is usually kept between 20 and 200 [Liu et al. (1995)]. The draw 

ratio is the ratio of the maximum film velo city to the velo city at the die exit. DR is 

normally kept between 5 and 25 [Baird (1998)]. The radius of the die exit is typically 

between 1 and 25 cm, while the gap thickness of the die exit is typically between 1 and 2 

mm. The pressure difference inside the bubble is reportedly 50 Pa higher than the 

ambient pressure, and the initial velocity is between 1 and 5 cmls [Micic et al. (1998)]. In 

the last fifty years or so, extensive studies were conducted on blown films. The studies 

can be classified into two major areas; 1) Modeling and simulation, and 2) Experimental 

investigation. 

2.2 Modeling and Simulation of Film Blowing 

2.2.1 One Dimensional Simulation 

Pearson and Petrie (1970a,b) formulated the theoretical analysis of the film 

blowing process. They developed a mathematical model for the process by considering 

the film as a thin membrane in tension. They made the following assumptions: 

i) The flow is axisymmetric 

ii) The bubble radius grows until it freezes at a particular line called "the freeze 

line". 

iii) The fluid is Newtonian. 

iv) The film was supported by longitudinal traction (F) and internaI air pressure (B). 

v) The effects of the inertia, surface tension, air drag, and gravit y forces are 

negligible. 

They derived and solved a system of equations based on the force balance and the 

Newtonian constitutive equations in conjunction with the continuity equation (ail 

derivations are shown in Chapter 4, and ail symbols are defined in the nomenclature): 
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(1) 

(2) 

where r is the bubble radius, F is the traction force, B is the inflation pressure, 7] is 

viscosity, and h is the film thickness. Superscript "*,, indicates dimensionless quantities 

as defined in the nomenclature. Pearson and Petrie (1970a, b) predetermined the freeze 

line height and the blow-up ratio to solve the above equations backwards from the freeze 

line to the die exit. If the solution yielded BUR = 1 at the die exit, then the solution was 

obtained. Otherwise, a new iteration with a new value for the blow-up ratio was 

employed. The boundary conditions were the initial values of the bubble radius and film 

thickness, along with the derivative of the bubble radius at the freeze line (r' = 0). No 

additional boundary conditions can be imposed because the problem becomes over­

determined. It is clear that the above approach is an oversimplification, since it does not 

take into consideration the nonisothermal and viscoelastic nature of the process. In order 

to deal with viscoelasticity, Petrie (1975) employed the Maxwell model. Petrie (1988) 

employed a heat transfer coefficient for convection and radiation, which depended on the 

volumetric flow rate of the cooling air. Petrie and Petrie (1999) conducted experimental 

work to study the relations between processing conditions and the LDPE film properties. 

They concluded that the work of Tas (1994) was the most dependable for evaluating the 

effects of the process input parameters, such as the take up force. Other researchers 

reported only output variables such as the BUR and DR without reference to input 

parameters, such as the actual force, pressure, or other factors that determine the BUR 

and DR. For instance, the BUR can be controlled in many ways, such as lowering the 

take-up speed or increasing the amount of inflating air. Petrie also argued that providing 

predictions of the stresses and comparing them to real observations is an important test of 

any simulation of the film blowing process. The need to predict the stresses was also 

emphasized by Kurtz (1992, 1995), who suggested that the pre-process variables, such as 

the die swell and stresses in the die, were important elements. Petrie and Petrie (1999), 

based on the behavior of soap bubbles [Adamson (1967)] indicated that it would be 
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inaccurate to assume that an increase in the bubble radius is obtained by increasing the 

inflation pressure. 

Most subsequent studies utilized the approach followed by Petrie and Pearson 

(1970,a, b) to model the film kinematics and dynamics (there are few exceptions that will 

be mentioned later in this chapter). Luo and Tanner (1985) extended the work to non­

isothermal viscoelastic flow and employed the Convective Maxwell and Leonov models. 

They reported that the numerical method employed by Petrie and Pearson, to solve the 

system of equations backwards (from the freeze line to the die exit), was a major reason 

for the difficulties in obtaining convergence for sorne processing conditions. So, they 

employed a 4th-order Runge-Kutta method and solved the equations forward from the die 

exit to the freeze line. They assumed a constant heat transfer coefficient. The freeze line 

was identified as the region where the derivative of the bubble radius becomes null. The 

Maxwell constitutive equations employed by Luo and Tanner and most other researchers 

are shown below (detai!ed definition of ail terms is included in the nomenclature at the 

end of the thesis, and derivations of simi!ar equations are shown in chapter 4): 

d1 ~ ~ 
11 + Âv cos 8-1 -2Â11 cos8-=21]cos8-

dz dz dz 

(3) 

dP v dh v dh 
P + Âvcos8- - 2ÀP-cos8- = 21]-cos8-

dz h dz h dz 

(4) 

d~ v ~ v ~ 
13 + Âvcos8-- 2Â13-cos8- = 21]-cos8-

dz a dz r dz 

(5) 

where Tt is the stress in the machine (1), thickness (2), or ho op (3) direction. 8 is the 

blowing angle, Â is the relaxation time, v is the film velo city, and z is the axial distance. 

They compared the results of their work with the experimental results of Gupta (1981) to 

validate their simulation. They obtained qualitative agreement between model predictions 

and experimental results regarding the deformation rates in the machine direction (Figure 

1) and in the hoop direction (Figure 2) 
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Figure 1: A comparison of the deformation rate in the machine direction. Gupta's measurements 

are shown as the diamonds, and the line represents Luo and Tanner calculations. Source: Luo and 

Tanner (1985). 
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Figure 2: A comparison of the deformation rate in the hoop direction. Gupta's measurements are 

shown as the diamonds, and the line represents Luo and Tanner calculations. Sources: Luo and 

Tanner (1985). 
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Unlike Petrie and Pearson (1970a,b, 1975), Luo and Tanner (1985) guessed the 

initial blowing angle by repeating the integration and changing the blow-up ratio until the 

derivative of the radius became null, with respect to the machine direction. They did that 

for various inflation pressures and take-up ratios and reported agreement with the results 

of Petrie and Pearson (1970a, b). They also studied the effect of the relaxation time and 

showed that the BUR increased by lowering the dimensionless relaxation time. They 

found that the Leonov model was not the best choice to describe the process, since 

extensional flow is dominant and the Leonov model was not sufficiently stiff at high 

deformation rates. Moreover, they reported agreement with Gupta's (1980) experimental 

data on polystyrene (Styron 666). 

2.2.1.1 Stabilityof One-Dimensional Solutions 

The different approaches of Pearson and Petrie (1970a, b) and Luo and Tanner 

(1985) for solving the resulting system of equations suggested the need to investigate the 

origin of the solution instability and to determine whether it is numerical or physical. 

Cain and Denn (1988) compared the Newtonian, Maxwell and Marrucci models and 

reported that several types of numerical and physical instabilities existed. These 

instabilities were dependent on the set of operating temperatures and input parameters. In 

the Newtonian formulation, they were able to obtain an analytical solution similar to that 

obtained by Pearson aI'.d Petrie (1970), when the blow-up ratio was set to unit y (BUR=I) 

as follow: 

(6) 

They conducted a linear stability analysis, in which they employed Newman's 

banded matrix method to solve the boundary value problem. This method is an extension 

of the Thomas method [Matlosz and Newman (1987)] to a system of coupled equations. 

They indicated that it was possible to avoid the need for iteration in solving for the take­

up force and inflation pressure by treating the inflation pressure and the take-up force as 

variables and adding the following two equations to the system. 
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(7) 
F =0 

(8) 
B =0 

Cain and Denn (1988) were able to overcome sorne instability problems due to 

the shooting method by employing Newman's band method [Matlosz and Newman 

(1987)] for boundary value problems. They reported various types of instabilities, such as 

non-uniqueness in the bubble shape, and showed that the blow-up ratio increased when 

the inflation pressure decreased, for blow-up ratios higher than 1.0. They also observed 

that increasing the viscosity contributed to the stability of the process. 

y oon and Park (1999) followed the approach of Cain and Denn (1988), but with 

an isothermal Newtonian model and a different material. They employed data for 

LLDPE, while Cain and Denn employed pol ymer properties reported by Gupta (1980) for 

Polystyrene (Styron 666). They reached the same conclusion as Cain and Denn, 

indicating that the film blowing process is mostly unstable, except for a small range of 

blow-up and draw ratios. Yewo (1976), who employed the Newton-Raphson shooting 

method, contradicted the results of Cain and Denn. He concluded that the film blowing 

process was mostly stable, except at very high draw ratios. 

2.2.1.2 Effects of the Initial Blowing Angle on Stability 

André et al. (1998) simulated the film blowing behavior for the Newtonian 

(Equations 1 and 2) and the upper convected Maxwell constitutive models (Equations 3-

5). The integration was carried out forward from the die exit to the point where the 

blowing angle was zero. At that point, the velocity, bubble radius, and film thickness, 

determined the final blow-up ratio, draw ratio, and thickness reduction. They employed 

the 4th order Runge-Kutta method to solve the resulting system of equations. Theyalso 

employed Newton's shooting method to find the initial blowing angle that yielded a 

stable solution under given processing conditions. A precise guess of the initial angle was 

required to ob tain a stable solution, which was not unique for sorne trials, as shown in 

Figure 3. They validated their predictions of the bubble shape and stresses, and obtained 
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good agreement with cases found in the literature, such as the results of Pearson and 

Petrie (1970) and those ofLuo and Tanner (1985). Their analysis ofthe stable region was 

similar to that of Cain and Denn (1988), but the numerical method and the boundary 

condition treatment were different. The nonisothermal effects were treated by solving the 

one-dimensional energy equation, which incorporated the effect of heat convection due to 

the cooling air. 
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Figure 3: The dimensionless bubble shape as a function of the dimensionless 

distance from the die exit for various initial blowing angles: (- - - -) 80 = 9 degrees, 

(-) 80 = 9.59 degrees, ( ..... ) 80 = 10 degrees .. Source: André (1999). 

2.2.1.3 Effects of Viscosity and Relaxation Time on Stability 

André et al. [(1998), (1999)] investigated the effects of the dimensionless 

viscosity and relaxation time on process stability and reported similar findings to those of 

Cain and Denn (1988). They found that the region of attainable solution for draw ratio 

decayed exponentially as the dimensionless relaxation time (the period of time that melts 

maintain stresses after the cessation of deformation) increased. Most of the time, they 

were able to obtain a solution only when the relaxation time was relatively small 

«0.007), which can be seen more c1early in André's thesis (1999). They found that a 

constant heat transfer coefficient was better than one assuming a linear temperature 

gradient with axial distance at the outer surface of the film. When a constant heat transfer 
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coefficient was employed, the temperature profiles and bubble shapes were better 

predicted. However, most of the cases and the comparisons were based on a linear 

temperature gradient, as the thermal boundary condition at the outer surface of the film. 

2.2.1.4 Effect of the Inflation Pressure on the Process Stability 

Liu et al. (1995a,b) reported, based on both simulations and experiments, that 

increasing the inflation pressure was accompanied by a larger bubble volume. They 

reported that this "intuitive" behavior was observed in most cases only for BUR<2. 

However, their data showed that the inflation pressure showed no effect, and in sorne 

cases the reverse effect, on the bubble radius for BUR > 2. They measured the inflation 

pressure with an inclined manometer. They did not supply information regarding the 

magnitude or variability of the take-up force. They employed the following assumptions: 

i) The effect of the axial curvature in the machine direction is negligible. 

ii) The inflation pressure does not contribute to the stress in the machine direction. 

iii) The fluid is non-Newtonian. 

iv) The viscosity follows an empirical function defined be1ow: 

where T is the temperature, Ii] is the second invariant of the deformation rate, X is 

the local crystallinity, Xt is the final crystallinity, and Â is the relaxation time. (l'j, 

f3i' '}f are empirical constants. 

v) The flow is axisymmetric. 

vi) The effects of inertia, surface tension, air drag, and gravit y forces are negligible 

It appears that their mode1 only worked for BUR< 2 and DR <8. Common ranges 

employed industrially are 3 <BUR< 4, and DR >10. Their mode1 incorporated the effect 
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of crystallinity on the viscosity. The crystallinity was also incorporated in the energy 

equation. 

2.2.2 Two-Dimensional Simulation 

2.2.2.1 Rheological Zones 

Campbell and Cao (1987) proposed a two-phase model incorporating 

viscoplasticityand crystallization to predict bubble shape, film velocity, temperature, and 

deformation rate. They suggested that when the yield stress was greater than the hoop 

stress, the film rheological behavior was best described by the Kelvin-Voigt model. They 

divided the process into several regions (Figure 4): a melt with no crystallization, 

followed by the crystallizing melt (which was treated as two phases), and finally, the 

solid stage. Cao et al. (1989) proposed a two-dimensional energy analysis and showed 

significant temperature differences across the film thickness, especially near the die exit. 

The difference was larger when strong cooling was applied. Cao and Campbell (1990a, b) 

investigated different constitutive models and introduced a two-phase model: liquid-like 

phase and solid-like phase. The Maxwell model was employed in the liquid-like phase, 

while a perfect plastic-elastic model was used in the solid-like phase. They employed an 

empirical definition of the yield stress (YS ~tf ) and used it as the criterion to switch from . 

one stage to another. The initial conditions of the blowing angle and the extensional 

stresses were selected according to their experiments. The heat transfer coefficient was 

treated as a fitted constant that was not always consistent. They defined the yield stress as 

an inverse function oftemperature. They also employed "the structure memory function", 

13, to quantify the alignment strength, which is an empirical rheological definition by 

Larson (1988). 

where Ch is an empirical constant and t is time. Ih is the second invariant of the 

deformation rate tensor. h and 12 are the first and the second variants of the Finger tensor. 
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Figure 4: The two-phase model proposed by Cao and Campbell (1990). Source: Kanai 

(1999). 

The structure memory function was multiplied by aIl the rheological functions, such as 

the viscosity, the relaxation modulus, and the yield stress, in order to replace these 

functions with the effective functions, so they can be employed in the simulation. 

Â = 1]eff 
~ff G 

~ff 

(s) 

(Pa.s) 
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GefJ = tJG = iJ(JOOO X (80 + (393 - T))) (Pa) 

The final form oftheir model is summarized by the following equations [Cao (1990)]: 

YSeD < .J3II, 

if YS efJ ~ .J3II, 

where II, is the second invariant of the stress tensor. T is the film temperature and R is 

the univers al gas constant. 

Babel et al. (1993) employed the model proposed by Cao (1990) to predict 

uniaxial extension. They compared the predictions to experimental data for LDPE, two 

types of Polystyrene, and several blends of LDPE and LLDPE. They obtained good 

agreement between the predicted and measured uniaxial extensional viscosity. Babel and 

Campbell (1993) conducted experiments on LDPE blown films to verify the predicted 

relation between the plastic strain history and the physical properties of the blown films. 

They measured the surface and bulk temperatures of the film using an infrared technique 

to detect the starting point of crystallization. They also employed a video digitization 

technique to record the bubble shape and the film velocity. They found a correlation 

between the amount of plastic strain and the film properties. Later, Babel et al. (1995), 

and Campbell and Babel (1996) extended the experiments to LLDPE blown films to 

verify the predicted relations between the final film propertiès and the amount of strain 

and strain derivatives. They proposed changes in the processing conditions and 

equipment in order to optimize film mechanical properties. 
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2.2.2.2 Effects of the Crystallinity 

Doufas and McHugh (2001) employed a two-phase microstructural model. They 

followed the approach of Liu et al. (1995) in formulating a momentum balance. They 

employed the following assumptions: 

i) The effect of the axial curvature in the machine direction is negligible. 

ii) The inflation pressure does not contribute to the stress in the machine 

direction. 

iii) The flow is axisymmetric. 

iv) The effects of the inertia, surface tension, air drag, and gravit y forces are 

negligible. 

v) The freeze line occurs when crystallization starts. 

vi) No further reduction occurs in the thickness after the freeze line. 

vii) The shear modulus is constant. 

The melt was treated as a modified Giesekus fluid characterized by the conformational 

tensor. The semi-crystallized phase was assumed to consist of oriented rigid rods 

described by an orientation tensor. They treated crystallinity as the degree of 

transformation of statistical segments in the semicrystalline medium. The equations of 

evolution for the micrC'structural variables were summarized in three types: 

i) Conformation tensor (c), which represents the second moment of the end-to­

end vector ofthe pol ymer chains, as follows: 

l-X [( ) aEc ] ci=-T l-aI+ l-X 
(9) 

where X is the crystallization ratio, Àm is the amorphous relaxation time, a is Giesekus 

molecular parameter, 1 is the identity tensor, and E is the nonlinear spring force factor. 

ii) Orientational tensor (S), which represents the conformational state of the 

semicrystalline phase, as follows: 
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(10) 

where f is an anisotropic drag parameter of the semi-crystalline phase, Âc is the semi­

crystalline relaxation time, v is the velo city vector , and u is the unit vector along the rod 

axis. 

iii) Crystallization rate, which is represented by the differential form of the non­

isothermal N akamura equation. 

DX N-l 
- = NK(T)(1 - X)[-ln(1 - X)]N exp (tJtra ) 
Dt 

(11) 

where D/Dt indicates the substantial derivative. N is the A vrami exponent, K (T) is the 

rate constant of crystallization, 'Ô is a model parameter, and ais the total stress. 

The bubble radius and film thickness were not affected by the stresses after the 

freeze line, but rather they were kept constant after the start of crystallization. 

Accordingly, the velo city was forced to plateau, and thus the deformation rate tensor was 

forced to vanish causing the growth of the stresses to stop. The resulting model proposed 

by Doufas and McHugh (2001) is thus similar to the model of Liu and Spruiell (1995). 

Therefore, they obtained qualitative agreement with the experimental results of Liu and 

Spruiell, as shown in Figure 5. The results obtained were for BUR < 2. In this region, 

increasing the inflation pressure produced larger bubble. They did not provide 

information regarding the take-up force. The die dimensions were very small in 

comparison with the common dies employed industrially. 
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Figure 5: The bubble radius and film velocity as predicted by the simulation proposed by Doufas 

and McHugh (2001). 

Pirkle and Braatz (2003) followed the assumptions of Doufas and McHugh 

(2001). However, they treated the melt as a non-Newtonian fluid. They obtained 

quantitative agreement with the works of Doufas and McHugh (2001) and Liu and 

Spruiell (1995), although, they employed a simpler constitutive equation similar that used 

by of Liu and Spruiell (1995). They employed five measured or adjusted parameters in 

the dimensionless viscosity function. They set the derivative of the radius with respect t6 

the machine direction to zero at the freeze line, and they employed a constant heat 

transfcr coefficient, which was the same for the entire process. The crystallinity effects 

appeared in the viscosity function (same function as that of Liu and Spruiell (1995» and 

in the energy equation. 

2.2.2.3 Effects of Cooling and Aerodynamics 

AlI the above researchers employed empirical constants for the heat transfer 

coefficient. The values used by different researchers were not always the same. Since the 

film blowing process is highly nonisothermal, the cooling process has a significant 

influence on the bubble shape and film behavior. Such influence may be predicted by 

using the proper description of the heat transfer coefficient. Extensive work was done to 

model and simulate the heat transfer coefficient. Menges and Predohl (1972) developed 

correlations to describe the heat transfer coefficient as a function of the volumetric flow 

rate of the cooling air. Their correlations were employed between the die exit and the 
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freeze Hne. Kanai and White (1984, 1985) expanded the approach of Menges and Predohl 

(1972) to calculate the heat transfer coefficient in (Kcallm2·hr.oC) by di vi ding the 

machine direction into three zones: 

1. above the freeze line (zf) : 

h = 2.5V;':X, where Vmax is local maximum air velocity 

2. below the freeze Hne: 

a. between the die exit and the location of the highest value of heat transfer 

coefficient: 

where Cl is 50 for LDPE, 40 for LLDPE, and 35 for HDPE 

b. between the freeze line and the location of the highest value of heat transfer 

coefficient: 

h = C 2 / Z 1.6 where Z is the distance from the die exit and C2 is 1140 for zf=7 cm, 

1020 for zf=9 cm, and 836 for zf=12 cm 

The above correlations appear to be limited to situations where the freeze line and 

the location of the maximum value of the heat transfer coefficient are known. It also 

seems that the correlations are limited to polyethylene films. Discontinuity is expected as 

the simulation changes the correlation that calculates the heat transfer coefficient in each 

zone, due to the possible jump in the HTC value. 

Feron et al. (1997) and Wolf et al. (1997) considered the turbulence in the flow of 

the cooling air and developed a numerical simulation to optimize the cooling pro cess by 

incorporating air flow rate, air temperature, the jet angle, and the location of the air ring. 

The simulation employed the finite element method (FIDAP Software ©) to solve the 

near-wall TC-ê-turbulence model. They reported that air flow vortices occurred as a result 

of the complex interaction between the bubble shape and the air flow, which could be the 

principal influence in shaping the bubble and causing the instabilities. 
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In an extensive study, Sidiropoulos et al. (1996, 1997, 1999, 2000) modeled the 

cooling system to account for variable cooling dynamics, along the machine direction, 

and calculated a variable heat transfer coefficient. They followed an approach similar to 

that developed by Feron et al. (1997) and Wolf et al. (1997), but with stronger interaction 

with the viscoelastic behavior of the melt. Sidiropoulos et al. (1996, 1997, 1999, 2000) 

employed Fluent Software ©, which is based on the finite difference method to predict 

the heat transfer coefficient profiles. Then, they used these profiles along with the proper 

constitutive equations to predict the stress in the blown film. Both FIDAP and Fluent 

require knowing the bubble shape prior to performing the calculations. Sidiropoulos et al. 

(1996, 1997) employed a non-Newtonian polymer model by defining the viscosity as a 

function of the melt temperature. They obtained good agreement with Butler' s (1993) 

experiments. Later, Sidiropoulos et al. (1998,1999) improved the simulation and 

predicted the Venturi effect by employing various air jets impinging at various angles on 

the bubble, by incorporating various types of air rings. They modeled the heat transfer 

using the two-dimensional renormalized group (RNG) k-êmodel. The stresses in the film 

were calculated by employing the Phan-Thien and Tanner constitutive equation. They 

employed the following approach to analyze the film blowing process: 

1. LLDPE was employed in a film blowing experiment similar to that of Butler et 

al. (1993) to obtain a bubble with BUR=3. The die exit diameter was 10 cm, 

and the freeze line height was 68 cm. 

2. The air rings were assumed to encapsulate the bubble for the first 12.5 cm. 

3. The air velocity and temperature were assumed to be design parameters. These 

parameters were entered in the computational domain with predetermined 

values. 

4. The air density was assumed to be a function ofboth temperature and pressure. 

5. The temperature profile of the experimentally produced bubble was employed 

in the computation of the aerodynamics of cooling. 

Sidiropoulos et al. showed significant differences between the cooling effects of 

single-lip and dual-lip air rings and showed that the heat transfer coefficient was not 

constant, but, in fact, it exhibited maxima right above the air ring location and minima 
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below the freeze line. They also showed that when the air emerged near an inclined 

curved surface, it formed eddies attached to the surface, as a result of the Coanda effect 

[Sidiropoulos et al. (1999b, 2000)]. Sidiropoulos (2000) provided profiles for the heat 

transfer coefficient at three different air flow rates, which were used in the current work 

to obtain correlations of the heat transfer coefficient in the film blowing process. 

Sidiropoulos (2000), Sidiropoulos et al. (2001), and Sidiropoulos and Vlachopoulos 

(2002) incorporated the PTT constitutive equation for the melt and studied the effect of 

internaI cooling. However, they obtained the bubble shape and temperature profile 

experimentally. Then, they used the PTT model to calculate the stresses. They also 

divided the thickness into 20 equal layers, which deformed at equal rates. Also, they 

considered the stress variation across these layers to occur only as a result of the 

temperature drop across the thickness. Sidiropoulos (2000) defined the initial 

deformation rate at the die exit as follows: 

(12) 

where Vay is the average melt velocity, ho is the initial film thickness, n is power law 

constant, and y varied from 0 at the inner surface of the film to ho at the outer surface of 

the film. 
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Figure 6: The velocity profile of the cooling air with two different air ring gap widths (s=5 

mm and s = 7.5 mm) at two freeze line heights (z= 1.5 cm and z= 3 cm). Source: 

Hauck and Michaeli (1998). 
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width of the air ring from 5 mm to 7.5 mm. Source: Hauck and Michaeli (1998). 
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Hauck and Michaeli (1998) analyzed the cooling air conditions using a power law 

velocity profile in the boundary layer, as shown in Equation (13). They calculated the 

thickness of the boundary layer by using Equation (14). Then, they calculated the average 

velocity profile of the cooling air by using Equation (15). The calculated air velo city 

profile was similar to the profile of the heat transfer coefficient obtained by Sidiropoulos 

(2000). In both cases, there was always a plateau in the temperature profile in the same 

regions where there was a decrease in the air velocity (heat transfer coefficient) profile, 

as shown in Figures 6 and 7. 

a. Between the film and the maximum air velo city (boundary layer): 

1 

V(x,y)=v_(;)' (13) 

t5(x)=0.37x Vm;x . ( J
-02 (14) 

b. Between the maximum air velocity and infinity (free jet region): 

(15) 

where t5 is boundary layer width, x is the distance covered by the cooling air, y is the 

distance normal to the bubble, b is the air ring gap width, and Vmax is the maximum air 

velocity. 

2.3 Experimental Studies 

2.3.1 Strain Rate and Orientation Measurements 

Farber and Dealy (1974) determined the deformation rates in the machine and 

hoop directions in the melt zone during film blowing experiments by analyzing motion 

pictures. They employed a highly branched polyethylene film resin and used a 6.4 cm 

diameter die. The film thickness range was 50-200 microns, while the BUR range was 

1.8-3.4. The temperature profile of the film was measured using a radiation pyrometer. 

They estimated the orientation by employing a shrinkage test, and found that the 
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deformation rate and orientation in the machine direction were both higher than those in 

the hoop direction. They also found that, in sorne experiments, although the deformation 

rate might be higher in the hoop direction near the freeze line, the orientation in the 

machine direction was always higher than that in the hoop direction. 

Ghaneh-Fard (1999) showed that there was no general correlation between 

birefringence and the tensile modulus. They also confirmed the observation of Farber and 

Dealy (1974) that there was no correlation between the deformation rate and the final 

film properties. For LLDPE, they showed that increasing the take-up ratio lowered 

Young's modulus in both the machine and hoop directions. 

Kamal et al. (1988) and Haber and Kamal (1992) used Wide angle X-ray 

diffraction, infrared spectroscopy, sonie modulus, birefringence, differential scanning 

calorimetry, density column, and tensile tests to characterize LDPE films blown at two 

different blow-up ratios: 4 and 2. The thickness was kept constant for these samples. The 

orientation of the crystalline phase was found to be characteristic of a row type structure. 

The amorphous phase was mainly oriented in the transverse direction. The a-axis was 

oriented in the machine direction at an angle in the range of 30-80° from the plane of the 

film, and a linear relationship was found between the tensile modulus and the angle of 

inclination of the a-axis. Tensile modulus decreased as the inclination angle decreased. 

The results indicate that the orientation of the a-axis shifted towards the transverse 

direction as the blow-up ratio increased. The degree of surface roughness, which has a 

linear relationship with the angle of inclination, decreased as the blow-up ratio increased. 

Using the rheoopticallaw to establish the relationship between birefringence and stress 

they, the angle of inclination of the a-axis from the film plane increases as the stress level 

increases. The effect of stress on a- axis orientation is consistent with the structure 

proposed by Keller and Machin (1967) under intermediate level of stress. 

Gupta (1981) employed polystyrene (Styron 666) in film blowing experiments. 

He carried out fourteen nonisothermal runs. Only four of the nonisothermal experiments 

had a BUR > I.Natural cooling (without employing cooling air) was employed since the 

size of the bubble was relatively small (the radius of the die exit was 13 mm). The 
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temperature at the freeze line was approximately 130 degrees higher than room 

temperature. One expects substantial rheological and structural changes will occur while 

the polymer cools to room temperature [Cao (1990)]. He observed that the deformation 

rate in the machine and hoop directions continued to change after the freeze line (see 

Figures 1 and 2). 

2.3.2 Process Stability 

Kanai and White (1984, 1999) investigated the kinematics and stability of the 

process over a wide range of draw ratios, blow-up ratios, and freeze-line heights for three 

different types of polyethylene: LDPE, LLDPE, and HDPE. They employed a 

nonisothermal Newtonian model, along with extensive experimental work, to identify the 

process stability windows by mapping the draw ratio versus the blow-up ratio at various 

freeze line heights. The above polymers exhibited different behavior in terms of the 

bubble shape (Figure 8) and the regions of stability (Figure 9). LDPE has a larger 

relaxation time than LLDPE and HDPE. The difference in the relaxation time causes 

different extension hardening, and thus different bubble shapes [Yoon and Park (1992)]. 

AIso, LDPE had the widest region of stability and LLDPE had the narrowest. They also 

observed the "draw resonance" phenomena and reported that various operating conditions 

could pro duce stable, unstable, or metastable conditions. The metastable condition 

implies the existence of two stable states with ready passage between them. The freeze 

line height, which was controlled by the cooling air flow, was shown to have significant 

effect on the bubble shape (Figure 10). They found that increasing the air flow produced 

HDPE bubbles with shorter freeze li ne height and with wider BUR. 
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Figure 8: Bubble shape for various PE types. Source: Kanai and White (1984). 
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Ghaneh-Fard et al. (1996a, b) carried out extensive experimental studies to 

investigate the influence of the rheological properties and the processing parameters (DR, 

BUR, FL) on the stability of the film blowing process for four polymers (LDPE, LLDPE, 

HDPE, and PP). LLDPE showed the lowest birefringence, and it exhibited the least 

stability, while LDPE showed the highest birefringence and it exhibited the highest 

stability. They c1assified three forms of instabilities: axisymmetric periodic variations of 

the bubble diameter, helical motion of the bubble, and variations in the position of the 

solidification line. In the LDPE cases, they found an interesting response of the freeze 

line to the cooling air flow rate. As they increased the cooling air flow rate, the freeze 

line height decreased until it reached a point where a small increase in the air flow rate 

decreased the freeze line height significantly. The freeze line height instability was less 

severe in the case ofHDPE. They found that the order of stability is as follows: 

LDPE> HDPE > LLDPE> pp 

These findings were confirmed by several subsequent studies [Ghaneh-Fard et al. (1997), 

(1999), Fang et al. (2001)]. 

Fang et al. (2001) employed the birefringence method of Ghaneh Fard et al. 

(1996, 1997), along with rheological correlations, to study the effect of rheological 

properties on the processability and the stability of various polyethylenes in the film 

blowing process. The shear viscosity of the resins was determined by a piston-driven 

capillary and in-line capillary rheometers. The uniaxial extensional viscosity was 

determined by using two different hyperbolic converging dies. The tensile stress was 

calculated from the birefringence data, and the biaxial extensional viscosity was 

calculated as follows: 

laI + a 3 

1]bi = ~O.5112 
(16) 

They found that the stability of the bubble was proportional to the elasticity ( G') of the 

polymer. They showed that the order 9f stability for the polymers was as follows: 
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The properties of the above polymers can be found e1sewhere [Fang et al. (2001)]. 

Laffargue et al. (2002) quantified the stability by using an online video device 

developed for that purpose. The online system was used to measure the bubble 

instabilities by capturing the three-dimensional behavior of the bubble. They c1assified 

three types of instabilities: 

• Draw Resonance (DR): periodic oscillation of the bubble diameter. 

• Helicoidal Instability (HI): helicoidal motion of the bubble around the axial 

direction. 

• Frost line height instability (FLH): variation in the location of the frost line. 

They found that increasing the draw ratio, freeze line height, and the blow-up ratio made 

the bubble less stable. Kim et al. (2003) used the system in the stability comparison 

between metallocene catalyzed PE and PE with broad molecular weight distribution. 

They showed that bubbles produced from metallocene catalyzed PE were more stable 

than those produced from PE with broad MWD. 

2.3.3 Effect of Crystallization 

Kanai and White (1985) incorporated the effect of crystallization'on viscosity by 

multiplying the viscosity by an exponential function of the crystallinity, as shown in the 

equation below: 

(17) 

where 170 is the zero-shear viscosity of the melt at the reference temperature, E is the 

activation energy of melt flow, R is the univers al gas constant, T is the melt temperature, 

X is the fraction of crystallinity, and G is a constant obtained from Figure Il. 
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Figure 11: Apparent viscosity as a function of percent crystallinity. Source: Kanai and 

White (1985). 

Crystallization was thought to be the reason for the plateau in the temperature 

profile observed in the vicinity of the freeze line. However, it is likely that the heat 

transfer coefficient employed by Kanai and White might have influenced the plateau. 

They followed the approach of Menges and Predohl (1972) in estimating the heat transfer 

coefficient by dividing the machine direction into three zones. In each zone, they used a 

different value for the empirical constant in the heat transfer correlation. Kanai and White 

(1984) obtained a significant drop in the heat transfer coefficient in the area of the 

reported plateau in the temperature profile. However, they reported that the plateau in the 

temperature profile was due to the crystallization process. 

Bullwinkle et al. (2001) employed simultaneous on-line Infrared temperature 

measurements and small angle light scattering to follow LLDPE during the film blowing 

31 



Technical Background 

process. They observed that, if the stress level was not very high during the process, the 

resulting spherulites were undeformed. The reported stress and deformation rate profiles 

were not smooth. In fact, there was a jump or inflection point in these profiles in the 

vicinity of the freeze line due to the crystallization. 

Ghaneh-Fard et al. (1996) determined the stress tensor in the film for two LLDPE 

films by measuring flow birefringence. They showed that when the tensile stress is less 

than 1 x 106 Pa., the stress opticallaw is described by the following equation: 

(18) 

They assumed that the refractive index (ni) in any direction is proportional to stress 

component ('li) in the same direction and that the magnitude of the stress-optical 

coefficient (c = 2.6xl0-9 m%)[Janeschitz-Kriegl (1983)] does not depend on the strain 

rate or temperature. Polarized light from a He-Ne gas laser beam (A = 632.8nm) was 

used. The bubble is located between the source of the polarized light and a detector. The 

polarized light passed through the two sides of the bubble. The bubble was assumed to be 

stable and perfectly symmetrical. After passing through the bubble, the beam was 

detected by the detector. The following procedure was employed to carry out their 

experiments: 

1. Measure the blowing angle and use it as the light incident angle ( Bi ). 

2. Calculate the refraction angle (Br) from the measured light incident angle using 

the following equation: 

sin Br = sin Bi /1.49 

3. Calculate the birefringence (Lln(Br )) using the following equation: 

8 = 21rL1n(Or )d 
Âcos Or 
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where Â is the wave length, 8 is the measured retardation, and d is the film 

thickness 

4. Perform the above steps at two different incident angles and employ the following 

equation to calculate the birefringence. 

Ghaneh-Fard et al. (1996) found that crystallization was the main factor that affected 

orientation development. Birefringence data were used to calculate the extensional 

viscosity below the onset of crystallization. Ghaneh Fard et al. (1997) employed the 

above birefringence method to evaluate the effect of the take-up ratio (TUR or DR), the 

blow-up ratio (BUR), and the freeze line height (FLH) on the birefringence and bubble 

behavior for LLDPE. Sorne oftheir results are shown in Figure 12. 
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Figure 12: The effect of the freeze line height (FLH), the take-up ratio (TUR), the blow-up 
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Fard et al. (1997). 
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2.4 Rheologieal Considerations 

Pearson and Petrie (1975) employed a Newtonian model, Equation (1) in 

developing the theoretical framework of the film blowing process. Petrie (1973) extended 

the treatment by using the Maxwell model, in view of the viscoe1astic nature of the melt. 

Han and Park (1975) employed the power law model to evaluate the effect of viscosity 

change on process stability. Lou and Tanner (1985) compared the Maxwell and Leonov 

models, in order to incorporate the effect of strain hardening. They showed that the 

Maxwell model gave better predictive results. Cain and Denn (1988) employed the 

Newtonian, Maxwell and Marrucci models in a study to explore the effect of 

viscoe1asticity on process stability. Kanai and White (1985) incorporated crystallization 

to study the behavior of semi-crystalline polymers. Cao (1990) used a two-phase multi­

zone model to predict the viscoelastic and the visco-elastic-plastic behavior of the film in 

the process. Doufas and McHugh (2001) proposed a two-dimensional microstructural 

mode1 to explore the effect of crystallization. Sidiropoulos (2000) employed the PTT 

mode1 to describe the extensional properties of the melt. 

Viscoelastic melts maintain stresses for sorne time after the cessation of 

deformation. This period of time is known as the relaxation time. Such behavior should 

be incorporated in rheological constitutive equations. The principle of frame invariance 

has to be preserved in any constitutive equation to predict the nonlinear behavior of the 

melt at large deformation rates [Larson (1988)]. If the frame of the reference is deformed 

with the material e1ements, then the frame invariance can be achieved by incorporating 

the upper convected time derivative in the constitutive equation and the use of the Finger 

tensor. The Newtonian and Maxwell models cannot describe the viscoelastic behavior of 

polyethylenes [Yoon and Park (1992)]. 

Many mode1s assume that pol ymer chains undergo a large number of 

conformations and that the ends of any chain deform affinely, which means that the 

deformation of the pol ymer chain is equal to the deformation of the entire pol ymer melt. 

However, chains in most real melts move non-affine1y, as a result of the slippage of the 

chains relative to each other and the extension of sorne folded chains. Slippage reduces 
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the impact of the deforrnation rate on the stress. The polyrner melt is considered to forrn 

transient networks, in which the polyrner chains are strands that are not chemically cross­

linked. These strands join to forrn junctions and then break free at equal rates, as long as 

the conditions keep changing, according to the temporary network theory forrnulated by 

Green and Tobolsky (1946). The breakage probability increases upon increasing the 

chain extension, which causes the effect of the stresses to be nonlinear, depending on the 

magnitude of applied stresses. Thus, the predicted viscosity in extensional flow might 

reach a maximum value, then it may drop or it can reach a plateau at that value. 

The above behavior was modeled by Phan-Thien and Tanner (1977, 1978) to 

obtain a new constitutive equation, that ultimately involves multiplying the stress in the 

upper convective Maxwell model (UCM) by an extensional function, rer). The 

extensional function can take two forrns: an exponential forrn for melts that exhibit a 

maximum in the viscosity profile, and a linear forrn for melts that show a plateau at the 

maximum viscosity [Tanner (2000)]. The slippage of the polyrner chains is incorporated 

using an empirical constant multiplied by the deforrnation rate tensor in the UCM. The 

slippage and extensional pararneters (q and e) can be treated as model-adjusted 

pararneters [Khan and Larson (1987)], and their values can be obtained from the literature 

e.g. Tas (1994) or by conducting shear and transient experiments. The relevant equations 

in the Phan-Thien and Tanner (PTT) model are given below. 

rir(r) + À[ ;i+ 2q(r/)i)] = 217Di 

Y(r) = exp( ~ trr; ) 
eÀ r(r)=-trr. 
17 1 

(19) 

(20) 

(21) 

where 17 and À are the viscosity and relaxation time of the melt, ri is the stress in i-

direction, and Di is the deforrnation rate in the i-direction. The subscript i refers to the 

principal direction: machine, hoop and transverse directions. 
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Khan and Larson (1987), and Maia (1998) compared several constitutive 

equations (Johnson-Segalman, White-Metzner, Marrucci, Giesekus, Larson, and PTT 

equations) and conc1uded that the PTT model gives a more accurate description of 

extensional flows. Maia defined the slippage constant as a function of the deformation 

rate. Tas (1994) conc1uded that the PTT model was superior to other constitutive 

equations (Wagner, Giesekus, and Leonov), when employed to predict biaxial extension. 

He also found that the value of the extensional parameter was two orders of magnitude 

lower than the value of the slippage parameter, which was in agreement with the 

observation of Phan-Thien (1978). On the other hand, Cao and Campbell (1990) 

compared several constitutive equations (Newtonian, Maxwell, Giesekus, PTT, White­

Metzner, and Larson) and did not find the same advantages for the PTT model. This was 

probably because they used a simplified version of the PTT equations that employed a 

linear extensional function instead of the exponential form. They also set the slippage 

parameter to zero. This effectively reduced the PTT equation to the Giesekus model. 
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Chapter 3 

3 SCOPE AND OBJECTIVES 

The primary goal of the present work is to develop a microstructure and product­

oriented two-dimensional model of the film blowing process that incorporates 

crystallinity, viscoelasticity, and cooling effects. The model covers the whole pro cess 

from the die exit to the nip roUs. It employs the Phan-Thien and Tanner (PTT) 

constitutive model for the melt region and the Neo-Hookean constitutive model for the 

semi-solid region. It will be applied for a wide range of processing conditions and 

different types of polyethylene. The proposed model takes into consideration the effects 

of stress-induced orientation on crystaUization and the interactions between crystaUinity 

and rheology. The predictions of the model are validated by comparison with analytical 

and computational solutions reported in the literature and experimental data reported by 

various researchers. 

The specific objectives of the thesis are outlined below: 

1. Develop a two-dimensional model of the film blowing pro cess that 

describes the variation of temperature in the thickness and in the machine 

directions, and predicts the variations of dimensions, deformation, and 

stresses from the die exit to the nip roUs. 

2. Incorporate crystaUization and viscoelastic effects to predict crystallinity, 

orientation, and birefringence in the blown films. 

3. Employa realistic heat transfer coefficient. 

4. Establish the accuracy and robustness of the model by comparing the 

model predictions to available analytical and computational results for a 

variety of film blowing systems. 

5. Validate the proposed model by comparing model predictions to 

experimental film blowing reported data. 
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6. Validate the proposed model by comparing model predictions regarding 

film crystallinity and orientation to experimental data obtained on blown 

films. 

The development of the two-dimensional mode1 of the film blowing process and 

the treatment of the heat transfer coefficient are given in Chapter 4. In additions, Chapter 

4 presents the numerical scheme that is employed in the computer simulation, and the 

input parameters required to run the simulation. It also provides the results of tests of the 

accuracy, stability, and robustness of the model. 

Chapter 5 provides validation of the proposed mode1 by comparison of model 

predictions to experimental data reported in literature. Moreover, experimental data 

obtained on blown films in our laboratories are compared to the crystallinity and 

orientation values predicted by the proposed simulation. 

The conclusions, the main contributions to knowledge, and suggestions for future 

, studies are highlighted in chapter 6, which is followed by a list of references. 
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Chapter 4 

4 MATHEMATICAl MODEl 

This chapter describes the proposed mathematical treatment of the dynamics, 

kinematics, energetics, and rheology of the film blowing process. The equations of 

motions folIow the framework of Pearson and Petrie (1970). A system of seven main 

equations is employed to model the process: one continuity equation, two force balance 

equations, one energy equation, and three constitutive equations. The proper boundary 

conditions are identified to solve the system of equations. A new correlation is proposed 

to estimate the variable heat transfer coefficient. Furthermore, a set of auxiliary equations 

is suggested to calculate orientation, viscosity and relaxation time for the melt, and 

relaxation modulus for the solid-like film. 

4.1 Description of the Film Blowing Process 

The film blowing process is modeled with a two-dimensional simulation in the 

domain 0 ~ z ~ L and ho ~ h ~ h f . L is the total vertical distance between the die exit and 

the nip rolIs, and z is the axial distance moving away from the die exit, while h is the 

film thickness marching outward in the direction normal to the film. hf and ho are the 

final film thickness and the gap thickness of the die, respectively. In the folIowing, a 

superscript asterisk signifies a dimensionless variable. Otherwise, the variables are 

dimensional. The dimensionless variables are defined in the nomenclature section, along 

with the corresponding dimensional variables. A schematic of the film blowing process is 

shown in Figure 13. 

The film is regarded as a thin membrane under the influence of the forces 

resulting from the longitudinal boundary traction and the difference in pressure between 

the in si de and the outside of the produced bubble. As soon as the molten tube leaves the 

die exit, it is subjected to fast cooling and tensile stresses. These conditions cause 
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significant crystallization, which has important effects on the film structure. Thus, the 

model presented in this study incorporates the changes in the rheological behavior and 

the morphological characteristics of the blown film, in order to obtain a realistic 

prediction of the properties of the final film. 

Nip RaIls 

o 

! ,2 
.& , 

! 
! 
1 
r---+r 

Air S1lIlmlv 

Figure 13: Schematic of the film blowing process. 
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The process is assumed to be at steady state, and the bubble is assumed to be axi­

symmetric with respect to the vertical z -axis. Since, the thickness of the film is very 

small, relative to the radius of the bubble, it is treated as a thin membrane that has two 

radii of curvature in the machine and hoop directions, RI and R3 [Pearson and Petrie 

(1970)]. The radii of curvature are related to the radius of the tube by using the 

geometrical relations of the thin shell theory. Figure 14 shows a schematic of the 

differential element of the film, along with the directions of the stress components in the 

machine and hoop directions. The thin shell approximation [Gibson (1965), Leissa 

(1973)] is also used in formulating the force balance. The following relationships are 

used for Ri andR3 [Pearson and Petrie (1970)]: 

1+( ~: J -

Rj= 
-sec3 f} 

= 
d 2r d 2r 

dz 2 dz 2 

R3 =_r_=r~l+(dr/dzY 
cosf} 

dr 
tan{} =-

dz 

3/2 

(22) 

(23) 

(24) 

The subscripts 1,2, and 3 refer to the meridian (machine), the thickness (normal), and the 

hoop (transverse) directions, respectively. 

Figure 14: The film is assumed to be a thin membrane that has two radii of curvature. 
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4.2 Mass Balance 

The mass flow rate of the polyrner is conserved throughout the process and is 

calculated by the following equation: 

rit = pQ = p.2.1(rhv (25) 

While the density is assumed to be constant, allowance is made for variation of 

the crystallinity, which influences both the flow characteristics (e.g. the viscosity and 

viscoelastic parameters) and energetics in the energy equation. Furthermore, the effect of 

density variation in the energy equation is reduced by the use of thermal diffusivity, 

which tends to undergo little change, compared to thermal conductivity, under the 

prevailing experimental conditions [Kamal et al. (1983)]. The equation of conti nuit y, in 

its final dimensionless form, is: 

••• (26) 
rhv =1 

4.3 Force Balance 

In formulating the momentum balance, air friction, inertia, gravit y force, and 

surface tension are neglected. The pre-process stresses in the die are also ignored. Thus, it 

is assumed that the processing conditions are such that melt instability is not encountered 

at the exit of the die. Extrusion swell has been ignored 

Two equations are needed to describe the relationships among the normal stresses, 

inflation pressure, and take-up force in two directions [Pearson and Petrie (1970)]. The 

approach of Agassant (1991) is adopted in formu1ating the two force balance equations 

that are constructed by employing the representation shown in Figure 15 of the 

differential element of the film that was shown in Figure 14. The first equation is for 

forces in the machine direction, while the second equation is for forces in the thickness 

direction. 
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Figure 15: Dimensional representation of the differential element of the film. 

It should be noted that Çl, Ç2 and Ç3 are local coordinates of the differential e1ement in 

Figure 15. al and a3 are the angles of curvature in the machine and hoop directions. 

4.3.1 Force Balance in the Normal Direction 

Force due the internaI pressure = M,SI ,S3 

F oree due to the meridian stresses = 2S3 .h.al • sin al 

Force due to the hoop stresses = 2SI .h.a3• sina3 

Force due to the element weight = P,SI,S3 .h.g. sin (J 

. _ _ SI 
slnal =al =-

2RI 
.' _ _ S3 

sma3 =a3 =-
2R3 

(the angle of curvature is very small) 
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Substituting for Rl and R2 and ignoring the effect of gravit y give the following equation: 

L1P u I d(J u 3 = +-~ 
(34) 

h - sec(J dz rsec(J 

Rearranging the ab ove equation gives: 

d(J 1 (CY3 LJp) 
dz = CYl --; - h.cos B 

(35) 

which describes the change in the blowing angle along the machine direction 

4.3.2 Force Balance in the Machine Direction 

The forces acting on a film element at position (r, z) consist of the components of 

the draw force, the pressure force, and the weight ofthe film, as follows: 

But F(z) = 2m-hCY\ cos(J 

2 2 f dz => Fo = 2m-ha\ cos e - /lp.:r(r - ro ) - 2m-hpg--
. cos(J 

Equation (38) is differentiated with respect to z after ignoring the gravit y effect: 

2:r(r'hul cos (J + rh'CY I cos (J + rhu; cos (J - rhul.(J' sin(J) = 27riJprr' 

Dividing by 2:r cos (J and substituting for (J' from Equation (35) yie1ds: 

r'hul + rh' CYl + rhCY; - rhr{(CY3 - LJp )J= LJprr' l rh. cos (J cos (J 

r'hCY I + rh' u I + rhu; - rhr,(U3 )+ rr'(~)= LJprr' 
r cos (J cos (J 

Canceling similar terms, dividing by rhCYI , and rearranging produce: 

, h' 
0"; =~(a3 -aI)--a j 

r h 

Equation (41) is rewritten in the following form to calculate the thickness reduction: 

h' = r'(u3 - u I J- u; 
h r u I CYl 
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4.3.3 Final Equations of Motion 

The final equations of motion that are employed in the CUITent work are written in 

dimensionless form as follows: 

(43) 

[ 
* J (J' = _1_ (13 _ 2B 

~I ; hcos(J 

(44) 

In the above and hereafter, the prime refers to the derivative of the cOITesponding 

dimensionless variable with respect to z. Moreover, the radii of curvature are eliminated 

from the equations by using their geometrical relationships with the bubble radius and the 

blowing angle, in order to avoid instabilities that might be encountered due to the large 

axial curvature in the vicinity of the freeze line. This approach was followed by André et 

al. (1998). 

Equation (38) is combined with Equation (33), after ignoring the gravit y effect 

and substituting from Equations (22) and (23). The terms of the resulting equations are 

rendered dimensionless as follows. 

The force balance in the machine direction becomes: 

{ 2]1/2 
CT I -v(F'+r2B11+(:) =0 

(45) 

and the force balance in the thickness direction becomes: 

[ 
2] [ 2]I/2 * 2 d 2 r dr (13 dr (F +r B)-+2rB 1+(-) -- 1+(-) =0 

~2 ~ W ~ 

(46) 

where 
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(47) 

where the following Newtonian definition of the stresses IS employed in the above 

equations 

dv 
0'1 = 21]VI cos8-

dz 

dr 
0'3 = 21]V1 cos 8-­

r.dz 

to give the following non-dimensional Newtonian mode!. 

(48) 

(49) 

(50) 

(51) 

The above two Newtonian constitutive Equations (50) and (51) were only used to 

check the validity of the CUITent work when a comparison was made with limiting 

c1assical Newtonian cases reported in the literature, e. g. by Kanai and White (1985) and 

Cain and Denn (1988). Two interesting observations may be noted from Equations (50) 

and (51). Firstly, the equations are uncoupled. Secondly, a blow-up ratio of unit y can be 

, " 
achieved only when F* = 3B. In the isothermal case, because 1]. = 1 and r· = r • = 0, 

Equation (50) yie1ds F*=3B. Moreover, when the blow-up ratio is equal to one, the 

thickness reduction can be calculated form the following equation: 

h = hoexp(-Fz/3) (52) 

, " 
U sing Equation (47) and considering 1]. = 1 and r· = r· = 0 reduce Equation (51) to 

h :' = -F /3, which can be integrated with respect to z to yield Equation (52). 
h 
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4.4 Energy Balance 

4.4.1 Main Energy Equation 

The film undergoes strong and fast cooling during the process. The general form 

of the energy equation is employed to model heat transfer throughout the process: 

DT (op] DX pC -=-V.q-T - (V.v)-(r:Vv)+pL1Hr-
v Dt oT . Dt 

v 

(53) 

The following assumptions are employed to solve the above equation: 

i) The flow is incompressible, viscous dissipation is negligible, which means that 

the second and third terms of the right hand side (R.H.S) of Equation (53) are 

neglected. 

ii) The last term in the R.H.S of the equation is due to the heat released during 

crystallization. 

iii) The system is considered to be at steady state 

Therefore, the above equation may be rewritten as follows: 

Furthermore, the following assumptions are made: 

i) The heat capacity, Cp, the thermal conductivity, k, the density, p, and the latent 

heat of crystallization, Mlf' are aIl assumed to be constant. 

ii) There is no temperature gradient in the hoop direction (ljJ) 

iii) There is no convection (bulk motion) in the thickness direction. 

iv) Heat conduction is significant only in the thickness direction, because Pe »1 in 

the machine direction and« 1 in the thickness direction, where Pe is Peclet number. 

Thus, Equation (54) becomes: 
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(55) 

where the local coordinates of the differential element and time are related to the global 

cylindrical coordinates of the bubble as follow: 

'(hl = cos8.az 

dz = v.dt 

With the above coordinate transformation, the energy equation becomes: 

(56) 

(57) 

(58) 

(59) 

(60) 

Equation (60) is multiplied by (ra/voTa) to render it dimensionless. After employing the 

dimensionless terms and rearranging, the energy equation is reduced to the following 

form: 

(61) 

X is the absolute crystallinity of the material. 

4.4.2 Boundary Conditions 

It is assumed that the volume of the air trapped inside the bubble is so small that 

its temperature is the same as that of the inner surface of the film, which implies an 

adiabatic condition at the inner surface. The combined effect of radiation and convection 

heat transfer from the film to the cooling air and the surroundings is introduced as a 

boundary condition at the outer surface of the film. An adaptation of the heat transfer 
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coefficient obtained by Sidiropoulos (2000) is employed for this purpose. The me1t 

temperature at the die exit is assumed to be known and so high that no crystallization 

occurs in the melt prior to leaving the die. The following dimensionless boundary 

conditions are employed: 

at the outer film surface: 
d T'Id r' - HTCcombined (T' T' . ) - - surface - mr 

ro·k 

(62) 

at the inner film surface: (63) 

at the die exit: 
T=l, x=o (64) 

HTCcombined is the effective heat transfer coefficient, combining both convection and 

radiation; Tair is the temperature of the cooling air; and Tswface is the temperature of the 

film surface. Equation (61) is discretized by employing the Crank-Nicholson scheme as 

follows: 

And the boundary condition is written as follows: 

_1 (T; _ Ti ) = HTCcombinedrO (Ti _ T. ) 
tl.r j j-l k j-l azr 

4.4.3 Heat Transfer Coefficient 

4.4.3.1 Previous Work 

(65) 

(66) 

The problem involves convective heat transfer from a moving surface to a strong 

cooling fluid. The surface is changing in shape, thickness, and velocity. Furthermore, the 

viscosity of the moving film is changing rapidly. Many researchers investigated the heat 

transfer for stretching and moving surfaces with constant and variable thickness [Helge et 

al. (2000), Devi et al. (1986), Lee and Tsai (1989)]. Others considered the boundary­

layer behavior for continuous moving surfaces [Sakiadis (1961)]. Menges (1975) 

suggested the following relationship between the Nusselt number (Nu) and the Grashof 
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(Gr), Prandtl (Pr), and Reynolds (Re) numbers. The relationship is then reduced as 

follows: 

(67) 

where b, 1, m, and n are empirical constants. The above dimensionless numbers are 

defined as follows: 

Nu=hr 
k 

152 f3gL3.dT 
Gr = -'--~-:---

Ji2 

Cpfl 
Pr=--

k 

Re= VP(Z-ZFJ 
fl 

(68) 

(69) 

(70) 

(71) 

where h is the heat transfer coefficient, ris the die radius, k is the thermal conductivity, p 

is the fluid density, fJ is the thermal coefficient of volumetrie expansion, g is the 

gravitational acceleration, L is a characteristic length, Ji is the viscosity Cp is the heat 

capacity, and ZFL is the freeze line height. The effect of buoyancy was ignored and only 

the effect of the velo city of the cooling air was considered. Thus, Equation (67) becomes 

a simple empirical function of the cooling air velo city. Kanai and White (1984) employed 

the formulation of Menges and divided the vertical length of the bubble to three arbitrary 

regions. They employed different empirical constants in each region. The resulting 

discontinuity in the heat transfer coefficient pro duces numerical singularities that limit 

the ability to deal with various bubble shapes and processing conditions. Kakac (1987) 

proposed correlations of the heat transfer coefficient for the mixed convection regime in 

laminar boundary layer flow. Sorne correlations are shown in Table 1. 
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Table 1: Nusselt number formulation for some cases at Laminar flow. 

For vertical cylinders in 

longitudinal flow field 

k=~ ] JRe 

(Gr }'" k2 = 4 Re 2 k] 

A=0.31l+0.127k]-0.004646k; 

B = 0.353 + 0.155k2 -.0105k; 

Nu =A·Re°.5 F 

Nu =B· GrO.25 
N 

Nu=(Nu;-Nu~ yin 

a For moving sheets vertical and 

inclined 

A =1.886Pr13
./

32
. -1.445Pr l./

3 

B =O.75..JPr.(2.5(1+2..JPr+2Pr );-0.25 

(72) 

NUN refers to Nusselt number for natural convection, while NUF refers to forced 

convection. However, the laminar flow assumption is not valid in the case of the film 

blowing process, because of the strong airflow coming from the air ring. The stretching 

of the film produces an unsteady profile of the air velocity near the surface [Devi et al. 

(1986)], which renders the above correlations even less suitable for the film blowing 

process. 

The air velocity varies significantly along the film because of the bubble shape 

and the blowing angle. In their analysis to the problem of cooling a continuous moving 

sheet by stagnant air, Lee and Tsai (1989) noted that the temperature decreased rapidly 

near the die exit because of a small boundary layer thickness. They also noted that the 

heat transfer coefficient showed strong power law dependence along the axial direction. 

Sakiadis (1961) defined a new c1ass ofboundary-Iayer problems for continuous moving 

flat surfaces, and then extended his work to continuous cylindrical surfaces. He 

conc1uded that the air velocity near the surface is proportional to the film velo city. 
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4.4.3.2 Proposed Method to Estimate the Heat Transfer 

Coefficient (HTC) 

In the film blowing process, heat transfer from the film surface to the cooling air 

takes place by convection and radiation only. In the following, a generalized function for 

the heat transfer coefficient in the film blowing process is proposed, taking into 

consideration the findings of other researchers. The correlation accounts for the cooling 

air velocity, the bubble curvature, the film temperature, and the cooling air temperature. 

The cooling air was assumed to flow in parallel to the bubble surface with a variable 

velo city. The effect of the buoyancy on the heat transfer was taken into consideration, 

because it was possible that there could be regions where there are stagnation points due 

to bubble shape and film characteristics. Buoyancy introduces the effect of the 

temperature difference between the surface and the cooling air on the heat transfer. The 

increase in the cooling air temperature was assumed to be negligible, because of the low 

variation in the heat capacity of the cooling air within the considered temperature ranges 

involved in the process 

The results of Sidiropoulos (2000) indicate that there is a strong relationship 

between the heat transfer coefficient, on one hand, and the surface temperature and 

bubble radius, on the other hand. They also show that the heat transfer coefficient (HTC) 

decays exponentially from a maximum near the die exit to its value at the freeze line (see 

Figure 16). Hence, in this work, an exponential function was employed. The function 

takes into consideration the bubble shape, the film and cooling air temperatures, and the 

air velo city, maintaining a small number of fitting parameters. An analysis of the results 

of Sidiropoulos was employed to obtain the necessary parameters. 
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Figure 16: The HTC profiles on LLDPE film surface as shown by Sidiropoulos (2000) 

for different flow rates of the cooling air 

The following general function is proposed: 

(73) 

FI, incorporates the effect of dimensionless temperature difference between the film 

surface and the cooling air and the effect of the dimensionless bubble radius; F2 

incorporates the effect of the air velo city, by comparing the profiles of the heat transfer 

coefficient at different rates of the cooling air. il was inc1uded to account for the end 

effects near the die exit and after the freeze Hne. It is suggested that FI and F2 have the 

following forms: 

(74) 
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(75) 

Equations (74) and (75) are substituted into Equation (73) to give the following: 

[
560 -780· exp(-1.27(Tsllrface - Tair )- 0.035· r)] 

HTC=C . +.Q 
1 + exp(0.5z FL - z) 

(76) 

The values of the constants were obtained by fitting a two-dimensional function to the 

profiles of the heat transfer coefficient reported by Sidiropoulos (2000). F] was obtained 

first, then a correction was made by employing F2 to account for variation of the 

volumetrie flow rate of the cooling air. The portion of the data near the die exit was 

ignored initially in order to obtain the values of the constants Cl, C2, C3, and C4. Figures 17 

and 18 were used for this purpose. Subsequently, the function F2 was introduced, in order 

to account for the cooling air behavior, as the temperature drops steadily and the bubble 

expands continuously until the freeze line. Figure 19 shows good agreement between the 

results obtained using Equation (76) and the data obtained by Sidiropoulos (2000). 
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Figure 17: The heat transfer coefficient as a function of temperature 
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Figure 18: The heat transfer coefficient as a function of the bubble radius. 
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• Reported HTC @ 5 ft.s·1 

• Reported HTC @ 10It.s·1 
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Figure 19: A comparison between the predicted heat transfer coefficient (lines) and 

the heat transfer coefficient reported (symbols) by Sidiropoulos, (2000) for three 

different volumetrie flow rates. 
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Sidiropoulos (2000) calculated the heat transfer coefficient as a function of the 

axial distance for three different volumetric flow rates. In aIl cases, there were dips 

followed by peaks, nearly halfway to the freeze line. F2 was employed to simulate that 

behavior. n was added to the function to account for the initial cooling effect on the film 

both at the lip ofthe die exit and after the freeze line. It was defined as follows: 

• 
n = A exp( - z 2 ) + B 

(77) 

The exponential term collapses to zero after a very short distance from the die exit, as its 

role is only to introduce the initial effect of the cooling air at the die exit due to the 

sud den jet issuing from the air ring. 'B' describes the behavior ofthe cooling system after 

the freeze line. 'A' and 'B' were found to show linear dependence on the volumetric flow 

rate of the cooling air, as shown in Table 2. Linear regression was employed to find 'A " 

'B', and 'C' as functions of the cooling air flow rate. Figure 20 shows the profiles of the 

heat transfer coefficient without the exponential term in n. Figure 21 shows the profiles 

of the heat transfer coefficient without F2. They decrease monotonically until they reach a 

plateau without exhibiting any peak. 

Table 2: Values of A, B, and C used. 

Vair (lt.s -1) A B C 

25 180 40 2 

10 90 25 1 

5 60 Il 0.6 

A=6Vair +30 

B = l.4Vair + 7.4 

c = 0.084Vair 
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Figure 20: The behavior of the heat transfer coefficient when it is defined as a 

function of temperature and radius only. 
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Figure 21: The effect of eliminating the initial turbulence near the die exit on the heat 

transfer coefficient. 
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4.5 Rheological Description of the Process 

The shear stresses in the annular die are neglected, since melt is assumed to be at 

a temperature that is high enough to relax aIl pre-process stresses. The flow outside the 

die is regarded as homogeneous, under biaxial extension. Employing the above 

assumptions, along with postulation that the polymer has a constant density, the 

deformation rate tensor is written in the diagonal form Equation (78): 

• 
1 dv 

0 0 ---• • 
v d z (78) • 

Di B 0 
1 d h 

0 = v cos ---• • 
h d z 

• 

0 0 
1 d r ---• • 
r d z 

The key variables are the stresses ((Yj), the deformation rate (D), the deformation 

(D), the viscosity (T7), the relaxation time (IL), and the relaxation modulus (G). 

4.5.1 Constitutive Equations in Molten Phase 

The stresses in the melt are modeled using the Phan-Thien and Tanner (PTT) 

constitutive equation, because it is the most suitable model for extensional flows [Larson 

(1988), Tas (1994), Tanner (2000)]. The PTT constitutive model describes the 

extensional behavior of the film with the parameter ê and the slippage property of the 

polymer chains with the parameter ç [Larson (1988)]. 

(79) 

Several studies showed the superiority of the PTT model for describing extensional flow, 

such as those of Khan and Larson (1987), Tas (1994), and Maia (1999). Each compared 

several constitutive equations (such as Johnson-Segalman, White-Metzner, Marrucci, 
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Giesekus, Larson, and PTT equations). The upper convective time derivatives, Equation 

(80), recover frame invariance and provide the Finger measure of the deformation rate to 

express the deformation rate history. 

;j = dr -[Vv][rj]-[rjIVvJ 
dt 

Y(T) = exp( ~ trT; J 

(80) 

(81) 

The extensional function, Equation (81), expresses the extensional properties of the flow. 

The exponential form is more favorable for describing the rheological behavior of melts 

in extensional pro cesses than the linear form [Tanner (2000)], because the former 

describes the extensional behavior in a more real way than the latter [Phan-Thien (1978)]. 

It was found that employing the linear form predicts a plateau in the extensional viscosity 

at high extensional rates without showing shear thinning, which is not realistic. The 

extensional viscosity was predicted to decrease after reaching a maximum, only when the 

exponential form was employed [Phan-Thien(1978)]. Alves et al. (2003) reported that 

they were able to simulate pl anar contraction at high elasticity only by employing the 

exponential form of the PTT extensional function. 

In the CUITent work, the method of Lin et al. (2002) was followed to calculate the 

value of ç by fitting Equation (82) to dynamic data for various LLDPE and LDPE melts, 

assuming1](r) = ri" (w). 

(82) 

The values of çwere found in the range of 0.147- 0.153. Therefore, ç= 0.15 was 

employed in the CUITent work, which was the same value reported by Tas (1994). The 

value employed for the parameter e, which was 0.06, was also taken from Tas (1994) for 

the sake of consistency. It will be shown later that varying these two parameters within 

the range reported in the literature influences the predictions of the model only slightly. 
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In the present work, the total stress in any direction is composed of the deviatoric 

element and the pressure acting on the fluid, as follows: 

[a]=-p[I]+[r] 

The stress is calculated using the following viscoelastic expression: 

[r]+ Â 8[r] = 21][1>] 
8t 

(83) 

(84) 

The second term is the cupper convective time derivative, in which the Finger tensor is 

used to track the deformation history: 

8[r] = d[r] _ [Vv][r]- [r][Vvr 
8t dt 

(85) 

aVI 0 0 
aVI . 0 0 

(86) 

afl 

f~ 
0 

~l= 
rI afl 

[Vvnr] = 0 
aV2 0 r 2 0 

aV2 0 
af2 r 2 af2 

aV3 0 r 3 aV3 0 0 0 0 r 3T af3 a 3 

aVI 0 0 
aVI 0 0 

(87) 
rIT 

fT' 
0 

n 
afl a 1 

[r][Vvr = ~ r 2 0 
aV2 0 0 

aV2 0 = r 2 af2 
0 

af2 
aV3 aV3 0 0 0 0 

r 3 af3 af3 

dr) 
0 0 

dr) 
0 0 

(88) 

d[r] 
dt dz 

= 0 
dr2 0 = V cos () 0 

dp 
0 

dt dt dz 

0 0 
dr3 0 0 

dr3 

dt dz 
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av} 
0 0 av r- r- 0 0 } oç} } Oz 

[Vv ][r l+ [r][Vv]' = 2 0 
av} 

0 = 2cos(} 0 
ah 

0 r- r-
2 OÇ2 2 oz 

oV3 0 0 
or 

0 0 r-r- 3 Oz 3 OÇ3 

Substituting Equations (88) and (89) into Equation (85) and putting the result into 

Equation (84) yields: 

dr ~ ~ 
TI + Âv cos (}_I - 2ÂTI cosB- = 21]cosB-

dz dz dz 

p+},ycmlJdp _2}p~cmlJdh =2I]~co:i)dh 
dz h dz h dz 

d~ v ~ v ~ r3 + ÂvcosB--2ÂT3 -cosB- = 21]-cosB-
dz a dz r dz 

(89) 

(90) 

(91) 

(92) 

The extensional function and the slippage parameter are introduced into the Maxwell 

equations (44 - 46) to ob tain the PTT constitutive equations: 

dr dv () dv ÂvcosB-} = 21]cosB-- YT j + 2 l-ç ÂT} cosB-
dz dz dz 

},yco:i)dp = 2I]~co:i)dh - Yp+ iJ _ç)}p~co:i)dh 
~ h ~ h ~ 

dr3 v dr ( v dr 
ÂvcosB-= 21]-cosB-- YT3 + 2 l-Ç)ÂT3 -cosB-

~ r ~ a ~ 

• • 
a=T-P 

(93) 

(94) 

(95) 

(96) 

(97) 

(98) 

(99) 

where P is the pressure right at the moving surface of the fluid. Because the only non­

zero components of the stress, the deformation, and the deformation rate tensors are the 

extensional components, which are the diagonal components, tensor indication is 

replaced by the subscript "i" (1, 2, or 3), which indicates the direction of the stress 

component (machine, thickness, or hoop, respectively). The velo city is eliminated using 

the continuity equation. The above equations can be made dimensionless by multiplying 
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by ;;; va ' and then by rearranging the tenns so the equations take the final fonn of the 

PTT model, which is used to simulate the melt behavior in the viscoelastic region. The 

relevant equations are listed in dimensionless fonn as follows: 

· · · · ( J " 21]. . rha) eDe" • 
a) = -(D) -D2 )- exp -.-(a)+ a3+3P) 

De De cos (J 1] 
(100) 

+ 2(1-';{';', D, +P(D, -D,)) 

. . . . ( ] • 21] rh P eDe" • 
p' = -(.D2 )- exp -.-(a/+C13+3P) 

De De cos (J 1] 

+ 2( 1 - ;;( P.1\ ) 
(101) 

· · · · ( J " 21]. . rha3 eDe" • 
C13 =-(D3 -D2 )- exp -.-(C1)+C13+3P) 

De De cos (J 1] 
(102) 

+2(1-';{ ';',D, + P(D, -D,)) 

4.5.2 Crystallinity and Orientation 

Kanai and White (1985) proposed Equation (103) to describe the effect of 

crystallinity on the melt viscosity. 

• 
17(X) = exp(lJfX) 

(103) 

tp is an empirical consistency parameter that is adjusted according to the polymer type. 

They obtained tp by fitting viscosity data for sampI es of known crystallinity levels. The 

parameter, 'P, could vary depending on the material and conditions employed. However, 

the above expression was shown to be reasonably accurate. It was used by various 

researchers, induding Kanai (1999) and Ziabicki (1974, 1999). It should be noted that the 

crystallinity, X, refers to the absolute fractional crystallinity in the material and not the 
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fraction of crystallizable portion as suggested by sorne other researchers [Doufas and 

McHugh (2001)]. This is because the viscosity and other properties of the film depend on 

the absolute crystallinity (the weight fraction of the crystalline phase in the film and not 

on the so-called relative crystallinity, i. e., fraction of crystallizable portion. 

In the present work, the function of Kanai and White (1985) is employed in the overall 

viscosity function to incorporate the effect of crystallinity on the viscosity. The following 

expression describes the dimensionless viscosity of the melt, which incorporates the 

measured dynamic shear constants (Ài and gi) of the melt: 

(104) 

1h is the second invariant of the deformation rate tensor and n is the number of Maxwell 

modes. The activation energy of the polymer (E) and univers al gas constant (Rg) are 

obtained from dynamic rheological measurements. The temperature dependence of the 

viscosity and the relaxation time is consistent with the work done by Andre et al. (1998) 

and Sidiropoulos (2000). 

Nagamatsu (1961) described the effect of crystallinity on the relaxation modulus. 

He measured the relaxation modulus for polyethylene samples of known degrees of 

crystallinity. From the plotted curves ofthe relaxation modulus vs. degree of crystallinity, 

he deduced Equation (105). In the present work, Equation (lOS) and Â == ~ are 

employed to obtain the effect of crystallinity on the relaxation time. The resulting 

equation was approximated by II.(X)== ~ = exp(qJX) to avoid numerical problems that 

might occur at very low values of crystallinity. 

G(X)= (~ yl-Xoo J 
l-X À X oo 
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where X is the absolute crystallinity, and Xx> is the ultimate achievable crystallinity in the 

material. The resulting dimensionless relaxation time (Deborah number) is defined as a 

function of temperature and crystallinity: 

Âv (E(l 1J J De(T,X)=-1L..!L. exp - --- +cpX 
ro Rg T To 

(106) 

The zero-shear viscosity (Tlo) and zero-shear relaxation time (-1.0 ) were estimated from the 

following relationships: 

170 = IÂ;g; 
;=1 

(107) 

(108) 

In the above equations, the dimensionless viscosity and the dimensionless 

relaxation time (Deborah number) were defined as functions of temperature using the 

Arrhenius relationship (since the melt temperature is more than 100 Oc higher than the 

glass transition temperature [Ferry (1980)]. The effect of the deformation rate on the 

viscosity was employed by using the formulation of Tanner (2000), Equation (82), since 

the extensional viscosity in melts was shown to be proportional to the shear viscosity [Lin 

et al (2002)]. 

4.5.3 Constitutive Equation for the Solid-Like Phase 

As the film temperature decreases, the material starts to exhibit solid-like 

behavior. From that point (commonly known as the freeze line) onward, the film is 

assumed to behave as a Neo-Hookean material. Thus, the Neo-Hookean equations are 

used to calculate the stresses. In the solid-like region, the film is characterized by a 

growing relaxation modulus. Soskey and Winter (1985) reported that the extensional 

relaxation modulus and the shear modulus have similar time dependence in the linear 

viscoelastic range. Catstiff et al. (1956) reported that the relaxation modulus grows faster 
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and spreads over a narrower range of temperature for polymers with higher crystallinity. 

The value of relaxation modulus of the solid films is several orders of magnitude higher 

than that of the pol ymer melt, which means that the stresses approach the equilibrium 

state much faster when the film solidifies. 

The transition boundary between liquid-like melt and solid-like film is assumed to 

take place when the variation in blowing angle becomes null, as ca1culated by Equation 

(44). André et al. (1998) showed that convergence might be reached with a single-phase 

viscoelastic melt model if the initial blowing angle is guessed accurately; therefore, his 

approach was implemented in the current work to reach convergence at the freeze line. At 

this point, known as the freeze line (FL), deformation do es not cease in all directions and 

the magnitudes of the deformation vary according to the extensional force. In other 

words, the stresses at the freeze line become high enough to resist further deformation in 

at least one direction. The increase in the stresses is due to the increase in the viscosity, as 

a result of the drop in the temperature, which may or may not be accompanied by a 

significant increase in the crystallinity. No boundary conditions are imposed on the 

thickness or the deformation rate at the freeze line. Otherwise the problem becomes over.,. 

determined mathematically, which causes decoupling of the continuity equation from the 

rest of the equations. The freeze line was defined according to the above criteria to 

correspond as c10sely as possible to the real situation. A definition based on an arbitrarily 

specified crystallinity or temperature level would not be realistic. In such cases, it is 

likely that the freeze line may be forced to occur either prematurely or too late. The 

deformation components are evaluated in that region using the following equations: 

* FL * FL 

D FL = ai + P 
i • FL 

2G 

D, = D;' + ln[j), 1 

D, =D;' +{>;, 1 

(109) 

(110) 

(111) 
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(112) 

where the superscript "FL" indicates the value at the freeze line. The above expressions 

of deformation are incorporated in the following Neo-Hookean type equations (in 

dimensionless macroscopic form) to evaluate stress in the solid-like region, 

(113) 

* * (114) 
p= 2G.D2 

where P is the dimensionless pressure right at the moving surface of the fluid. However, 

in order to use the above equations, the relaxation modulus function for the solid-like 

film is nee~ed. Nagamatsu (1961) showed that the crystallinity and orientation impact the 

effects of time and temperature on the relaxation modulus and induce vertical translation 

along the log modulus axis. Following a similar approach, the following equations are 

employed to calculate the relaxation modulus: 

(115) 

In Equation (115), the rheological constants gi and Âi are obtained from the 

reported experimental data at the reference temperature (Tr), which was 20 Oc 
[Nagamatsu (1961)]. Nagamatsu measured the stress relaxation curves of three types of 

polyethylene at temperatures between 20 and 80 Oc to establish master curves for the 

stress relaxation modulus. From these curves, he determined the horizontal shi ft factor 

due to temperature and the vertical shift factor due to the crystallinity. In the CUITent 

work, the Williams-Landel-Ferry (WLF) equation was fitted to the curve of the 

temperature shift factor obtained by Nagamatsu to determine the values ofparameters Cl, 

and C2. AIso, an exponential function was fitted to the vertical shift factor obtained by 

Nagamatsu to determine the value of C3. These solid rheological properties were assumed 

to be the same for aIl the polyethylene cases considered in the CUITent work. It is worth 
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noting that the above equations show the possibility of stress growth after the freeze Hne 

because the stresses in this region (solid-like) are dictated by the amount of deforrnation 

(not the deforrnation rate) and relaxation modulus. 

4.6 Crystallization Kinetics 

In the film blowing process, polyethylene crystallizes and forrns a semi-crystalline 

phase. Crystallization is due to the under-cooling and extensional stress. Crystallization 

kinetics is described by Nakamura's nonisotherrnal model [Nakamura et al. (1972)], 

which evolved from the A vrami isotherrnal model. Ziabicki (1999) showed that the 

crystallization rate constant depends on the polymer temperature and the orientation of 

polymer chains that results from the induced-stresses: 

dX N-l 

Tt = N.Xoo(T ).K(T).( 1-X ).(-ln( 1-X)) N 

(116) 

K(T) = K~.exp[ -4.0'ln2.~:(T - Tm~/ + A'LI, ] 
(117) 

Coupling of the crystallization kinetics and the orientation is not universal. The 

parameter HA" is the dimensionless Ziabicki constant of stress- induced orientation 

[Ziabicki (1976)]. The value of this parameter may vary from one polymer to another, 

and it could be dependent on the stress applied and amount of supercooling. Ziabicki 

assumed that nuc1eation and growth rates are unaffected by the level of orientation, so the 

effect of orientation on the melting temperature can be studied at different extension 

ratios. In the absence of reliable data, the value of Ziabicki's constant (A) was fixed at 

1000 for all experiments to avoid exaggerating the effect of orientation on crystallinity. N 

is the A vrami constant under quiescent conditions, and f3 is a material characteristic, 

which is the half-width of the empirically observed curve for K(T). X OO is the ultimate 

crystallinity, which is defined as a function of temperature. It was obtained by fitting 

isotherrnal crystallization data reported by Lungu (2000). The probabilistic parameter, J; , 

represents the average orientation, which is proportional to the applied stress field 
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[Macosko (1994)]. The orientation is calculated from the birefringence, which IS 

calculated from the stress optical relationship. 

(118) 

(119) 

where Lini is the calculated birefringence, Lino is the intrinsic birefringence, and c is the 

stress-optical constant. InternaI stresses and interfacial effects may contribute to the 

magnitude of the birefringence, but orientation-induced birefringence due to the 

crystalline and amorphous components is the dominant factor [Ward (1997)]. 

4.7 Boundary Conditions 

At the die exit, swelling is neglected and the initial radius and thickness of the 

polymerie tube are assumed to be equal to the radius and gap thickness of the die exit. 

The initial blowing angle, (Jo, depends on the polymer type and traction forces, and it is 

guessed using a numerical shooting technique. The initial film velocity, vo' is determined 

from the mass flow rate of the polymer at the die exit. The initial temperature is the melt 

temperature at the die exit, at which the zero-shear viscosity and relaxation time are 

estimated. Normal stresses in the machine and hoop directions at the die exit are 

calculated using the following momentum equations. 

* ( *J F+B 0"1 O,h =---
cos(J 

(120) 

• ( ') 2B 0"3 O,h =--
cos(J 

(121) 

The normal stress in the thickness direction, (J2' is zero because 'f2 = p. The 

above equations are deduced from the force balance in the machine direction (Equation 

(38)) and the force balance in the thickness direction (Equation (33)). The thickness and 
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the radius are equal to unit y at the die exit, because they are rendered dimensionless, 

which means that r =ro and h =ho , respectively. 

4.8 Numerical Methods 

4.8.1 Aigorithm 

The film is divided into a large number of imaginary paraUe1 thin annular layers, 

as shown in Figure 22. The total thickness is the sum of the thicknesses of these sub­

layers. There is no ve10city gradient in the thickness direction because the flow is 

assumed to be extensional. The variation in the material properties of the layers is only 

due to the temperature drop in the thickness and machine directions. The number of steps 

in the axial direction is determined by dividing the distance between the die exit and the 

nip roUs by the integration step size chosen. The distance is chosen to be 35 times the 

outside radius of the die exit, and the integration step size is chosen to be 0.002 (the 

method of selecting the step size will be shown be1ow). 

-_ - - i 
; 

1 !! ~--
i ! j,' ..... ",;/ >.. __ . .,...._.; .... -._. __ ._._._. i+ 1 

, - ..... , -- ... .... ., :", ,: ... ! 
, - ,--: __ .". fil'" ... .... ,,; l i 

! i . 

Figure 22: A mesh map of a portion of the film. 
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AU equations are solved simultaneously using two numerical techniques: the 

finite difference and Runge-Kutta methods. The finite difference method employed to 

solve the energy equation is the Crank-Nicolson scheme, since it is unconditionally 

stable. The fourth-order Runge-Kutta method is used to solve the other equations, 

because of its simplicity and accuracy. 

The computational algorithm is outlined in Figure 23.The initial conditions of the 

temperature, stresses, film velocity, film thickness, and the bubble radius at the die exit 

are known. The simulation is conducted in the axial distance, moving away from the die 

exit row by row. At each row, the solution is performed outward from the inner surface. 

The rheological properties and crystallinity of the film are calculated first. Then, the 

stresses are calculated at that temperature. Simultaneously, the calculated values of the 

stresses are used to calculate the evolution of the bubble radius and reduction in the 

thickness. At the end of the simulation, the film is transformed to an (i x j) nodal map. 

The axial number of nodes, i, is determined according to the integration step desired. The 

number of divisions, j, is optimized by considering both the computational time and the 

accuracy. It was found from running several trials, that the accuracy does not improve 

significantly beyond 20 divisions, which is consistent with the number reported by 

Sidiropoulos (2000). Based on evaluation of convergence for dimensionless step sizes 

between 0.0008 and 0.028, a step size of 0.002 in the machine direction, was chosen as 

will be shown later. 

The Newton-Raphson method is employed to guess the value of the initial 

blowing angle at a fixed initial guess of the take-up force and inflation pressure, so that 

zero blowing angle is obtained at the freeze line. Once the zero-blowing angle is 

obtained, the simulation switches to the Neo-Hookean model and continues the 

calculation until the maximum axial distance is reached. If the blow-up ratio and the final 

film velo city at the nip rolls are equal to the desired BUR and DR, then a solution is 

found. Otherwise, a two-variable Newton-Raphson method is employed to search for new 

values (the roots) of the take-up force and inflation pressure, until the bubble radius and 

the film velo city yield the desired blow-up ratio and draw ratio at the nip roUs. 

72 



Newton's Method 

FIt ... = F+AF 

B .... =B +.dB 

1 Required BURandDRI .. 
1 Guess F and B 1 

l)To,ro,vo,ho,HTC,oll 
2)Calculate crystallinity,T] ,Â,G 
3)Calculate 0i,h,~r 

Mathematical Model 

___ ---'----....1 4)Calculate new temperature 

Newton '5 Method 
5)Repeat steps 2-4 untillr.--r.ldl & Ih.-- huld 1 
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6) Continue to nen i+ 1 and repeat the step s 

NO 

NO 

Report: F"ew' Bnew' O"ew' Bubble Shape, Fllm 
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Tem erature and aIl other variables 

Figure 23: The algorithm of the numerical computation 
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4.8.2 Input Parameters 

Three types of parameters need to be specified before running the simulation: the 

processing parameters, the model parameters, and the rheological parameters. The 

processing parameters (Table 3) are fixed experimentally, to yield the desired film 

thickness and final film properties. These data are based on film blowing experiments for 

different polyethylene resins extruded under a variety of processing conditions. The 

model parameters (Table 4) are determined from the literature and experiments. The 

rheological parameters (Table 5) are determined from dynamic and extensional 

rheological experiments. 

Table 3: Processing conditions for the film blowing process. 

C587 C863 D582 F751 G583 H866 

Take-up force, F 1.7 1.3 1.82 1.1 1.2 1.2 

(Dimensionless) 

Inflation pressure, B 0.27 0.17 0.34 0.24 .12 0.1 

(Dimensionless) 

Initial blowing angle, e 9 5 8 25 13 14 

(Degrees) 

Initial radius, ro· (m) 0.0385 0.0385 0.0385 0.0385 0.0385 0.0385 

Initialjlow rate (kg.hr-') 18.1 17.9 18.0 7.5 18.4 18 

Initial thickness, ho (m) .00254 .00089 .00089 .00127 .00089 .00089 

Die exit temperature, To 221 221 220 177 217 222 

(OC) 

Air temperature, Ta 25 25 25 25 25 25 

CC) 
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Table 4: Material properties used in the computations. 

Model.parameter Value Units Source 

'P 5.1 (C587,C863, Dimensionless Kanai 1984 

D582, G583, H866), 

7.5 (F751) 

Constant of stress- 1 000 (aU films) Dimensionless Ziabicki 1976 

induced orientation, A 

A vrami exponent, N 2 (aU films) Dimensionless Lungu 2000 

Half-width of K(T) curve, 30.3 (C587, C863) oC Lungu 2000 

fJ 32.9(D582) 

28.8 (F751) 

44.3 (G583) 

18.2 (H866) 

A vrami rate constant of 0.017 (C587, C863) s 
,1 

Lungu 2000 

crystaUization, Kmax 0.018 (D582) 

0.013 (F751) 

0.007 (G583) 

0.01 (H866) 

Heat capacity, Cp 2.3 (aU films) J.g,'.oK' Dole (1967) 

Thermal conductivity, k 0.33 (aU films) J.m ,1.S'I. ° KI Dole (1967) 

Thermal diffusivity a 1.6*10" (aU films) m.s'L Dole (1967) 

ilH, heat of fusion 290 (aH films) J ,1 .g Dole (1967) 

Density, p 923 (C587, C863) kg.m'J Kamal (2001) 

919 (D582) 

919 (F751) 

920 (G583) 

919 (H866) 
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Table 5: Rheological properties for polymers used in this work 

Property Value Source 

/""0 (S) 1.4 (C587, C863) Estimated [polymer (G) rheology] 

0.4 (D582), 2.1(F751) 

1.2 (G583), 2.2 (H866) 

1]0 (Pa. s) 11304 (C587, C863) Estimated [polymer (G) rheology] 

7943 (D582), 11630 (F751) 

10814 (G583), 16855 

(H866) 

ê 0.05 Phan-Thien 1978 

ç 0.15 Tas 1994 

Cl -10 Estimated [ experiments of Nagamatsu 

1961] 

c2 470 Estimated [ experiments of Nagamatsu 

1961] 

c3 
0.0165 Estimated [ experiments of Nagamatsu 

1961] 

Powerlaw 0.24 Estimated [polymer (G) rheology] 

constant, m 

Dynanic constarts of the liquid-Iike rœlt (G583) Dymmic constants of the sotid-Iike mm 
.... 

k lk M gr (Pa) lk(s) gr (MPa) 
• M'."" _._ .... ,._._~.~ _"_ •• ___ ,,._._ •• _ •••. _.,_,_, ___ ~ .. ~y"".~,. ,,"w ~_ ·,~,,~~w·n~~.· w ~ "_, ,~., " -,-~ .... 

1 0.00439 284300 1.9 85 
~_~=~~~'"~~ __ ~,, _______ h ___ ~k ._,,, .. ,,,.~-_._~ 

2 0.02765 60110 9.3 65 
1·······, 1·' ..... ................. ",,"' '" " '''''' , , .. -

3 0.1171 18830 24.3 12 

4 0.4867 4766 101.4 46.4 
"~,, .... -"" ' ,", ••• , v 

5 2.096 928.2 5395.1 65.2 
_ C~ , ... ' .... • v",· . . .. 

6 11.41 134.4 5395.1 65.1 
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4.8.3 Evaluation of the Numerical Scheme 

In the simulation, Newton's method was employed to estimate the mlssmg 

boundary conditions, such as the initial blowing angle. The Crank-Nicolson scheme was 

employed to solve the energy equation, and the fourth order Runge-Kutta method was 

used to solve the rest of the equations. The Crank-Nicolson method, which was employed 

to solve the energy equation, is known to be unconditionally stable [Reddy (1993), Hanna 

and Sandall (1995), Allen (1998)]. A solution is convergent, ifthe difference between the 

numerical solution and the exact (analytical) solution tends to zero [Noye (1976)]. The 

solution is consistent if that difference approaches zero as the grid spacing gets smaller. 

The solution is considered stable if the cumulative effect of all round-off errors does not 

increase unboundedly as the number of iterative steps increases. When the analytical 

solution is not known, it is usually not possible to demonstrate convergence and stability 

theoretically [Mickley (1957), Fletcher (1991)]. If a numerical method is proved to be 

stable, it is proved to be convergent as well [Mickley (1957), Allen (1998)]. 

The following sections deal with the results of a variety of tests that have been 

carried out to evaluate the accuracy, convergence, and stability of the solutions obtained 

by the simulation. Moreover, they inc1ude the results ofvarious tests that were carried out 

to evaluate the robustness of the simulation. 

4.8.3.1 Convergence Evaluation 

Two techniques were employed to study the effect of the step size. The first is 

based on the Richardson extrapolation to estimate the local error [Hanna and Sandall 

(1995)], and the second technique evaluates the relative error as a function of the step 

size. It should be noted that data of resin 0583 is used here to evaluate the performance 

ofthe numerica1 scheme to solve the proposed model. 
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4.8.3.1.1 Richardson Extrapolation 

In the Richardson extrapolation, the solution, Y, is a function of a known 

approximate solution y (h) and the step size, h, that is employed to obtain the 

approximate solution as follows [Hanna and Sandall (1995)]: 

h ~ 0 , (p < q < r) (122) 

al, a2, are constants independent of the step size, and p, q, and r are constants that depend 

on the numerical method. If the step size is small enough to obtain a good approximation, 

the last two terms of Equation (122) can be neglected and a formula for the global error 

ratio, Rg, can estimated by knowing the approximate solutions at h, h12, and h14, as 

follows: 

R = [y(hI2)-y(h)] 
g 2P [y(hI4)-y(hI2)] 

(123) 

The constant, p, is estimated from Equation (123), and an appropriate range for the error 

ratio is 0.8 :::; Rg :::; 1.2. Therefore, if the proposed simulation gives a stable and good 

approximation to the solution, Rg should increase exponentially by reducing the step size 

by a factor of2: 

p = !Og{ [y(h 12)- y(h)] } /zog 2 
[y(hI4)- y(hI2)] j' 

(124) 

The simulation was carried out at various dimensionless step sizes as shown in Figure 

24.The figure provides qualitative evidence of convergence, since the procedure suggests 

that it should be possible to obtain a solution from Equation (122). 
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Figure 24: The estimated Rg for the approximated solution of the blow-up ratio, draw ratio, and 

thickness reduction as a function of the step size. The properties of resin G583 were employed. 

4.8.3.1.2 Effects of Step Size 

In another test, convergence was evaluated by calculating the difference between 

the solution (for any of the variables, e.g. the radius or thickness) at the smallest 

achievable step size (Ya) and the solution obtained at various step sizes (Yh) and dividing 

the difference by Ya, as follows: 

R = IYa - y(hJI * 100% 
(125) 

Ya 

The solution obtained with the smallest achievable step size, Ya, is assumed to be the 

c10sest to the analytical solution, since the analytical solution is unknown [Mickley et al. 

(1957)]. The smallest achievable dimensionless step size was 0.0008 and the largest step 

size was 0.028. The above ratio was plotted as a function of the step size, as shown in 

Figure 25. The results show that the smaller was the step size, the more bounded was the 

error. This behavior ofthe relative error indicates that the solution is convergent. The step 

size that was employed in carrying out the simulation was 0.002. Figure 25 shows that, 

with this choice, the solution is fairly accurate within reasonable computational time 
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4.8.3.2 Stability of the Numerical Solution 

In this technique, a smaU error is deliberately induced at a specific random nodal 

position to perturb the solution. The error stays bounded without any propagation in the 

domain of the integration in the case of a stable numerical scheme. Therefore, an error of 

magnitude (0.001) was induced at the axial nodes (2, j), (20, j), (100, j), and (500, j) in 

separate tests, where 'T' refers to the nodal position in the thickness direction. This 

perturbation was applied to the solution for the blow-up ratio, as shown in Figure 26. The 

error did not propagate and stayed bounded aU the time till the end of the process, as seen 

in Figure 27. The above perturbation test was also applied to the solution for the 

thickness reduction ratio. The error (0.001) remained bounded aU the time as shown in 

Figure 28. This is another indication of the simulation stability. The above simple test is 

not comprehensive. In order to make it comprehensive it should be applied at each node 

of the mesh. Altematively, one may apply Fourier transform to the differential equations 

and solve to obtain the amplification factor to find the regions of stability. These 

comprehensive tests were not carried out. 
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Figure 25: The estimated relative error, R, for the approximated solution of the blow-up 

ratio as a function of the step size. The employed polymer is film G583. Ali information 

regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 26: The location of the Induced error did not affect the solution for the blow-up ratio. The 

employed polymer is film G583. Ali information regarding the properties and processing 

conditions are specified in Tables 3-5. 
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Figure 27: The induced error in the solution for the blow-up ratio did not propagate, which was an 

indication of the stability of the numerical scheme. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 28: The induced error in the solution for the thickness ratio did not propagate, which 

was an indication of the stability of the numerical scheme. The employed polymer is film 

G583. Ali information regarding the properties and processing conditions are specified in 

Tables 3-5. 

4.8.3.3 Robustness of the Model 

4.8.3.3.1 Effect of Rheological Parameters 

In order to test the robustness of the simulation, the influence of variation of sorne 

of the parameters in the PTT constitutive equation (ç and cS) was evaluated, as shown in 

Figures 29 -32. In the simulation, the above parameters were varied within the ranges 

reported in the literature [Tas (1994), Phan-Thien (1978), Tanner (2000)]. The solution 

obtained by the simulation for over 100% variation within the range of these parameters, 

led to only small differences in the important predictions. The differences were rather 

small, especially when considered relative to the solutions obtained with the values 

selected for the parameters employed in this study (shown by bold lines in the Figures). 

82 



Mathematical Model 

3.0 .......... ~---.-~-.----~-.---....., 

" ........... -------------------------
l·:;:. .... ------------------
, ':--------1 

~;'Z 
~ --------------~ 
~ 

2.5 
o 

~ 
§' 2.0 

~ o 
5 

------ ç = 0.1 
---- ç =0.12 

1.5 - Ç=0.15 
- '=0.20 

1.0 _____________ ....J 

0.0 2.0 4.0 6.0 8.0 10.0 
Dlmell'!llonless Distance From The Die Exit 

Figure 29: The effect of S on the bubble shape. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 30: The effect of S on the evolution of the stresses. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 31: The effect of ê on the shape of the bubble. Theemployed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 32: The effect of ê on the evolution of the stresses. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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In the test, the values of the take-up force, inflation pressure, and initial angle 

were guessed at the se1ected values of PTT parameters (ç = 0.15, ê = 0.05) to give the 

specified BUR and DR for pol ymer G. Then, the resulting take-up force, inflation 

pressure, and initial blowing angle were used to predict the bubble shape and pro cess 

behavior and the values of ç and ê were changed. The results are shown in Figures 29-32. 

The figures show that the melt becomes more stretchable in the machine direction as q 
and ê increase. This is understandable, because as these parameters increase, the chains of 

the melt will be more able to slip and extend (the non affine motion is higher). The take­

up force is much higher that the pressure force, which makes the polymer response faster 

in the machine direction. 

It is useful at this point to discuss the behavior of the film above the freeze line. 

While stresses in the normal direction become too low to cause further expansion of the 

bubble radius, stresses in the axial and hoop directions are large enough to cause axial 

deformation and reduction in thickness. Thus, deformation in the machine and thickness 

directions continues after the freeze line despite freezing of the bubble radius. The extent 

of deformation depends on the traction force and film temperature. Based on our 

temperature predictions and data found in the literature [e.g., Luo and Tanner (1985), 

Ghanch-Fard et al. (1997), Tas (1994)], the temperature at the freeze line is sufficiently 

high to allow further planar deformation due to extensional force in the machine 

direction. This deformation in the machine and the thickness directions causes continuous 

growth in the stress in the machine direction but at a different rate, due to the change in 

the state of the polymer from me1t-like to solid-like. Thus, the changes observed in the 

slope of the curves for stress after the freeze line (Figures 30 and 32) are due to the 

change in the rheological model that describes the behavior of the material in that region. 

Ideally, the transition should be smooth. However, in order to obtain a smooth transition, 

the two rheological models need to be matched in that zone. Unfortunately, it was not 

possible to obtain data on material properties in the vicinity of the freeze line. This should 

be an important objective in future research. In the meantime, the curves pro vide a 

reasonable idea about the behavior of the film beyond the freeze line. 
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The parameters of the relaxation modulus in the solid-like region seem to affect 

the draw ratio after the freeze line as seen in Figures 33-35. Crystallinity and orientation 

develop fast at the freeze line, which influences the stress and the reduction in the 

thickness. However, since the bubble radius does not change after the freeze line, the 

draw ratio behavior balances the reduction in the thickness. 
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Figure 33: The effect of Ct on the film velocity. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 

Simulation value: -10. 
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Figure 34: The effect of C2 on the film velocity. The employed polymer is film G583. Ali information 

regarding the properties and processing conditions are specified in Tables 3-5.The simulation 

value: 470. 
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Figure 35: The effect of C3 on the film velocity. The employed polymer is film G583. Ali information 

regarding the properties and processing conditions are specified in Tables 3-5. The simulation 

value: 0.0165. 
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4.8.3.3.2 The Parameters lfI, cp, and A 

The parameter 'If proposed by Kanai and White (1985) was employed to 

incorporate the effect of crystallization on viscosity. Kanai and White (1985) developed 

this relation for the film blowing process, assuming Newtonian behavior. The parameter 

'If was considered to be a property of the polymer. In the current work, the crystallinity 

remained at a low level until the film reached the vicinity of the freeze line. This suggests 

that 'If and cp may not be important in determination of the blow-up radius. This is 

supported by the results shown in Figures 36 and 37, where the values of 'If and cp were 

varied over a wide range without causing significant changes in the prediction of the 

blow-up ratio (BUR). This is understandable, considering that the temperature at the 

freeze-line is above 105°C, where the crystallization rates are low. 
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Figure 36: The effect of 'If on the bubble shape. The employed polymer is film G583. Ali 

information regarding the properties and processing conditions are specified in Tables 3-5. 
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Figure 37: The effect of cp on the evolution of the draw ratio. The employed polymer is film 

G583. Ali information regarding the properties and processing conditions are specified in 

Tables 3-5. 

In the absence of reliable data, the value of Ziabicki's constant (A) was fixed at 

1000, for aIl experiments, to avoid exaggerating the effect of orientation on crystaIlinity. 

However, the results shown in Figures 38 and 39 indicate that variation of "A" had a 

negligible effect on the predictions ofbubble shape and film velo city, when the parameter 

was varied from 1000 to 10000, since the orientation in the blown films is relatively 

weak. 
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Figure 38: The effect of A on the evolution of the blow-up ratio. The employed polymer is film 

G583. Ali information regarding the properties and processing conditions are specified in 

Tables 3-5. 
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Figure 39: The effect of A on the evolution of the draw ratio. The employed polymer is film 

G583. Ali information regarding the properties and processing conditions are specified in 

Tables 3-5. 

90 



Validation of The Madel 

Chapter 5 

5 VALIDATION OF THE MODEl 

This chapter provides validation of the proposed film blowing simulation by 

comparing the predictions of the simulation with results reported in the literature based 

on analytical and computational solutions oflimiting cases and on experimental data. 

5.1 Comparison With Analytical and Numerical Solutions 

In this section we compare the predictions of the proposed film-blowing model 

with analytical and computational results reported by various researchers. 

5.1.1 Analytical Solution For Isothermal Newtonian Melt 

Cain and Denn (1988) obtained an analytical solution for blowing an isothermal 

Newtonian melt. They showed that the model yields BUR=1 when F = 3B. Under these 

conditions, thickness œduction can be predicted by the following equation: 

• • (126) 
h / ho = exp(-F z/3) 

Their work was explained in detail in chapter 2 of the present work. Figure 40 shows that 

predictions of the proposed model for the thickness reduction are effectively identical 

with the results obtained by the analytical model. 
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Figure 40: The numerical solutions (lines) for the Newtonian cases when F=38 

are consistent with the analytical solutions (symbols) reported by Cain and 

Denn (1988). 

5.1.2 Non-Isothermal Newtonian Solution 

Kanai and \Vltite (1985) obtained a solution of the film blowing of a non­

isothennal Newtonian melt. They assumed an exponential function for dependence of 

viscosity on temperature and crystallinity. The simulation was one-dimensional (no radial 

variations in temperature). Figures 41 and 42 show that the proposed simulation yields 

the same results as those obtained by Kanai and White under the same conditions. 
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Figure 41: Comparison of predicted bubble shapes, using 1-0 nonisothermal Newtonian model 

[lines] with the predictions of Kanai and White [symbols] (1985) at different dimensionless take-up 

force (F) and constant dimensionless inflation pressure (8 = 0.309). 
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Figure 42: Comparison of predicted draw ratio, using 1-0 nonisothermal Newtonian model [lines] 

with the predictions of Kanai and White [symbols] (1985) at different dimensionless take-up force 

(F) and constant dimensionless inflation pressure (8 = 0.309). 
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5.1.3 Isothermal Viscoelastic Melt 

Luo and Tanner (1985) obtained a one-dimensional solution for the film blowing 

of an isothermal Maxwell fluid at different Deborah numbers (De). The results are 

compared to the predictions of the proposed simulation in Figure 43. It is seen that good 

agreement is obtained between the two solutions. The results of Luo and Tanner were 

also supported by the work of Cao (1990) and André et al. (1998). 
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Figure 43: Comparison of bubble shapes predicted by the proposed model, using 1-D isothermal 

Maxwell model [Iines] with the predictions of Luo and Tanner [symbols] (1985) at different Deborah 

numbers (De) and constant dimensionless Take up force (F=0.1.34) and inflation pressure (8 = 

0.2). 
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5.2 Comparison With Experimental Results 

In order to obtain further validation of the proposed simulation of the film 

blowing process, the predictions of the simulation were compared to experimental data 

reported in the literature. For this purpose, the results were compared with the 

experimental results reported by Butler et al. (1993), Ghaneh-Fard et al. (1997), and Tas 

(1994). 

5.2.1 Sources of Experimental Data 

Butler et al (1993) and Ghaneh-Fard et al. (1997) employed different types oflinear 

low-density polyethylene (LLDPE). AIso, Butler employed an internaI cooling system, 

which required changing the thermal boundary condition at the inner surface of the film 

from the adiabatic condition to the following condition: 

d ~ = (300 _ T sUrface) 
d r Tv 

(127) 

where To is the extrusion temperature at the die exit, and T"surface is the temperature of the 

internaI surface of the film. Since Butler did not report the exact internaI cooling 

conditions, the above equation was used by fitting experimental data. Tas (1994) used 

three types of LDPE under different processing conditions, varying take-up force and 

inflation pressure. 

The above researchers employed different die dimensions, polymers, and 

processing conditions, as will be shown later in the section of the experimental data. The 

relevant data regarding the processing conditions and material properties are summarized 

in Tables 6-9 and Figure 44. The melt rheologïcal properties of the polymers are listed in 

Table 8 and Figure 44. The data for resin G583 are employed for LLDPE resins, in the 

absence of data regarding rheology or crystallization, and the data for resin F751 are 

employed for LDPE resins in the absence of data regarding crystallization or rheology. 
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The rheological properties for the solid-like phase were the same in all cases, as shown in 

Table 8. 

Butler and Ghaneh-Fard employed similar standard experimental techniques to 

obtain the ve10city profiles. A tracer was placed on the bubble surface, and the movement 

of the tracer was recorded by video camera. Computer image analysis was applied to the 

taped images. Tas employed Laser Doppler velocimetry to measure the axial velocity 

profiles. A detailed description can be found elsewhere [Butler (1993), Ghaneh-Fard 

(1997), Tas (1994)]. 

5.2.2 Experimental Data 

The data are based on film blowing experiments reported in the literature by 

Butler (1993), Ghaneh-Fard (1997), and Tas (1994), for different polyethylene resins 

extruded under a variety of processing conditions. The processing conditions for the film 

blowing process are listed in Table 6. The material properties and model parameters are 

listed in Table 7. The Rheological properties are listed in Table 8. The melt rheological 

properties and crystallization kinetics of the polymers in the cases of Butler and Ghaneh­

Fard were assumed to be similar to those of resin 'G' for lack of information. The 

rheological properties of Nagamatsu (1961) were employed in aIl cases to model the 

solid-like film behavior. The general differences among the researches are listed in Table 

9. 

Table 6: Processing conditions for the film blowing process. 

Source Reference Butler et al Ghaneh-Fard Tas (1994) 

------------------------------------------ _O~~~L ______ _ ~! _~!: {l ~~1l ____ -----------------------
Material (LLDPE) (LLDPE) (LDPE) 

Initial radius, ro (m) 0.1 0.025 0.0384 

Initial thickness, ho (m) 0.0018 0.0009 0.0008 

Die exit temperature, To (0 C) 246 220 175 

Air temperature, Ta (0 C ) 25 25 25 
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Table 7: Material properties used in the computations 

Model parameter Value Units Source 

'P 5.1 (LLDPE), 7.5 Dimensionless Kanai (1985) 

(LDPE) 

A, Constant of stress- 1000 Dimensionless Ziabicki (1976) 

induced orientation 

N, A vrami exponent 2 Dimensionless Lungu (2000) 

{J, the half-width of K(T) 44.3 (LLDPE), oC Lungu (2000) 

curve. 28.8 (LDPE) 

Heat capacity, Cp 2.3 J.g-1.oK I Dole (1967) 

Thermal conductivity, k 0.33 J.m-1.s-1.oK l Dole (1967) 

Thermal diffusivity a 1.6* 1 0- 1 m.s-L Dole (1967) 

ÔH, heat of fusion 290 J. -1 .g Dole (1967) 

Density, p 925 (Butler), 918 kg.m-J Kamal (2001) 

(Ghaneh-Fard), 

921 (Tas) 
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Table 8: Rheological properties for polymers used in the study. 

Property Value Source 

Ào (s) 1.2 Estimated [polyrner (G) rheology] 

1]0 (Pa. s) 10814 Estimated [polyrner (G) rheology] 

ê 0.05 Phan-Thien 1978 

ç 0.15 Tas 1994 

Cl -10 Estimated [experiments of Nagamatsu 

1961] 

c2 
470 Estimated [experiments of Nagamatsu 

1961] 

c3 
0.0165 Estimated [experiments of Nagamatsu 

1961] 

m, power law constant 0.24 Estimated [polyrner (G) rheology] 

Dynamic constants of the liquid-like melt Dynamic 

LLDPE (Butler or LDPE (Tas. LI) LDPE (Tas,L1o) constants of 

Ghaneh-Fard) the solid-like 

mm 

k Âk (s) gk (kPa) Ât (s) gi (k. Ât (s) gi (k. Âk (s) gk (M 

Pa) Pa) Pa) 

1 0.004 284.3 0.000077 272.0 0.000061 229.0 1.9 85 

2 0.028 60.1 0.000705 105.0 0.000429 95.1 9.3 65 

3 0.117 18. 0.00513 60.2 0.00241 56.5 24.3 12 

4 0.487 4.8 0.0359 31.6 0.0135 33.3 101.4 46.4 

5 2.096 0.928 0.242 13.7 0.0729 17.8 5395.1 65.2 

6 Il.41 134.4 1.58 4.5 0.394 8.4 5395.1 65.1 

7 0 0 10.1 1.0 2.04 3.3 0 0 

8 0 0 72 0.15 12.4 0.96 0 0 
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Table 9: General differences among Butler (1993), Ghaneh-Fard (1997), and Tas (1994). 

Bulter Ghaneh-Fard Tas 

Used Polymer NG-LLDPE LLDPE LDPE 

Cooling System Externai and InternaI Externai Externai 

Blow-up ratio 3 2 1.5-2.5 

Draw ratio 18 9.5 4-7 

Freeze-line height (cm) 55 25 21 

10
6 
~----------------------------------~ 

• • • • 
• 

• Butler ( 19(f'C) 
• Ghaneh-Fard ( 18(f'C ) 
~ Polymer G (189°C) 

• 
• 

• 

10
2 +---~----~----~--~----~----~--~ 
10-3 10-2 10-1 104 

Shear rate (S-1) 

Figure 44: The melt viscosity profiles of the LLDPE used in this study. 
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5.2.3 Comparison of Experimental Results With Model 

Predictions 

5.2.3.1 General Comparison 

In the present work, the initial blowing angle at the die exit, the dimensionless 

inflation pressure, and the take-up force, are treated as part of the solution that is 

calculated by the simulation, as shown in Table 10. Newton's method is employed to 

guess the values of these key variables of the film blowing pro cess, which are listed in 

Table 10. 

Table 10: Predicted solution for key parameters. 

Butler Ohaneh-Fard Resin 0583 Tas 

(LLDPE) (LLDPE) (LLDPE) (LDPE) 

Take-up force, F 1.7 2.1 1.7 5.7 - 7.7 (N) 

(Dimensionless) 

Inflation pressure, B 0.21 0.05 0.17 95-135 (Pa) 

(Dimensionless) 

Initial blowing angle, e 6 -2 0 -2 -1 

(Degrees) 
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5.2.3.2 Comparison With Results of Butler (1993) 

Figure 45 shows that the bubble shapes and film thickness predicted by the 

simulation are in good agreement with the experimental measurements. It also shows that 

the position of the freeze line was accurately predicted. Figure 46 shows that good 

agreement is obtained between the temperature profile predicted by the present film 

blowing simulation and the measured temperature profile reported by Butler (1993). 

Figure 46 also shows that when the ultimate crystallinity is considered to depend on 

temperature, as suggested in this work, crystallization continues for a long time after the 

temperature plateaus near the freeze line. On the other hand, when the ultimate 

crystallinity is assumed to be constant (i.e., 0.3), the bulk of crystallization occurs within 

a short space near the freeze line. Thus, incorporating a temperature-dependent ultimate 

crystallinity yielded better agreement with Butler's measured temperature profile. We 

show only the predicted value of crystallinity because Butler did not report the profiles of 

the crystallinity. Figure 46 also shows a significant difference between the temperatures 

of the internaI and external surfaces of the film due to the poor conductivity of polymers. 

The difference diminishes near the freeze line. Cao (1990) and André (1999) reported 

similar observations. 
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Figure 45: Comparison of predicted bubble radius and film thickness with Butler's measured results 

at the conditions specified in Tables 6-9. 
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Figure 46: The effect of the ultimate crystallinity on the predicted temperature and crystallinity 

development, for conditions specified in the tables for experimental conditions employed by 

Butler (1993). 
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5.2.3.3 Comparison With Results of Ghaneh-Fard (1997) 

Figure 47 shows that the bubble shapes and film velocities predicted by the 

simulation are in good agreement with the experimental measurements. However, the 

bubble neck, in the case of Ghaneh-Fard (1997), was somewhat longer. This might be 

due to the uncertainty about the location of the air ring. Nonetheless, the position of the 

freeze line, the blow-up ratio, and the draw ratio were accurately predicted. 
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Figure 47: Comparison of predicted bubble radius and film velocity with measured results of 

Ghaneh-Fard (1997), at the conditions specified in Tables 6-9. 
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5.2.3.4 Comparison With Results of Tas (1994) 

Figures 48 and 49 show the sensitivity of bubble radius and velocity to the 

inflation pressure and take-up force, according to the experiments of Tas (1994). Since 

Tas did not report the volumetric flow rate of the cooling air, one of the experiments 

(LIExpI2) was employed to guess the volumetric flow rate of the cooling air. This was 

done using the take-up force and inflation pressure as fixed inputs without allowing them 

to be guessed. Then, computations were carried out, at various values of the air flow rate, 

to match the predicted blow-up ratio, draw ratio, and the temperature profile to the values 

measured by Tas. The estimated volumetric flow rate of the cooling air was then 

employed in the subsequent simulations to predict (reproduce) the measured take-up 

force and inflation pressure that were reported by Tas (1994). These values were 

experimentally employed by Tas to obtain the blow-up and draw ratios reported in his 

thesis and shown in Figures 48 and 49. The figures show that the velo city increased 

slightly after the freeze line in sorne cases. It is clear that the simulation captured the 

freeze line and the transition in the velo city profile. 

Considering the thickness comparison, it should be noted that Tas reported the 

final thickness values of all films, which was 60 microns, and did not report the whole 

thickness profiles. Figure 50 shows the dimensionless thickness profiles of all films 

predicted by the proposed film-blowing model. It also shows that the proposed simulation 

successfully predicted the final thickness values of all films. Other properties such as the 

film temperature profiles were predicted, as shown in Figures 51 and 52. It can be seen 

that the temperature continued to decrease after the freeze line. Tas did not show data 

after the freeze line. The present work predictions of the temperature decrease after the 

freeze line are consistent with results obtained by many researchers, such as Ghaneh-Fard 

(1997). Figure 53 shows that the present model predicts a temperature variation across 

the film thickness in addition to the temperature drop along the machine direction. The 

temperature variation across the thickness is due to the low thermal conductivity of 

polymer melts. Other researchers such as André (1999) made similar observations. 
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Figure 48: Comparison of predicted bubble radius and film velocity (Iines) with measured results 

(symbols) of Tas (1994), at the conditions specified in Tables 6-10. Exp 3 (inflation pressure = 
135 Pa, Take-up Force = 6.6 N), Exp 6 (120 Pa, 6.7 N), Exp 9 (105 Pa, 5.7 N). 
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Figure 49: Comparison of predicted bubble radius and film velocity (lines) with measured 

results (symbols) of Tas (1994), at the conditions specified in Tables 6-10. Exp.12 (inflation 

pressure=118 Pa, Take-up Force=7.6 N), Exp.15 (108 Pa, 7.7 N), Exp.18 (95 Pa, 6.9 N). 
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Figure 50: Comparison between the predicted film thickness (Iines) and the measured results 

(symbols) of Tas (1994). The processing conditions are specified in Tables 6-10. 
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Figure 51: Comparison of predicted temperature profiles (Unes) with measured results (symbols) 

of Tas (1994), at the conditions specified in Tables 6-10. Exp 3 (inflation pressure = 135 Pa, 

Take-up Force = 6.6 N), Exp 6 (120 Pa, 6.7 N), Exp 9 (105 Pa, 5.7 N). 
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Figure 52: Comparison of predicted temperature profiles (lines) with measured results (symbols) 

of Tas (1994), at the conditions specified in Tables 6-10. Exp.12 (inflation pressure=118 Pa, 

Take-up Force=7.6 N), Exp.15 (108 Pa, 7.7 N), Exp.18 (95 Pa, 6.9 N). 
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Figure 53: The predicted temperature difference between the external and internai surfaces of the 

films. The processing conditions are specified in Tables 6-10. 
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5.3 Prediction of Microstructural Properties 

This section reports the results of predictions by the proposed film blowing 

simulation for crystallinity, birefringence, and orientation of blown films. DifferentiaI 

scanning calorimetry (DSC) is employed to measure the absolute crystallinity for selected 

films. Birefringence and orientation were measured using polarized light microscopy and 

Fourier transform infrared (FT IR) analysis. This section also provides validation of the 

proposed film blowing simulation by comparing the predictions of the simulation with 

the measured microstructural properties. 

5.3.1 Background 

5.3.1.1 Interaction Setween Crystallization and Orientation 

Polyethylene is a semi-crystalline pol ymer. When polyethylene crystallizes from 

the melt, the chains form structures of chain folded lamellae. The crystalline 

characteristics of blown films are significantly different from those obtained by 

crystallization of quiescent melts, due to the effect of stress-induced orientation and 

cooling rate. Ziabicki and Jarecki (1985) proposed that the chain orientation affects the 

enthalpy (.:1h) and entropy (.:1s) of both the semi-crystalline and amorphous phases. 

Therefore, the equilibrium crystallization temperature (Tm) and the bulk free energy per 

kinetic segment (Llg) are affected by the orientation as follows: 

(128) 

(129) 

where 8ft, lis, and bg are the difference in value due to stress-induced orientation. The 

subscript '0' refers to the equilibrium value without the orientation effect. Now, the 

critical cluster size (z), to form the crystal is defined by the following equation: 
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Z=-(3~ J (130) 

where a is the interface free energy per kinetic segment. The derivations of Turnbull and 

Fisher (1949) and Frank and Tossi (1961) show that the Gibb's free energy (LlG), which 

determines the degree of nucleation, can be defined by the following equation. 

4a 3 

LlG = ( )2 - a - Llg 
27 Llg 

Substituting for Llg and rearranging give the following: 

(131) 

(132) 

Ziabicki and Jarecki (1985) proposed estimating the nucleation rate form the Gibb's free 

energy using the following equation: 

(
-LlG J N "'" c exp ---,;r- (133) 

where c is an unknown constant and k is the Boltzmann constant. Equation (133) 

indicates that stress-induced orientation enhances nucleation, and therefore 

crystallization. 

5.3.1.2 Orientation in Polyethylene Films 

A large number of studies have considered the effect of film blowing or casting 

processing conditions on crystallization and orientation. Bunn (1939) compared X-ray 

diffraction patterns ofbranched polyethylene and proposed the first model to describe the 

molecular orientation. He concluded that the unit cell is orthorhombic and that the chain 

axis lies along the crystallographic c-axis. Keller (1955) and Keller and Sandeman (1955) 
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investigated the orientation in polyethylene for hot-drawn polyethylene tubes and 

suggested two models, based on observations from X-ray diffraction patterns and infrared 

spectroscopy. The first model (row structure model) is a structure where the 

crystallographic b-axis is oriented perpendicular to the draw direction (or in our case 

machine direction), and the a- and c- axes were twisting around the b-axis. The second 

model is a structure where the crystallographic c-axis is mainly oriented parallel to the 

draw direction. This model was called c-model. They used the area under the peaks 

shown in the FTIR spectra to measure the orientation. The 730 cm- I band indicates the 

level of crystallographic a-axis orientation, the 720 cm- I band indicates the level of the 

crystallographic b-axis orientation, and the 724 cm- I band indicates the level of the 

amorphous orientation. Keller and Machine (1976) showed that at high stress, the a- and 

b-axes are oriented perpendicular to the machine direction, while the c-axis is oriented 

parallel to the machine direction (the machine direction is the direction of the high 

stresses). They also showed that at low stresses, the a- and c- axes were twisting around 

the b-axis, and the b-axis was perpendicular to stress direction. The b-axis is the growth 

direction of the stacked lamellae forming due to the crystallization [Desper (1969)]. The 

a-axis is usually longer than the b-axis [Small et al. (2003)]. In the row structure mode1, 

the amorphous fractions were oriented perpendicular to the machine direction. 

Desper (1969) employed, birefringence, FTIR and X-ray pole figures to 

investigate the structure and properties ofblown polyethylene films. At low cooling rates, 

he showed that the a- and c- axes have equal degrees of orientation parallel to the 

machine direction. The orientation of the a-axis in the machine direction increased with 

increasing cooling rate. He assumed that the growth of crystallites starts from the film 

surface and proceeds inward, mainly in thickness direction, forming a planar front. 

Because of the orientations of the a- and b-axes, the orientation of the chain axes in the 

crystalline region is mainly perpendicular to the machine direction [Aggarwal et al. 

(1959)]. 

In a study on orientation in polyethylene films made by film blowing and fiat 

casting, Aggarwal et al. (1959) proposed two limiting cases of orientation, shown in 

Figure 54. Firstly, the a-axis is mainly oriented in the machine direction and the b- and c-
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axes are oriented perpendicular to the machine direction. Secondly, the c-axis is oriented 

in the machine direction. Then they employed FTIR and X-ray pole figures techniques to 

determine which of the two models is the correct one. They found that the c-axis was not 

oriented in the machine direction, supporting the first model. Consequently, the 

amorphous preferred orientation was in the direction perpendicular to the machine 

direction. 

Figure 54: (A) is the c-model postulation of the orientation structure. (8) is the a-model postulation 

of the orientation structure. Source: Aggarwal et al. (1959). 

Zhang et al. (2004) studied different types of PE (HDPE, LDPE, LLDPE) blown 

films. They employed FTIR and scanning electron microscopy to show the structural 

differences between the three types of PE. They reported that HDPE showed c-axes 

orientation in the thickness direction and a-axis orientation in the machine direction. The 

LDPE showed b-axis orientation (lamellae growth direction) perpendicular to MD and 

relatively balanced orientation in the thickness and hoop directions. LLDPE showed 

spherulite-like superstructure that was not isotropic. LLDPE exhibited small b-axis 
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orientation perpendicular to the machine direction (or the stress direction) and a-axis 

orientation in the machine direction. In addition, increasing the take up ratio showed an 

increase in the a-axis orientation in most LLDPE samples. Zhang et-al. conc1uded that 

the type of orientation exhibited by the films indicated transcrystalline morphology. 

HDPE had row-nuc1eated structure with non-twisted lamellae and LDPE had row­

nuc1eated structure with twisted lamellae. 

The relationship between the crystallinity and chain orientation in blown films 

was investigated by various researchers [White and Spruiell (1981), Cole and Ajji (2001), 

and Krishnaswamy (2000)]. Fourier Transform Infrared (FTIR) analysis is the most 

common method for measuring chain orientation [Cole and Ajji (2001)]. Orientation is 

strongly affected by the degree of crystallinity and the magnitude of tensile stress [Keller 

(1955, 1967)]. White and Spruiell (1981) defined the orientation factors for both the 

chain axis arid the three crystallographic axes (Figure 55). The orientation factors 

represent the second moments of the biaxial orientation, which were defined as the angles 

between the crystallographic axes and the film directions (machine, hoop, and thickness). 

Kissin (1992) employed FTIR and used the Spruiell and White orientation factors (1981) 

to calculate the orientation in blown films. He compared the results with those obtained 

using wide-angle X-ray scattering (WAXS) measurements. He assumed that there is no 

preferential orientation of a-axis and b-axis with respect to the machine and transverse 

directions. He also a&sumed that the total orientation of the c-axis in the thickness 

(normal) direction is small. While Kissin's approach worked well when applied to HDPE, 

it did not predict the orientation in other types of PE, such as LLDPE. Krishnaswamy 

(2000) modified Kissin's approach by assuming that the a-axis and c-axis have no 

preferred orientation with respect to the MD and TD and that the orientation of c-axis is 

highly perpendicular to MD. Then, he was able to determine the orientation for various 

HDPE and LLDPE blown films. The difference in the assumptions was based on wh ether 

the preferred orientation of the crystallites in the semicrystalline phase of the film was in 

the direction where the tensile stress was higher. Keller and Machin (1967) reported that 

in polyethylene films, random or weak orientation of the amorphous chains was 

encountered when low or intermediate stresses were applied. Most researchers showed 
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that the crystalline a-axis is more oriented in the machine direction, [Keller and 

Sandeman (1955), Keller (1967), Desper (1969), Zhang (2001)]. To avoid predetermining 

the direction of any of the crystallographic axes, Cole and Ajji (2001) assumed that the 

transition moments have no preferred orientation around the chain axis. Such assumption 

allowed determination of the biaxial orientation with better accuracy for several types of 

polymers under various processing conditions. 

cc." 2. 534 ~ 

a '.~ 7.40 R 

CARBON ~ •• HYDROGEN "" 0 

Figure 55: Crystallite structure of polyethylene [Samuels (1973)]. 

5.3.2 Experimental 

5.3.2.1 Materials 

The study involved blown films based on five different polyethylene resins. The 

properties of the resins are shown in Table Il.The data related to the relevant material 

and processing parameters have been reported in Tables 3-5. Sorne addition al information 

regarding the processing conditions is shown in Table 12. Films C587 and C863 were 

produced from the same resin. The main difference was in the die gap employed. Nova 

Chemicals (Alberta, Canada) supplied an films. The rheological properties of the resins 

were obtained from shear dynamic data provided by Nova Chemicals. IRIS software was 
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used to deduce the values of g's, À's and the optimum number of Maxwell modes to fit 

the viscosity profiles for these resins. The deduced data are listed in Table 13. 

Table 11: The resin properties for the blown films used in this study, Kamal (2001). 

Sample Comonome, Reaction Medium / Branchlng pe, 1000 Denslty Mw Mw/Mn 
Csts/yst csrbon Moms (kg.m"") (g.mor') 

C587 Hexene GaslZiegler-Natta 18.87 923 111300.0 3.1 
C863 Hexene GaslZiegler-Natta 18.87 923 111300.0 3.1 
0582 Hexene Gas/Metaliocene 15.41 919 98000.0 2.2 
F751 LOPE Gas nIa 919 88000.0 7.3 
G583 Octene SolutionlZiegler-Natta 15.80 920 106000.0 6.2 
H866 Butene Solution/Ziegler-Natta 18.90 919 120000.0 4.8 

Table 12: The tested films and related film blowing parameters and processing conditions. 

Sam pie SUR DR FL ho h To 
(mm) (pm) (oC) 

set 1 C587 2.5 37.0 4.3 2.5 27.0 221 
C863 2.5 12.3 5.9 0.9 29.0 221 
0582 2.5 14.8 4.3 0.89 24.0 220 
F751 2.5 9.0 2.6 1.3 58.0 177 
G583 2.5 13.7 4.3 0.9 26.0 217 
H866 2.5 13.2 5.3 0.9 27.0 222 

set 2 C24 2.4 16.1 nIa 0.9 23.0 221 
C26 2.6 14.9 nia 0.9 23.0 221 
C28 2.8 13.8 nIa 0.9 23.0 221 
C30 3.0 13.5 nIa 0.9 22.0 221 
C32 3.2 12.6 nia 0.9 22.0 221 
C34 3.4 13.1 nIa 0.9 20.0 221 

Table 13: The rheological properties for resins of the blown films tested in this study. 

~"".~" ___ "+ C587 and C863 D582 F751 G583 H866 
k i~""" ~T~·g:· (p~Tw X~-'{sj"'--g;Tp~)-- :ç-- (sr·"--g~-(P~)-·-· À:'-(;j--g~(P~)- I;" (sF--g:7fuT'" 

......... 

1 0.00297 367500 0.00449 420400 0.00285 67820 0.0044 284300 0.00426 314100 
2 0.01985 96020 0.02474 79150 0.02163 15930 0.0277 60110 0.03192 74880 
3 0.08145 31630 0.09753 17240 0.09539 7944 0.1171 18830 0.1698 20920 
4 0.3313 7597 0.6456 979.3 0.404 3788 0.4867 4766 0.9136 4266 

, __ ~"_ .. _1. ... ~~.~_ ..... , .. J~7 ~ ~.057 . __ ... ,_~1.69 .. _1. ~!~ __ ._.. 15~. .J.!.~~_, __ .?~~.'J., ... _,~.:9.~. __ ,_~~.~.1 
6 9.16 142.2 7.566 445.3 11.41 134.4 41.66 58.31 ...... . .......... . 

7 75.54 36.96 
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5.3.2.2 Differentiai Scanning Calorimetry (OSC) 

DSC is widely used to measure the absolute crystallinity. The heating experiment 

yields melting curves that measure heat flow as a function of time. The amount of 

absolute crystallinity (X) is estimated by dividing the trace area (A) under the melting 

curve by the specific heat of melting (&if). 

5.3.2.2.1 Apparatus 

A Pyris-I differential scanning calorimeter (Perkin-Elmer, Wellesley, MA, USA), 

equipped with a data acquisition computer system and software, was employed to carry 

out the DSC experiments. Ice was used as the cooling medium. The computerized output 

shows melting and cooling curves and associated data regarding onset and peak melting 

temperatures, in addition to the area under any specified part of the melting curve. 

5.3.2.2.2 Procedure 

The procedure to determine the crystallinity of the films was as follows. 

1. Three sampI es were taken from each film to run three experiments on each film. 

Each sample consisted of several strips from the same film. 

2. Two pans having approximately the same weight were selected. 

3. Several strips were cut from the film using a sharp knife. 

4. The strips were stacked on top of each other in one of the pans, until a minimum 

weight of 4mg of that sample were obtained. The pan then was sealed. Care was 

taken to minimize voids between strips. 

5. Both pans were loaded in the D.S.C. in the sample holder. The holder was c10sed 

and nitrogen flow was started. 

6. The programmed sequence ofthe experiment was set as follows: 

a. The sample was held at 50°C before heating. 

b. The sample was heated from 50°C to I80°C at a heating rate of IO 

(OC.min-1). 

c. The sample was then held at I80°C for 5 minutes. 

118 



Validation of The Model 

d. The sample was cooled from 180°C to 50°C at a cooling rate of 10 

eC.min-1
). 

e. At 50°C, the sample was held for one minute. 

f. The sample was heated again from 50°C to 180°C at a heating rate of 10 

(OC.min-1). 

g. The sample was held at 180°C for 5 minutes then cooled to 50°C. 

7. The thermograms were recorded during the entire experiment by the Pyris-l 

software. 

8. The traces were separated into two melting trace and one crystallization trace. 

9. Each of the separated traces was analyzed individually, employing the same 

software to obtain the areas and other relevant data. 

10. In each experiment, the software subtracted the contribution of the empty 

aluminum pan to the DSC curves. 

Il. The base line of each trace was assumed to have a sigmoidal form and was used 

to separate the heat capacity from the latent heat. 

12. After subtracting the base line from the DSC traces, the absolute crystallinity was 

calculated according to Equation (134). 

x= A(J.g-
1

) 

&ldJ·g-1
) 

(134) 

where the value of the latent heat of fusion (&If) used for polyethylene in this study is 

292.6 J.g-1 [Dole (1967)]. The area (A) of the first melting was used to evaluate the effect 

of the processing conditions on the blown film. 

5.3.2.3 Birefringence 

When polarized light passes through a transparent anisotropic material, the ray 

follows a path that is directionally dependent. There are two important directions of 

interest in which the refractive indices are detected: the machine (M) and the transverse 

(T) directions of the sample. In birefringence experiments, the phase retardation is 

measured. The phase retardation, 0, is proportional to the value of the birefringence, 
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L1nMT. Orientation increases the birefringence [Osswald (1996)], because higher 

orientation causes stronger polarizability of the chains. When an extensional process is 

applied to a polymerie melt, the polymer becomes more birefringente [Janeschitz-Kriegl 

(1983)]. 

If the material is complete1y isotropie or the orientation of the pol ymer chains of 

that material is completely random, the birefringence will be zero. However, if the tested 

material is perfectly oriented (fully anisotropie material), the birefringence will have its 

maximum value, L1n°, and that value is known as the intrinsic birefringence. The 

intrinsic birefringence of the crystalline phase, L1n;, is not the same as that of the 

amorphous phase, L1n:m. The measured birefringence of a semi-crystalline polymer is an 

average or global value, which is defined by the following equation [Ward (1997), 

Janeschitz-Kriegl (1983)]. 

(L1n ) Tolal = XL1nc + (1- X )L1nam + L1n f 
(135) 

(136) 

(137) 

X is the crystallinity. The form birefringence, L1n l' is the noise coming from the phase 

boundaries, voids in the sample, the deformation of the electric field, and internaI stress. 

This term is usually negligible [Ward (1997), Macosko (1999)]. The ratio between the 

measured birefringence and intrinsic birefringence defines the average orientation of the 

polymer chain. C is the stress optical coefficient. (L1nJrotal is determined by considering 

that the intensity of the light emerging from the analyzer is proportional to the square of 

the amplitude ofthe light wave [Lee (1950), Dally and Riley (1991)], as follows: 

(138) 

where "F' is the light intensity, "Ir' is a proportionality constant, "h" is the sample 

thickness, Â is the light wavelength, and "a" is the angle between the principal direction 
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(MD) and the axis of polarization. When extinction is reached, a dark fringe is seen 

indicating that the intensity ofthe light is zero, which means that: 

hLJn T = 0,1,2,3, ....... . 

5.3.2.3.1 Apparatus 

The Polarized Light Microscope 

The polarized light microscope employed in this study was Olympus System 

Microscope, Model BX50 supplied by Olympus America Inc., Melville, New York, 

U.S.A. The microscope was equipped with a polarizing rotatable stage, rotatable 

analyzer, compensator adapter, and Iris diaphragm. A 45mm green filter (IF550) was 

placed on the light source at the base of the microscope to obtain the best light resolution. 

The light source supplied e-line light with a wavelength (À) of 546.1 nm. 

Rotatable Analyzer 

The analyzer was U-AN360P, supplied by the same manufacturer as above. It was 

installed in the analyzer slot of the microscope. It had a rotating dial, which was used to 

estimate the phase retardation. 

Compensa tors 

Three different compensators were used for measuring the retardation in the 

samples of the blown films. The three compensators, which are listed in Table 14, were 

supplied by the manufacturer of the microscope. 

Table 14: The measuring range of the compensators, À= 546.1 nm (e-fine). 

Compensator Range 

Thick Berk (U-CTB) 0-20À 

Berk (U-CBE) 0-3À 
Senarmont (U-CSE) 0-lÀ 
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5.3.2.3.2 Procedure 

1) Five samples were taken from each blown film. Each sample was cut from 

different position using a sharp knife. The machine direction was indicated on 

each sample. The samples were cut from positions away from the edges of the 

film to avoid the end effects. 

2) Before placing the sample on the stage, the polarizer and the analyzer were set at 

right angle to each other. 

3) The compensator was engaged in the light path. 

4) The sample was placed on the rotating stage of the microscope. 

5) The stage was rotated until extinction was obtained. Extinction was obtained 

when the sample was seen as a completely dark object. 

6) From the extinction position, the stage was rotated 45°. 

7) In the case of the U-CSE compensator, the analyzer was rotated until total 

extinction was reached. The angle at this position, by which the analyzer was 

rotated, was noted, to be used to calculate the retardation from the following 

equation: 

546xle - eol 
retardation = X 10-9 (m) 

180 

where eo is the extinction angle without the sample, and e is the extinction angle after 

placing the sample on the stage. 

8) In the case of employing (U-CTB) and (U-CBE) compensators, the compensator 

was rotated until black fringes were seen in the view. The angle of rotation at 

which the black fringes were seen was noted, to be employed in calculating the 

retardation using the following equation: 

. 21l".1~ 1- sin
2 el m2 

- ~ 1- sin
2 el e 2

1 

retardatlOn = 1 1 
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where Ir is the compensator invariable, and m and ê and are the refractions of the 

ordinary and extraordinary rays, respectively. These values are listed in Table 15, 

and were provided by the same manufacturer. 

Table 15: Constants of the compensators. 

e-line (.1= 546.1 nm) 

U-CBE ê= 1.37859 

m= 1.39043 
Ir= 7414.34 

U-CTB ê= 1.66158 

m= 1.48762 
Ir= 5677.96 

9) The birefringence was then calculated as follows: 

Au _ retardation 
LJTt]3 -

thickness 

10) Each sample was measured twice with each one of the compensators. 

5.3.2.4 FTIR Experiments 

Fourier Transform Infrared analysis, commonly known as (FTIR), is the 

simultaneous measuring of aH infrared frequencies when an infrared ray passes through a 

material by using an optical device called an interferometer. The analyzed material is 

scanned in the interferometer. The interferometer produces encoded signaIs, which are 

decoded via the Fourier transformation mathematical technique. This transformation is 

presented as the final spectral data, which are used for characterization analysis. When a 

polarizer is engaged to control the direction of polarization of the infrared ray, then a 

polarized infrared is produced and a different spectrum is obtained at each polarization 

angle when an anisotropie sample is tested. U sing these spectra in sorne mathematical 
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fonnulations gives infonnation about the level of anisotropy or, in other words, the 

degree of orientation of particular structural units that exist in the tested sample. 

In this work, the tested materials are samples ofblown polyethylene films, and the 

structural units are the conventional crystallographic a, b, and c axes of the crystallites in 

the crystalline phase, and the chain axis in the amorphous phase in the sample. The 

orientation of the axes is defined with respect to the macroscopic directions of the 

sample: the machine direction (1 or M), the transverse direction (3 or T), and the 

thickness direction (2 or N). The polarization direction of the IR beam is defined with 

respect to the machine direction. Therefore, the polarization is parallel when the polarized 

ray is set to be parallel to the machine direction of the sample, and the polarization is 

called perpendicular when the polarized ray is set to be parallel to the transverse direction 

of the sample. 

For an anisotropic material, the spectra depend on the polarization direction 

because the material absorbs different amounts of the ray in each direction. Each 

spectrum represents the absorbance of the ray for all frequencies. When the IR ray 

radiates toward the sample at sorne intensity (1
0

), a fraction of that ray is absorbed and 

the rest transmits at a lesser intensity (1). The absorbance is related to these intensities 

by the following equation [Ward, (1997)]: 

1 
A = log(( pB / -) 

10 

(139) 

where E is the electromagnetic vector of the polarized ray, and f.1 is the transition 

moment vector. The absorption takes place when the IR radiation causes infrared-active 

vibrational motion to particular molecules of the polymer chain [Ward, (1997)]. These 

vibrations take place in a particular direction, which is called the transition moment axis, 

only when the IR-ray and the transition moment have the same frequency and direction 

[Ward (1997)]. Figure 56 shows the assumed configurations of the pol ymer chain axis 

and its transition moment with respect to the directions of the sample. 
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MD 

T 

ND 

Figure 56: A schematic of the orientation of the chain axis and its transition 

moment with respect to the sam pie directions. 

For any material, the absorption peaks can be measured at well-known wave 

frequencies (bands) at different polarization directions. The location of these peaks is 

associated with particular transition moments. The intensity of these peaks varies when 

the polarization direction is changed. The most used set-up is the parallel and 

perpendicular polarized IR with respect to the machine direction of the sample. Once 

these two spectra are known, the dichroic ratio (De) can be calculated by dividing the 

parallel absorbance (Ali) by the perpendicular absorbance (Al.) at the same frequency. 

Oncc the dichroic ratio is known, the Herman orientation functions of the chain axis with 

respect to the machine direction can be calculated [Ward (1997)]. 

The value of the Herman's orientation function, f, can be obtained from more 

general relationships that account for biaxial or poly-axial stretching of the film. These 

relationships are based on statistical functions that describe the distribution of the 

orientations of the structural units, which may be written in terms of the three Euler 

angles [Jarvis, (1980)]. Karacan (1993) showed how one could employ Jarvis' 

relationships to obtain information about the orientation of pol ymer chains in 

polypropylene films. The same method is implemented in this work to obtain the 

orientation of the crystallographic axes in the crystallized phase and orientation of the 

chains in the amorphous phase for several samples of blown polyethylene films. Jarvis' 

method is widely used and it is summarized in the following discussion. 
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After the absorbances AM, AT, and AMN are experimentally measured, the values 

of the imaginary parts of the refractive indices ki are calculated by the following 

equations: 

(140) 

i=M,T,orN 

where h is the thickness of the sample, and Â is the wavelength at which the relevant peak 

is observed. Once the values of ki are calculated, they are used to calculate the values of 

tPm' tPt. and tPn' using the following equation: 

(141) 

where ni are the refractive indices in the i direction. The orientation averages are 

calculated using the following equations: 

(142) 

(143) 

To solve the above two equations, the transition moment angles (/3) for the parallel peaks 

are assumed to be zero, which reduce the equation to the following: 

(144) 

(145) 

AIso, for the perpendicular peaks, the transition moment angles (/3) are assumed to be 

90°, which reduces the same equations to the following forms: 
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(146) 

(147) 

P1mn are the expansion coefficients (moments) of the probability distribution function of 

finding a structural unit oriented within the generalized solid angle .The expansion 

coefficient are equal to the average value of the spherical harmonie functions, Plmn, taken 

over the distribution function [Karacan (1993), Ward (1997)]. P200 is the average over the 

second-order Legendre polynomial. P202 indicates the preferred orientation of the chains 

around their own axes. P220 is a measure of the departure from uni axial symmetry of the 

chain axis distribution. P222 is a combined measure of the level uniaxial orientation and 

orientation of the chains around their own axes. 

In the case of polyethylene films, the peaks of interest are located at frequencies 

720 cm-1 and 730cm-1
, which are decomposed, using nonlinear regression, to three well­

defined peaks: 719 cm-l, 724cm-l, and 730 cm-l. The peak 719cm-1 arises due to the 

absorbance of the transition moment that is parallel to the crystallographic b-axis in the 

crystalline phase. The transition moment that is parallel to the a-axis shows an 

absorbance peak at 730cm-1
, and the transition moment that is perpendicular to the chain 

axis in the amorpholJs phase give rise to the 724cm-lpeak. Since all of the above 

transition moments are perpendicular to the polymer chain, there is not enough 

information to solve all of the above equations. However, it is assumed that the transition 

moments have no preferred orientation around the chain axis, thus the Euler angle, If/, is 

randomly distributed, which nulls P202 and P220 [Cole and Ajji (Ward 1997)]. 

The refractive indices do not change significantly with the polarization direction. 

Therefore, Cole and Ajji [Ward (1997)] assumed tPi = Ai' They also assumed that the 

absorbance, when the sample is tilted at angle 45 degree, can be obtained by the 

following equation: 
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(148) 

(149) 

where a is the angle, at which the ray passes through the sample because of the 

refraction .. The structural absorbance that corresponds to an unoriented sample is defined 

as follows: 

(150) 

Then, Cole and Ajji [Ward (1997)] calculated the Herman orientation functions of a 

given axis "i" with respect to sample direction "j" by employing the following equation: 

1 A. 
fij = 2 (_J -1) 

3cas Yij -1 Ao 

(151) 

where '}1j is the angle between the molecular axis of interest, i (which could be a, b, or c), 

and any sample direction,j (which could be M, T, or N). When both methods of Jarvis et 

al. (1980) and Cole and Ajji (1997) were employed, both produced the same results. 

5.3.2.4.1 Apparatus 

Bornem-Michelson spectrometer, Model 100 (ABB Bornem Inc., Quebec, 

Canada), in conjunction with Perkin-Elmer gold wire-grid polarizer, was employed to 

perform the polarized infrared measurements. It has a scanning frequency range of 

6000 - 200 cm-l, with resolution of 4cm- l
. 50 scans were conducted for each sample. 

The sample holder was designed to permit tilting of the sample 45° with respect to the 

horizontal and vertical planes. The spectrometer was connected to a computer for data 

acquisition and analysis. 

The wire-grid polarizer has a polarizing element which is a gold wire-grid vapor­

deposited on silver bromide substrate. The parallel-polarized spectra were obtained with 
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the polarization direction paraUe1 to the machine direction, and the perpendicular 

polarized spectra were obtained with the polarization direction parallel to the transverse 

direction of the sample. Tilting the sample 45° with respect to the direction of the 

parallel-polarized IR (as shown in Figure 57) made it possible to collect the 45° spectra. 

5.3.2.4.2 Procedure 

1) The infrared spectrometer was tumed on for 4 hours before running the test. 

2) The polarizer was inserted in the sample holder and placed in the desired direction 

(parallel to MD or TD). 

3) The background was scanned. 

4) The film sample was inserted between the polarizer and the detector on the 

sample holder. 

5) The experiments were carried out usmg the three different configurations 

illustrated in Figure 57. 

6) The spectra for each of the above configurations were collected, individually, by 

the Bornem data acquisition program. 

7) These spectra were processed later by the Sigma Plot software to subtract the base 

line and to decompose the spectra to three well-defined peaks. These three peaks 

are described in the Table 16. 

Table 16: Peaks of interest in polyethylene films. 

Peaknumber Origin of contribution Configuration of the 

transition moment 

719 cm-1 CH2 group, rocking Parallel to the 
crystallographic b-axis 
in the crystalline phase 

724 cm- 1 CH2 group, rocking Perpendicular to the 
chain axis in the 
amorphous phase 

730 cm- 1 CH2 group, rocking Paralle1 to the 
crystallographic a-axis 
in the crystalline phase 
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Figure 57: The polarized IR in parallel position to the MD (a), parallel to TD (b), 

and 45° position (c). 

5.3.3 Results and Discussion 

The results of the crystallinity experiments are compared with the predicted 

absolute crystallinity by the simulation. The DSC experiments are combined with the 

birefringence results and the amorphous orientation is predicted by the simulation to 

estimate the orientation of the crystallographic c-axis. The estimated orientation is then 

compared with the measured c-axis orientation. The orientation of aIl crystallographic 

axes and amorphous chains was determined by the FTIR method. 

5.3.3.1 Effects of Blow-up Ratio and Draw Ratio 

The areas of the two endothermic melting traces and the exothermic 

crystallization traces are shown in Table 17. The value of the tirst heat of melting (&f) 

is of interest in this study, since it represents the heat released as a result of melting the 

crystalline phase that was formed during the film blowing process. The standard 
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deviation in the collected measurements for the first melting peak is larger than that for 

the second melting. The larger standard deviation might be due to the stacking of the 

strips in the pan, which could create voids filled with air in the tested samples. The 

second melting peak gave information about the crystallinity of the resin. AlI stresses 

were re1axed during the first melting. 

The crystallinity values based on the first me1ting are shown in Table 17. The 

effects of processing conditions and resin properties on the bubble shapes are shown in 

Figure 59. The evolution of crystallinity for these systems is shown in Figure 60. The 

differences between the crystallinity that were calculated from the first melting peak and 

those calculated from the second melting peak were not significant for sampI es C587, 

C863, D582, F751, G583, and H866. The situation is somewhat different for the films 

obtained from resin C at different blow-up ratios. Here, there are significant differences 

in the crystallinity obtained in the first and second me1ting. While the role of orientation­

induced crystallization may not be ruled out, it can be seen from Figure 58 that the 

process residence time due to the change in velocity may play an important role. It should 

be noted that films C24-C34 are made from a modified C resin, which is different from 

that employed in resin C863. 

In preparing films C24-C34, the blow-up ratio was increased continuously and the 

draw ratio was decreased, which most likely caused the cooling rate to be decreased, as 

shown in Figure 58. In Figure 58, the lower x-axis indicates the process time, which was 

calculated as follows: 

r. f dz • time=~ -. 
va v 

(152) 

ro and Vo are the initial tube radius and ve10city at the die exit. v· is the dimensionless 

ve10city of the film and z' is the dimensionless distance from the die exit. 
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Table 17: The measured crystallinity from DSe spectra. The processing conditions at which the 

films were manufactured are listed in Table12. 

The Tace orthe First Melt The Second Melt The tallization Trace Predlcted 
Film Yieight .&H Absolute Standard .&H Absolute Standard '&Hc Absolute Standard Densly Absolute 

.... 

J.g.1 C llin' Deviation J.1 .g C lin' J. ·1 cm.J C lini 
C587 
C863 
0582 
F751 
G583 
H866 

C2.4 
C2.6 
C2.8 
C3.0 
C3.2 
C3.4 

4.010 83.64 0.29 0.0086 
4.644 89.41 .0.31 .. 0.0143 
4.844 99.00 0.34 0.0173 

..... 

6.572 60.57 0.21 0.0042 
5.482 74.99 0.26 0.0143 
5.697 10183 0.36 0.0115 

6.001 77.87 0.26 0.0188 
4.640 89.41. ... ~.31 0.0035 
5.079 98.06 ..... 0.34 . 0.0151 
4.700 10183 ..... 0~35 0.0154 
4.827 112.48 0.39 0.0257 
4.053 115.37 0.40 0.0174 
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5 

2 

0.30 75.33 
0.29 76.52 
0.36 70.04 
0.22 63.83 
0.26 88.11 
0.36 83.70 

0.35 0.0008 80.20 0.28 
0.35 0.0003 85.61 0.30 
0.35 0.0015 84.38 0.29 
0.35 0.0016 83.33 0.29 
0.34 0.0037 80.08 0.28 
0.35 0.0011 81.69 0.28 
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25 

Figure 58: Larger blow-up ratios and smaller draw ratios decrease the cooling 

rate. 

132 

0.30 
0.32 
0.33 
0.22 
0.24 
0.35 

0.27 
0.31 
0.34 
0.36 
0.38 
0.40 



3.0 

-;;­
l 5 2.5 
';j 

= ~ = 
é 2.0 
!i :a 
ca 
~ 
.!l 
,.Q 1.5 
,.Q 

= 
~ 

.............. C587 
eo----e CS63 
.---..... F751 
.--.. G583 
,....._--0( H866 

Cl D582 

Validation of The Model 

1.0 ":'~ ____ """ __ ---' ___ -l-___ ....... __ --..I 

0.0 2.0 4.0 6.0 8.0 10.0 
Dimensionless Distance from tbe Die Exit 

4.0 r-----.....---------------, 

~ 3.0 

Cl. 
~ 

~ 
== 2.0 

...--. .-.----

1 C2.4 .----e C2.6 
"'---à C2.8 
.. --.. C3.0 
*"----i< C3.2 
-C3.4 

1.0 .r,....111!!!1!!:=--........ --------!:::::===:1 
0.0 2.0 4.0 6.0 8.0 

Dimensionless Distance from the Die Exit 

Figure 59: The predicted bubble shapes for the various blown films. 
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Figure 60: The predicted evolution of absolute crystallinity for the various blown films. 
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The differences in the properties and bubble shapes of the films produced from 

different resins cause significant differences in temperature profiles as shown in Figure 

61. These differences resuIt in differences in the velo city profiles as shown in Figure 62, 

and the stress profiles as shown in Figure 63. The differences in the stress and velo city 

profiles result in significant differences in the thickness reduction profiles, as shown in 

Figure 64. AlI these changes cause the measured and predicted chain orientation to vary 

substantialIy as will be discussed later. The orientation of the amorphous phase shown in 

Figure 65 was calculated using the rheooptical law ni = cri and Equation (118). After 

calculating the refractive index (ni) from the stress ('li), the amorphous orientation is 

calculated using Equation (118). 

-U 
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Figure 61: The tempe rature profile along the machine direction for the various blown films. 

The processing conditions are shown in Table 12. 
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Figure 62: The draw ratio for various films. The processing conditions are shown in 

Table 12. 
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Figure 63: The stress profiles for various films. The processing conditions are 

shown in Table 12. 

137 



Validation of The Model 

0.4 

- 1 C587 
Vol 

l &----e C863 
= .... --.... F751 CI .- 0.3 ~ .---0 G583 
~ 

= ,...----1( H866 ... . -
Q 

~ <1 D582 '-' 

= CI 0.2 .-
~ 
= "0 

~ 
~ 0.1 
= ~ 
t.l .-.c 
~ 

0.0 
0.0 10.0 20.0 30.0 40.0 

DÏJnel1sionless Distance fro]n the Die Exit 
Figure 64: The predicted thickness profiles for various films. The processing conditions àre 

shawn in Table 12. 

138 



Validation of The Model 

onlO ~--------------~----------------~ 

~ O.oos = .-

.S 
§ 

.--..... CS63 
.............. ~ ..................... ..., ..... --..... F751 

.....-.......................... -~ .--.. G5B3 
>1--- ..... H866 
+---<10582 

onoo~----------------~--------------~ 0.0 10.0 20.0 30.0 
Dimensiollless Distance from the Die Exit 

O.OOJO r-----....,...----.-----..,.....-----., 

~ 0.0020 -C587 .... 
.~ .. o 
ct2 

~ e- 0.0010 

~ 

.---. CS63 

... --.... F75t 
.... ~ .... ~*~M'·K 

.... "' ...... - .--.. G583 
)<?->< ................ ---- ..... H866 

r~' D582 f ............. ···· ...... ··· .. ·· ~ 
1 

0.0000 ...... ---..... ----..... ---...... ------' 
0.0 10.0 20.0 JO.O 40.0 

Dimensionless 'Distance from the Die Exit 

Figure 65: The predicted amorphous orientation for various films. The 

processing conditions are shawn in Table 12. 

139 



Validation of The Madel 

5.3.3.2 Comparison Setween the Measured and Predicted 

Crystallinity 

Figure 66 shows good agreement between the predicted and measured 

crystallinity for aIl the blown films considered in this study. The proposed film blowing 

process simulation successfully captured the effects of resin properties and processing 

conditions on the crystallinity. These films were produced by the film blowing pro cess 

under the conditions specified in Tables 3-5 and 12. The resin properties are shown in 

Table Il. 
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Figure 66: Comparison between the measured (squares with error bars) and 

predicted (triangles) crystallinity. 
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5.3.3.3 Orientation in the Blown Films 

The magnitude of the biremngence is a measure of the biaxial orientation. The 

implemented experimental set-up aIlows measuring the in-plane biremngence, which is 

ln 1 - n 31, the difference in the refractive indices between the machine and transverse 

directions of the sample. 

Three compensators were employed to acquire the value of the biremngence and 

to verify the accuracy of these methods. Figures 67 and 68 show the results obtained for 

aIl films that were investigated in this study. There was a strong consistency between the 

results obtained by employing compensators (CBE) and (CSE). However, compensator 

(CTB) did not yield the same degree of consistency. The measuring scale of compensator 

(CTB) was much wider than that of the other two compensators (see Table 14), which 

means that the other two compensators could provide more precise measurement of the 

weak biremngence in the films. The level of anisotropy of polyethylene was low, 

because the orientation was relatively weak, and the crystallinity \Vas not very high. 

Hence, the biremngence was not very strong. It was easier to see the biremngence in aIl 

samples, when the other two compensators (U-CBE) and (U-CSE) were employed. 

Figure 67 shows that sample F751 had lower biremngence than most of the 

samples. Sample F751 was the only LDPE sample, and generaIly, the magnitude of 

orientation in LDPE is lower than that in the LLDPE because the degree of long chain 

branching in LDPE is higher than that in LLDPE. AIso, the draw ratio and crystallinity 

were lower for F751 than those of the rest of the samples. The orientation in sample C587 

was higher than the orientation in sample C863, which might be due to the higher draw 

ratio in the former sample. It could be also because of the effect of the cooling rate. In the 

former sample, the freeze line was higher, and therefore the cooling rate was lower, thus 

the crystallites would be larger. Samples G583 and H866 showed higher biremngence 

than the rest of the sampi es. Figures 63 and 65 show that the ratios of axial stresses to 

hoop stresses and the ratios of the machine to transverse orientation are higher for these 
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films than for the other films. It is interesting to note that both of these resins have higher 

Mw / Mn than the rest of the samples. 

Figure 67 shows the birefringence variation with respect to the blow-up ratio and 

draw ratio, in sampi es C24 to C34. It is clear that the magnitude of the birefringence 

decreased as the blow-up ratio increased and the draw-ratio decreased. This observation 

is consistent with the birefringence calculated from FTIR measurements, as shown in the 

same figure. In general, the measured birefringence was weak for all samples. This might 

be due to the weak orientation of the amorphous phase, as will be shown later. In any 

case, there is good agreement between the results of the FTIR and the birefringence 

methods. Keller and Machin (1967) reported that in polyethylene films, random or weak 

orientation of the amorphous chains was encountered when low or intermediate stresses 

are involved. In fact, they attributed the negative birefringence observed in sorne of their 

samples to amorphous chain orientation in the transverse direction. This is consistent 

with our observation that the amorphous chain was randomly distributed between the 

machine and the transverse directions with slight preference toward the latter. Thus, the 

birefringence was weak. 

We considered that orientation of the crystalline phase is determined by the 

orientation of the crystalline c-axis with regard to the direction of interest [Keller and 

Sandeman (1955), Aggarwal et al. (1959)]. 

1. The FTIR method is used to measure the orientation functions for crystallographic 

a and b axes in the crystalline phase and the chain axis in the amorphous phase in the 

machine and transverse directions. The orientation function of the crystallographic c-axis 

is calculated in each direction as follows: 

In the machine direction 

(153) 
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In the transverse direction 

lery,3 = le,3 = - la,3 - Ib,3 (154) 

where subscripts a, b, and c indicate the crystallographic axes and subscripts 1 and 3 

indicate the machine and transverse directions. 

2. The overall orientation function is calculated by assuming that the orientation 

functions arising from different phases can be added as follows: 

In the machine direction 

(II tverall = Xlery,J + (1- X )lam.1 (155) 

In the transverse direction 

(13 tverall = Xlery.3 + (1- X )lam.3 (156) 

The crystallinity value (X) was experimentally measured using the DSC. 

3. The overall orientation is then used to calculate the birefringence as follows: 

(n-n) =L1n(f-/) 1 3 overall 0 1 3 overall. FTIR 
(157) 

The calculated values of overall birefringence using Equation(157) (estimated from the 

FTIR) are compared with the overall birefringence measured by the polarized light 

microscope (PLM) and shown in Figure 67. In the PLM experiments, three different 

compensators are employed. 
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Figure 67: A comparison between the overall birefringence estimated by the FTIR and the 

birefringence measured by the polarized Iight microscope (PLM). 

4. The FTIR was also employed to estimate the birefringence contribution from the 

crystalline phase as follow: 

(n -n ) =Lln (1' - l' ) 
J 3 cry ,FTIR -measl/red 0 J C.I J c ,3 

(158) 

where !C, l is the orientation function of the c-axis in the machine direction and !c,3 is the 

orientation function of the c-axis in the transverse direction. The orientation functions of 

the c-axis were calculated using Equations (155) and (156). 

5. In the simulation, the calculated stress values in the machine and transverse 

directions ((J'l and (J'3) in the final film are employed in the stress-optical relationship to 

estimate the birefringence as follows: 

(159) 

6. The birefringence that is calculated using Equation (159) is assumed to be the 

same as the amorphous contribution (Llnam). 

(n J - n 3 )overall ,measured PLM = X (n J - n 3 )Cry,estimated + (J - X )(n 1 - n 3 )am,model (160) 
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() 
(nj -n3 )overall,measllredPLM -(1-X)(n j -n3 )am,modej 

n - n = ------=-~==:::.::...::.::..::.:=----------==~ 
1 3 cry, eSIÎmaled X 

(161) 

where X is the crystallinity measured by the DSC. Equation (161) was employed to 

estimate the birefringence contribution of the crystalline phase from data collected with 

each compensator. Figure 68 compares Lincry, estimated with the values measured for with 

ifc.l-!c.3 )FTIR. 
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Figure 68: A comparison between the crystalline contribution to birefringence obtained by 

FTIR and the crystaiiine contribution to birefringence estimated using the model and the 

PLM results. 

Estimating the arnorphous orientation is a challenging task, due to its weak 

influence when compared with the influence of the crystalline phase. Keller and Machin 

(1967) reported that, in polyethylene films, random or weak orientation of the arnorphous 

chains was encountered when low or interrnediate stresses were applied. In fact, this 

explained the negative birefringence they observed in sorne of their sarnples due to 

amorphous chain orientation in the transverse direction. As indicated earlier, this is 

consistent with our observation that the arnorphous chains were randomly distributed 

between the machine and the transverse directions with slight preference towards the 

latter, thus the birefringence was weak. 
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5.3.3.4 FTIR Analysis 

The orientation measurements were carried out using the FT IR. In this work the 

orientation factors fa ,fb' fe and f am were calculated by employing four different 

methods: Jarvis (1980), Kissin (1992), Krishnaswamy (2000), and Cole and Ajji [Ward 

(1997)]. The results obtained by employing the methods of Jarvis and Cole and Ajji were 

identical, and the curves coincided with each other. While the method of Kissin was 

based on the assumption that the crystallographic c-axis was unlikely to be oriented in the 

normal direction, Krishnaswamy assumed that the a-axis was more likely to be oriented 

in the machine direction. There were no assumptions of a preferred orientation in any of 

the axes in the Cole and Ajji approach, which makes it the selected approach in the 

present study. The method of Cole and Ajji do es not predetermine the orientation of any 

of the crystallographic axes. 

The orientations in several LLDPE and LDPE blown films were studied and 

compared. The differences in the processing conditions and parameters of the blown 

films are shown in Table 12. The films are produced from various resins, as shown in 

Table Il. The orientations of the crystallographic b-axis, the amorphous chain axis, and 

the crystallographic a-axis, were investigated by extracting information from the 

absorption at frequencies 719cm- l
, 724cm-1 and 730cm- l

, respectively. The results were 

combined with the crystallinity information obtained using the differential scanning 

calorimeter (DSC), and then compared to the results obtained by the birefringence 

method. Subsequently, the experimental results were compared with the orientation 

predicted by the proposed simulation of the film blowing process. Figure 69 shows the 

standard fitting using the method suggested by Cole and Ajji [Ward (1997)], which was 

employed in this study to decompose the FTIR spectra into three peaks that correspond to 

the crystallographic a-axis and b-axis, and the amorphous orientation. 

In aIl film samples, the parallel spectra indicate that the 730cm-1 bands are 

stronger than the 719cm-1 bands, suggesting that the crystallographic a-axis is more 

oriented in the machine direction. This is consistent with the observation of most 

researchers, such as Keller (1955, 1967), Desper (1969) and Zhang (2001). The film 
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samples are divided into two sets, as shown in Table 12. Set 1 is the first six samples and 

Set 2 is the last six samples. The last six sampi es (Set 2) were prepared from different 

batches and at different times. Therefore They cannot be compared with CS87 and 

C863.They were blown to different blow-up ratios. The details of the resin comparison 

are shown in Table 11.Moreover, the details of the processing conditions are shown in 

Table 12. 
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Figure 69: The FTIR parallel (top), perpendicular (middle), and 45° tilted angle (bottom) spectra of 

film C583 and the fitted peaks of interest. 
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5.3.3.4.1 Orientation of the Crystallographic Axes and the 

Amorphous Chains in the Films 

Triangle plots are used to represent< cos 2 Bi} >, which indicate the Hennan's 

orientation functions as shown in Figure 70. The api ces of the triangle represent the three 

macroscopic directions of the sampI es, and~j is the angle between the crystalline axis (or 

chain axis in the amorphous phase), i, and the sample direction, j, (M, N, or T). The 

quantity, < cos 2 Bi} >, was calculated from the average orientation as follows. 

2 2f +1 
< cos B .. >= -=---

1] 3 
(162) 

If the sample is isotropic (no preferred orientation), the above quantities will 

appear at the center of the triangle. However, if one of the micro-structural axes is fully 

oriented toward the machine direction, the corresponding <coi (J> will coincide with the 

MD apex of the triangle, etc. Hence, the more a specific axis is oriented towards one 

direction, the doser wiIl be the corresponding point on the triangle to the apex that 

corresponds to that particular direction. For instance, Figure 70 shows that the a-axis is 

more oriented in the machine direction and the c-axis is more oriented in the nonnal 

direction. The chains in the amorphous phase are oriented perpendicular to the thickness 

direction, which is consistent with results obtained by Kamal et al. (1992). Orientation of 

the amorphous phase is perpendicular to the crystalline c-axes. The amorphous phase is 

oriented in the MD-TD plane. 
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Figure 70: The average orientation of the ail axes: a-axis (black), b-axis (dark gray), c-axis (Iight 

gray), and amorphous chain (white) in the machine (M), transverse (T), and thickness directions of 

the samples: C587 (circle), C863 (down-triangle), 0582 (square), F571 (diamond), G583 (up­

triangle), and H866 (hexagon). 

Figure 70 shows the average orientation in the samples of Set1 (C587, C863, 

D582, F751, G683 and H866) estimated by employing the general approach suggested by 

Cole and Ajji [Ward (1997)]. The preferred orientation ofthe crystallographic a-axis is in 

the machine direction for all samples. This observation is consistent with experimental 

results reported by Zhang et al. (2001). When C587 and C863 are compared, the a-axis in 

sample (C587) appears to be more oriented in the machine direction. The die gap was 
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larger and the draw ratio was higher in the case of C587. It is also noted that the b-axis is 

oriented towards the thickness direction in film C587. The growth axis of the lamellae is 

parallel to the crystalline b-axis [Keller and Machin (1967), Ajji and Cole (2000)]. 

Because film C587 was thicker and thus experienced higher temperatures, the crystal 

growth was for a longer duration. According to the Neumann-Stefan theory, the 

crystallization front forms a solidified layer that moves towards the direction of higher 

temperature in the film [Janeschitz-Kriegl et al. (1995)]. The observation regarding b­

axis orientation is consistent with the measured orientation by Zhang et al. (2003), Ajji et 

al (2003), Haber and Kamal (1992), and Krishnaswamy and Sukhadia (2000). 

The amorphous orientation appears to be distributed somewhat between the 

machine and the transverse directions. The amorphous region shows slightly more 

orientation towards the normal direction when the thinner die was used (C863). This may 

be attributed to the lower draw ratio in the case of (C863). Keller and Machin (1967) 

showed that the amorphous orientation in polyethylene films was either perpendicular to 

the machine direction or is random. Zhang et al. (2003) reported that the amorphous 

chain has no preferred orientation. 

5.3.3.4.2 The Effects of Blow-up and Draw Ratios 

Samples C24, C26, C28, C30, C32, and C34, were produced from modified resin 

C587. The blow-up ratio (BUR) was increased by steps of 0.2 from sample C24, for C24, 

C26, C28, C30, C32, and C34 in that order. In the same order, the estimated draw ratios 

decreased slightly. No information was provided regarding the freeze line or the cooling 

conditions. 

It appears that the greatest influence of the blow-up ratio is on the orientation of 

the amorphous chains. The effect on the orientation of the crystallographic axes is 

re1atively small. Figure 71 shows that the crystalline c-axis became less oriented in the 

machine direction as the blow-up ratio was increased, and the a-axis became more 

oriented in the machine direction. The crystallographic b-axis seems to move doser to the 

normal direction of the sample at higher blow-up ratios, which is in agreement with 
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Zhang et al (2001, 2003). They observed that, the b-axis became more oriented in the 

normal direction as they decreased the draw ratio. The estimated draw-ratios in the 

second set of the sampI es (Table 12) were high. Thus, the b-axis was more oriented in the 

normal direction, because the growth of the crystals favors the direction with minimum 

stresses. The above observations are most apparent upon comparing the results in Figures 

70 and 71. 
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Figure 71: The average orientation of the ail axes: a-axis (black), b-axis (dark gray), c-axis (light 

gray), and amorphous chain (white) in the machine (M), transverse (T), and thickness directions of 

the samples: C24 (circle), C26 (down-triangle), C28 (square), C30 (diamond), C32 (up-triangle), 

and C34 (hexagon). 
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Figure 71 shows that the amorphous chains become more oriented in the normal 

direction, as the blow-up ratio is lowered. The changes in the draw ratio are small, in 

comparison with the changes in the blow-up ratio. However, the effect of the draw-ratio 

was stronger, because it is much higher than the blow-up ratio. 

5.3.3.5 Comparative Film Blowing Behavior of HOPE, LOPE, and 

LLOPE 

A comparison is made between three types of polyethylene: HDPE (rheological 

properties are the same as that used by Kanai and White (1984)), LDPE (resin F751), and 

LLDPE (resin 0863). The HDPE simulation was based on the assumption that the same 

die was used as for the LLDPE and LDPE (shown in Table 3). The predicted 

dimensionless take-up force and inflation pressure were 1.1 and 0.047. The extrusion 

temperature was 180°C for HDPE, 177°C LDPE, and 217°C for LLDPE. The predicted 

initial blowing angle was 1°. The final thickness of the HDPE film was 110 microns, 

which was much thicker that that produced by Kanai and White (1984), because the die 

gap thickness (1 mm) employed in the present simulation was larger than that used by 

them (0.55 mm). Their die radius (1.6 cm) was also much smaller than the radius (3.9 

cm) employed in this work. HDPE showed the longest bubble neck, while LDPE showed 

the shortest neck, as shown in Figure 72. This characteristic behavior is due to the 

evolution of the stresséS that dictate the blowing angle and thickness reduction. Figure 73 

shows that the stresses grow much faster in the case of blowing LDPE, although the 

extrusion temperatures were not very different. 

Because the crystallinity evolves to higher levels in HDPE, the temperature 

profile tends to be higher for HDPE than for LLDPE and LDPE, as shown in Figure 74. 

In the present simulation, the heat transfer coefficient depends strongly on the bubble 

radius, which changes at a slower rate in HDPE. Thus, the heat ex change between the 

film and cooling air is slower and, therefore, the temperature of the film is higher. In 

addition, more heat is released due to the crystallization of HDPE. The heat released due 

to crystallization shifts the temperature profile up and contributes to the appearance of the 

plateau in the temperature profile. 
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If the stress levels are close, crystallinity differences are reflected in the average 

orientation. Thus, the orientation in HDPE films is higher than in the other types of PE 

films, as shown in Figure 75. However, when crystallinity values are small or when the 

differences in the crystallinity are not large, stress differences are reflected in the average 

orientation as seen in Figure 75 when LDPE is compared with LLDPE. 
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Chapter 6 

6 CONCLUSIONS, ORIGINAL CONTRIBUTIONS, 

AND FUTURE WORK 

6.1 Summary 

In the present work, a two-dimensional, microstructure-and-product oriented 

model of the film blowing pro cess was developed to predict the evolution of bubble 

shape dimensions, temperature, deformation, stresses, crystaUinity, and orientation during 

the process. 

The entire process from the die exit to the nip roUs was covered. The rheological 

behavior of the film was described by employing the Phan-Thien Tanner (PTT) 

constitutive equation from the die exit to the freeze line (liquid-like region). Then, from 

the freeze line to the nip roUs, a Neo-Hookean constitutive equation was employed to 

describe the rheological behavior ofthe film (solid-like region). In the first region, before 

the freeze line, the viscosity and relaxation time were dependent on the crystallinity and 

the temperature of the film, along with the second invariant of the deformation rate 

tensor. In the solid-like region, the relaxation modulus was taken as a function of 

crystallinity, temperature, and the dynamic shear constants. 

Since film blowing is a highly nonisothermal pro cess, a two-dimensional energy 

equation was employed. The combined radiation and convection heat transfer coefficient 

was defined as a function of the temperature difference between the film surface and 

cooling air, the bubble radius, and the cooling air velo city. The heat transfer coefficient 

function was obtained by analysis of data found in the literature. Temperature change in 

the thickness direction was predicted. This change is due to the strong cooling at the 

exterior surface of the film and the weak conductivity ofpolymers in general. 
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The calculated stresses were employed to predict the refractive indices in three 

directions, using the stress-optical relationship. The difference in the refractive indices 

defines the birefringence. From the birefringence, the stress-induced orientation was 

predicted. The predicted orientation was incorporated in the crystallization, according to 

Ziabicki's equation. 

The robustness of the simulation was evaluated, by comparing the predictions of 

proposed simulation with relevant calculated results in the literature, and experimental 

results for four different groups of researchers. 

6.2 Conclusions 

1) The predictions of the simulation were compared to analytical solution of 

limiting cases reported in the literature. There was excellent agreement 

between the results. 

2) The predictions of the simulation were compared to computational 

solutions for limiting cases reported in the literature. There was excellent 

agreement between the results. 

3) The predictions of the simulation were compared to experimental data 

reported in the literature by three independent groups, using different 

materials and processing conditions. Predictions regarding bubble shape 

and the distributions of film thickness and temperature were in very good 

agreement with experimental results. 

4) The robustness of the simulation was tested by evaluating the influence of 

various rheological, crystallization, and orientation parameters on the 

predictions. The results indicated that the model is valid over a wide range 

of these parameters. It also indicates that the selected parameters were 

appropriate. 

5) The predictions of the simulation were compared to experimental 

measurements on films produced from different resins under known 

experimental conditions. Experimental data regarding the final crystallinity, 
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orientation, and refractive indices of the film were in reasonable agreement 

with the predictions of the simulation. 

6) The simulation was employed to compare bubble shape and behavior for 

HDPE, LDPE, and LLDPE. The predictions were in harmony with 

observations relating to the general comprehensive film blowing behavior 

of these resins. 

7) In the view of the ab ove, it may be concluded that the proposed simulation 

provides a realistic and accurate description of the film blowing process. 

8) The temperature drop in the thickness direction was significant in the liquid 

like region. However, it kept decreasing continuously along the machine 

direction until it became negligible in the vicinity of the freeze line. 

9) Most of the crystallinity evolved in the vicinity of the freeze line and 

thereafter. The use of variable ultimate crystallinity was important for 

obtaining accurate predictions of the average crystallinity and temperature 

profiles. 

10) While the bubble diameter tends to remain constant after the freeze line, 

both the simulation and experimental evidence indicate that the thickness of 

the film and stresses continue to change ab ove the freeze line. 

6.3 Original Contributions 

1) A computer simulation has been developed to describe the film blowing 

process. It is the most detailed and comprehensive model of the process. It 

is the only simulation that predicts the bubble shape, film dimensions, the 

distributions of temperature, orientation, stress, and absolute crystallinity 

along the machine direction and across the film thickness. A new 

correlation is proposed to predict the heat transfer coefficient incorporating 

film temperature, bubble shape, and the cooling dynamics (the velo city and 

temperature ofthe cooling air). 

2) This is the first simulation to predict the absolute crystallinity and 

orientation in the film blowing pro cess and to show their effects on the 
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distributions of temperature, stresses, bubble shape, and film velo city. It is 

also the first to incorporate experimental data regarding the effect of 

crystallinity on relaxation modulus of the solid-like film. 

3) This is the first simulation to predict the commonly observed differences in 

the bubble shapes and process kinematics between HDPE, LDPE, and 

LLDPE. 

6.4 Suggested Future Study 

1) The validation and upgrading of computer simulation of the film blowing 

process requires detailed and accurate data regarding the dynamics of the 

process under various conditions and for a variety of resins. Such data 

require detailed and dependable on-line measurements of the distribution of 

process variables (e.g. crystallinity, orientation, etc.). 

2) This work presents a comprehensive study of the film blowing process 

under steady state conditions. Expanding this study to the unsteady 

conditions and under the influence of sorne perturbation, can contribute to 

understanding the effect of the start-up dynamics on the predictions. It 

would also help in understanding factors influencing bubble instabilities 

and in development of process control strategies. 

3) The proposed model treats the melt after it exits from the die and assumes 

that the melt dimensions are the same as those of the die. It would be more 

realistic to start the simulation at the entrance to the die, in order to account 

for stress and thermal effects during flow in the die and to take into 

consideration phenomena, such as melt swell. 

4) Since the rheological behavior of the solid-like film is an important element 

that has to be integrated in modeling the film blowing pro cess, extensional 

experiments can be conducted to obtain more accurate profiles of the 

relaxation modulus for different polymers under various temperatures. 

Moreover, the rheological behavior of the film in the transition zone 

between the liquid-like and the solid-like regions should be studied 
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carefully to overcome the discontinuity that takes place when the transition 

occurs from liquid-like melt to solid-like film. 

5) The prediction of orientation is an essential feature of any useful simulation 

of the film blowing process. Orientation prediction is achieved through the 

stress-optical re1ationship. An important variable in the stress-optical 

functions is the stress optical coefficient (SOC). More work should be done 

to incorporate the effect of temperature, stress, and deformation, on the 

SOC. Furthermore, a study should be conducted to obtain the value of the 

stress-optical coefficient for the crystalline portion of the polymer. 

161 



References 

REFERENCES 

Adamson, A., "Physical Chemistry of Surfaces", New York, Interscience Publishers, 

1967. 

Agassant, J.F., Avenas, P., Sergent, P., Carreau, P.J., "Polymer Processing: Principles 
and Modeling", New York, Hanser Publishers, (1991). 

Aggarwal, S.L., Tilley, G.P., Sweeting, O.J., "Orientation in extruded polyethylene 
films", J. App. Polym. Sei., 1,91-100 (1959). 

Ajji, A., Cole, K. C., "Characterization of biaxial orientation in polyolefin films", 

ANTEC, 2, 1610-1614 (2000). 

Ajji, A., Zhang, x., Elkoun, S., "Biaxial orientation in polyethylene films: comparison of 
infrared spectroscopy and X-ray techniques", ANTEC 1459-1463 (2003). 

Alaie, S.M., Papanastasiou, T.C., "Modeling of Non-isothermal Film Blowing with 
Integral Constitutive Equations", Intem. Polym. Process VIII 51-65 (1993). 

Allen III, M.B., Isaacson, E.L., "Numerical analysis for applied science", New York, 

Wiley-Interseience publication, (1998). 

Alves, M.A., Oliveira, P.J., Pinho, F.T., "Benchmark solution for the flow of Oldroyd B­
and PTT fluids in planer contractions", J. Non-Newtonian Fluid. Mech., 110, 45-75 
(2003). 

Anderton J., "The world of film", Canadian Plastics, 29-31, February 2000. 

André, J. M., "Modélisation thermomécanique et structurale du soufflage de gaine de 

polyethylene", Ph.D. Thesis, Ecole des mines de Paris, (1999). 

André, J. M., Agassant, J. F., Demay, Y., Haudin, J. M., Monasse, B., "Numerical 
Modeling of the Polymer Film Blowing Process", Int. J. Forming Proc., 1, 187-210 
(1998). 

Babel, A. K., Campbell G. A, "Two-phase simulation of tubular film blowing of 

crystalline polymers", Int. Polym. Process. VII, 240-247 (1992). 

Babel, A.K., Cao, B., Campbell G.A., "On the application of a viscoplastic elastic model 
to uniaxial elongational flow", J. of Plastic Film and Sheeting, 9, 224 245, (1993). 

162 



References 

Baird D., Collias D., "Polymer Processing, Principles and Design", New York, John 
Wileyand Sons, 1998. 

Bird R., Stewart W., Lightfoot E., "Transport phenomena", Wiley International edition, 

(1960). 

Burden, R.L., Faires, J.D., "Numerical Analysis", Pacific Grove, California, Brooks/Cole 

Publishing company, (1997). 

Butler T., "Blown Film Frost Line Freeze Line Interactions", Polymers, Laminations and 
Coating conference, 1993. 

Butler, T. 1., Patel R., Lai S. Y., Spuria J., "Blown Film Frost Line Freeze Line 

Interactions", Proc. TAPPI, 13-25 (1993). 

Cain J., Denn M., "Multiplicities and Instability in Film Blowing", Polym. Eng. Sci., 

28,1527-1541 (1988). 

Cain, J., "A simulation of the film blowing pro cess", Ph.D. Dissertation, University of 

California at Berkeley, (1988). 

Campbell, G., Cao, B., "Blown film simulation a sever test for rheological models", 
edited by A.A. Collyer A., Utracki L., Elsevier New York, Science Pub. Co., (1990). 

Campbell, G., Cao, B., "The interaction of crystallinity, elastoplasticity, and a two-phase 
model on blown film bubble shape", J. Plastic Film and sheeting, 3, 158-170, (1987). 

Campbell, G.A., Babel, A.K., "Physical properties and processing conditions of the 
LDPE/LLCPE tubular blown films", Macromol. Symp., 101, 199-206, (1996). 

Cao, B., Campbell, G., "Viscoplastic-Elastic Modeling of Tubular blown Film 

Processing", AIChE J., 36, 420-430 (1990) 

Cao, B., Sweeney, P., Campbell, G., "Simultaneous surface and bulk temperature 
measurement of polyethylene during film blowing", ANTEC 35-38 (1989). 

Catsiff, E., Offenbach, J., Tobolsky, A. V., "Viscoelastic Properties of Crystalline 
Polymers: Polyethylene", J. Colloid Sci., 11,48-50 (1956). 

Chapra, S.C., Canale, R., "Numerical methods for engineers", New York, McGraw Hill, 

(1998). 

163 



References 

Chen, H.Y., Chau, C.C., Butler, T., Landes, B., Bishop, M., Bellmore, D., Chum, C.D.,' 
"Orientation and property correlation on LLDPE blown films", ANTEC, 1401-1405 

(2003). 

Dally J.W., Riley, W.F., "Experimental stress analysis", New York, McGraw-Hill, Inc., 

(1991). 

Desper, C. R., "Structure and properties of extruded polyethylene film", J. App. Polym. 
Sei., 13, 169-191, (1969) 

Devi, C.D.S., Takhar, H. S., Nath, G., "Unsteady, three-dimensional, boundary layer flow 

due to a stretching surface", Int. J. Heat Mass Transfer, 29(12), pp 1996-1999, (1986). 

Dole, M., "Crystallinity from thermal measurements", J., Polym. Sei., 18, 57- 68 (1967). 

Doufas, A. K., McHugh A. J., "Simulation of film blowing inc1uding flow-induced 

crystallization", J. Rheol, 45, 1085-1104 (2001). 

Eder, G., Janeschitz-Kriegl, H., Liedauer, S., "Crystallization processes in quiescent and 
moving polymer melts under heat transfer conditions", Prog. Polym. Sci. 15, 629-714 

(1999). 

Feron, B., Wolf, D., Wortberg, J., "Optimized Cooling and Gauge Tolerances in Blown 
Film Extrusion", J., Polym. Eng. Sci., 37,876-881 (1997). 

Ferry, J., "Viscoelastic properties of polymers", John Wiley and sons Inc., New York, 

(1980). 

Ghaneh-Fard, A., Carreau, P. J., Lafleur, P. G., "Study of Kinematics and Dynamics of 
Film Blowing of Different Polyethylenes", Polym. Eng. Sci., 37,1148-1163 (1997). 

Gibson, J.E., "Linear elastic theory ofthin shells", Pergamon press, New York, (1965). 

Haber, A., Kamal, M.R., "Experimental analysis of the thermoplastic film embossing 
process", Advances in Polym. Tech., 11, 159-180, (1992). 

Hanna, O.T., Sandall, O.C., "Computational methods III chemical engineering", 
Eaglewood CHffs, NJ, Prentice Hall, (1995). 

Harrison, P., Janssen, L.J.P., Navez, V.P., Peters, G.W.M., Baaijens, F.P.T., 

"Birefringence measurements on polymer melts in an axisymmetric flow cell", Rheol. 

Acta, 41, 114-133 (2002). 

164 



References 

Hauck, J., Michaeli, W., "Investigation into the Cooling characteristics of blown film 
extrusion lines", SPE Antec Tech. Paper, (1998). 

Janeschitz-Kriegl, H., "Polymer melt rheology and flow birefringence", Spring, Berlin 
(1983). 

Janeschitz-Kriegl, H., Krobath, G., Roth W., Schausberger, A., "On the kinetics of 
polymer crystallization under shear", Eur. Polym. J., 19,893-898 (1983). 

Janeschitz-Kriegl, H., Ratajski, E., Eder, G., "The Neumann-Stefan problem and its 
recent widening as an advanced topic of transport phenomena", Ind. Eng. Chem. Res., 34, 

3481-3487 (1995). 

Jarvis, D.A., Hutchinson, !.J., Bower D.L, Ward, LM., "Characterization of biaxial 
orientation in poly( ethylene terephthalate) by means of refractive index measurements 
and Raman and infra-red spectroscopies", Polymer, 21, 41-54 (1980). 

Kakac S., Shan R., Aung W., "Handbook of Single-Phase Convective Heat Transfer", 
John Wiley and Sons, (1987). 

Kamal, M. R., Haber, A., Song, L., "The effect of processing conditions on the 
microstructure of embossed polyethylene films", Polym. Eng. Sc., 28, 166-169, (1988). 

Kamal, M.R., Chu, E., "Isothermal and nonisothermal crystallization of polyethylene", 
Polym. Eng. Sc., 23, 27-31, (1983). 

Kamal, M.R., Tan, V., Kashani, F., "The thermal conductivity and diffusivity of 
polyethylene Solids and melts", Advances in Polym. Tech., 3,89-98 (1983). 

Kamal, M.R., Tang, Z., Huang, T., "Morphological Characterization of PE Blown films 
by atomic force microscopy", Intem. Polym. Processing XVI, 4, 376-387, (2001). 

Kanai T., White J., "Kinematics, Dynamics, and Stability of Tubular Film Extrusion of 
Various Polyethylenes", Pol. Eng. Sc., 24, 1185-1201, 1984. 

Kanai, T., "Film Processing", Cincinnati, Ohio: Hanser/Gardner Publications, (1999). 

Kanai, T., White, J., "Dynamics, heat transfer, and structure development in tubular film 
extrusion of polymer melts: a mathematical model and predictions", J. Polym. Eng., 5, 

135-157 (1985). 

165 



References 

Kannan, R.M., Komfield, J.A., "Stress-optical manifestations of molecular and 

microstructural dynamics in complex polymer melts", J. Rheol., 38, 1127-1150 (1994). 

Karacan, L, Taraiya, A.K., Bower, D.L, Ward, LM., "Characterization of orientation of 

one-way and two-way drawn isotactic polypropylene films", Polymer, 34, 13,2691-2701, 

(1993). 

Kavesh, S., Schultz, J.M., "Lamellar and interlamellar structure in melt-crystallized 
polyethylene. II. Lamellar spacing, interlamellar thickness, interlamellar density, and 

stacking disorder", J. Polym. Sei.: Part A-2, 9, 85-114 (1971). 

Keller, A., Machin, M.J., "Oriented crystallization in polymers", J., Macromol. Sci. 

(Phys.) B1(1), 41-91 (1967). 

Keller, A., Sandeman, L, "Investigation of unusual orientation III polyethylene by 
Infrared spectroscopy," J. Polym. Sci.,15, 133-150 (1955). 

Khan, S.A., Larson, R.G., "Comparison of simple constitutive equations for polymer 

melts in shear and biaxial and uniaxial extension", J. Rheology, 31, 207-234, (1987). 

Kim, S., Lafleur P.G., Sammut, P., Huneault, A., "Effects of molecular structure of 
polyethylenes on their bubble instabilities in film blowing extrusion", ANTEC, 1, 361-

365, (2003). 

Kissin, Y. V., "Infrared method for measuring orientation in polyethylene films", J. 
Polym. Sci. Part B: Polym. Physics, 30, 11650-1172 (1992). 

Krishnaswamy, R.K., Sukhadia, "Orientation characteristics of LLDPE blown films and 
their implications of Elmendorftear performance", Polymer, 41, 9205-9217, (2000). 

Krishnaswamy, R.K., "A method to characterize the biaxial orientation of the crystalline 
phase in polyethylene blown films", J. Polym. Sci. Part B: Polym. Physics, 38, 182-193 

(2000). 

Kurtz, S.1., "Relationship of stresses in blown-film Pro cesses", Int. Polym. Process, 10, 
148-154 (1995). 

Laffargue, J., Parent, L., Lafleur, P.G., "Investigation of bubble instabilities in film 
blowingprocess", Int. Polym. Process', 17,347-353 (2002) 

Larson, R., "Constitutive equations for polymer melts and solutions", Boston, 

Butterworths, (1988). 

166 



References 

Lee, G. H., "An introduction to experimental stress analysis", New York, John Wiley and 

Sons, Inc., (1950). 

Lee, S.L., Tsai, J.S., "Cooling of continuous moving sheet of finite thickness in the 

presence of natural convection", Int. J. Heat Mass Transfer, 33, pp 457-464, (1990). 

Leissa, A., "Vibration ofshells", NASA, Washington D.C., (1973). 

Lin G-G., Shin, H-H., Chai, P-C., "Influences of side-chain structures on the 

viscoelastieity and elongational viscosity of polyethylene melts", Polym. Eng. Sci., 42, 

2213-2221, (2002). 

Liu, C.-C., Bogue D. C., Spruiell, J. E., "Tubular Film Blowing, PartI, On-li ne 

experimental studies", Int. Polym. Process., 10,226-229 (1995a). 

Liu, C.-C., Bogue D. C., Spruiell, J. E., "Tubular Film Blowing, Part2, Theoretical 

Modeling", Int. Polym. Process., 10,230-236 (1995b). 

Lungu, c., M. Eng. Thesis, McGill University, Montreal, Quebec, Canada, (2000). 

Luo, X-L., Tanner R. 1., "A computer study of film blowing", Polym. Eng. Sci., 25, 620-

629 (1985). 

Macosko C., "Rheology prineiples, measurements, and applications", New York, VCH 

Publishers, (1994). 

Maia, J.M., "Theoretical modeling of fluid SI: a comparative study of constitutive 

models in sample and complex flows", J. Non-Newtonian Fluid Mech., 85, 107-125, 

(1999). 

Maltosz, M., Newman, J., "Solving I-D boundary-value problems with BandAid: a 

functional prograrnming style and a complementary software tool", Comput. Chem. Eng., 

11,45-61, (1987). 

Menges G. and Predohl W., "Certain aspects of film blowing of low-density 
polyethylene", Polym. Eng. Sei., 15,394-399 (1975). 

Micic P., Bhattacharya S.N., Field, G., "Transient elongational viscosity of 

LLDPE/LDPE blends and its relevance to bubble stability in the film blowing pro cess", 

Polym. Eng. Sei. 38, 1685-1693 (1998). 

167 



References 

Mickley, H.S., Shewood, T.S., Reed, C.E., "Applied mathematics III chemical 
engineering", New York, McGraw Hill, (1957). 

Nagamatsu, K., "On the viscoelastic properties of crystalline high polymers", Kolloid­
Zeitschrift, 172, 141-162 (1961). 

Nakamura K., Watanabe T., Katayama K., "Sorne aspects of nonisothermal 
crystallization of polymers. 1. Relationship between crystallization temperature, 
crystallinity, and cooling conditions", J. App. Polym. Sei., 16, 1077-1091 (1972). 

Noye, J., Numerical simulation of fluid motion: proceedings of an International 

Conference on the Numerical Simulation of Fluid Dynamic Systems held at Monash 
University', Melbourne, (1976). 

Pearson, J. R. A., Petrie C. J. S., "The flow of a tubular film. Part 1. FormaI mathematical 
representation", J. Fluid Mech., 40, 1-19 (1970a). 

Pearson, J. R. A., Petrie C. J. S., "The Flow ofa tubular film. Part 2. Interpretation of the 
model and discussion of the solution", J. Fluid Mech., 42, 609-625 (1970b). 

Petrie C.J.S., Petrie A., "The influence ofbubble mechanics on sorne properties ofblown 

film", in Polymer Processing Society, 15, the Netherlands June (1999). 

Petrie C.J.S., "Film blowing, blow molding, and thermoforming; computational analysis 
of polymer processing", edited by Pearson J.R.A., and Richardson S.M., (1988). 

Petrie C.J.S., "Mathematical modeling and the systems approach in plastics processing: 
the blown film process", J., Polym. Eng. Sei., 15, 708-724, (1975) 

Phan-Thien, N., "A nonlinear network viscoelastic model', J. of Rheol, 22, 259-283 

(1978). 

Phan-Thien, N., Tanner, R.I., "A new constitutive equation derived from network 
theory",1. non-Newtonian fluid mech., 2, 353-365 (1977). 

Pirkle, J.C., Braatz, R.D., "Dynamic modeling of blown film extrusion", Polym. Eng. 

Sei., 43,398-418,(2003). 

Prasad, A., Shroff, R., Rane, S., Beaucage, G., "Morphological study of HDPE blown 
films by SAXS, SEM and TEM: a relationship between melt elasticity parameter and 
lamellae orientation", Polymer, 42, 3130-3113 (2001). 

168 



References 

Ratner, A.M., "Tensile stability of cylindrical membranes", Int. J. Non-Linear 
Mechanics, 18, 133-147, (1983). 

Reddy, J.N., "An introduction to the finite element method", New York, McGraw-Hill, 
(1993). 

Ries, M.E., Brereton, M.G., Ward, LM., Cail, J.I., Stepto, R.F.T., "Rescaling approach to 
molecular orientation for NMR and optical properties of polymer network", Macromol., 
32, 5665-5669 (2002). 

Rodriguez, F., "Principles ofpolymer systems", New York, McGraw Hill, (1982). 

Rohsenow, W. M., Hartnett, J.P., Cho, Y.I., "Handbook of heat transfer", 3rd edition, 
McGraw Hill, 1996. 

Sakiadis, RC., "Boundary-layer behavior on continuous solid surfaces II. The boundary 
layer on a continuous flat surface", A.I.Ch.E. Journal, 7, 221-226, 1961. 

Samuels, J.R., "Structured polymer properties", John Wiley and Sons, New York (1973). 

Sidiropoulos, V., Tian, J.J., Vlachopoulos, J., "Computer simulation of film blowing", J. 
Plastic Film and Sheeting, 12, 107-129,(1996). 

Sidiropoulos, V., Vlachopoulos, J, "An investigation of Venturi and Coanda effects in 
blown film cooling", Intern. Polym. Processing 15, 40-45 (2000). 

Sidiropoulos, V., Vlachopoulos, J., "Numerical simulation of blown film cooling", J. 
Reinforced Plastics and Composites, 21, 629-637, (2001). 

Sidiropoulos, V., Wahab, Z., Vlachopoulos, J, "Numerical calculation of stresses in film 
blowing", ANTEC, (2001). 

Sidiropoulos, V., Wood, P.E., Vlachopoulos, J., "The aerodynamics of cooling ofblown 
film bubbles", J. Reinforced Plastics and Composites, 18, 529-538, (1999). 

Sidiropou10s, V., "The effects of air cooling on the film blowing process", Ph.D. Thesis, 
McMaster University, Hamilton, Ontario, Canada, (2000). 

Sinnott, R.K., "Coulson and Richardson's chemical engineering: chemical engineering 
design", vol. 6, Pergamon Press, New York, (1993). 

169 



References 

Soskey, P. R., Winter, H., "Equibiaxial extension oftwo polymer melts: Polystyrene and 
Low Density Polyethylene", J. ofRheol, 29, 493-517 (1985). 

Sridhar, T., Nguyen, D.A., Fuller, G.G., "Birefringence and stress growth in uniaxial 
extension of polymer solutions", J. non-Newtonian fluid mech., 90, 299-315 (2000). 

Tanner R., "Engineering rheology", New York: Oxford University Press, (2000). 

Tas, P., Ph.D. Thesis, Eindhoven University of Technology, Eindhoven, Netherlands 
1994. 

Taylor, D.J.R., Stepto, R.F.T., Jones, R.A., Ward, LM., "Computer simulation studies of 
molecular orientation and the stress-optical properties of polyethylene networks", 
Macromol., 32, 1978-1989 (1999). 

Theocaris, P.S., "Dependence of stress-optical coefficients on the mechanical and optical 
properties ofpolymers", J. Strain Analysis, 8,267-376 (1973). 

Ward, 1. M., "Structure and properties of oriented polymers", New York, Chapman and 
Hall, (1997). 

Ward, LM., Coates, P.D., Dumoulin, M.M., "Solid phase processing of polymers", 
Cincinnati, Ohio, Hanser/Gardner Publications, Inc., (2000). 

White, F., "Fluid Mechanics", Highstown, New Jersey, McGraw Hill Inc., 1994. 

White, J.L., Cakmak, M., "Orientation, crystallization, and haze development in tubular 
film extrusion", Advances in Polym. Tech., 8,27-61 (1988). 

White, lL., Spruiell J. E., "Specification of biaxial orientation In amorphous and 
crystalline polymers", Polym. Eng. Sei., 21, 859-868 (1981). 

Wolf, D., Feron, B., Wortberg, J., "Numerical analysis of cooling air system in film 
blowing", Int. Polym. Process, 12,38-44(1997). 

Wunderlich, B., "Macromolecular physics", vo1.2, Academic Press, New York, (1976). 

Yeow, Y.L., "Stability of tubular film flow: a model of the film-blowing process", J. 
Fluid Mech., 75, 577-591 (1976). 

Yoon, K-S., Park, C-W., "Stability of a blown film extrusion process", Int. Polym. 
Process, 14, 342-349 (2000). 

170 



References 

Yoon, K-S., Park, C-W., "Stabilityofa two-Iayerblown film coextrusion", J. Non-Newt. 
Fluid Mech., 89, 97-116 (2000). 

Zeppenfeld V. 1. R., Kierspe, "Moglichkeiten zur Leistungssteigerung bei Luftegekuhlten 
blasfolienanlagen", KunstStoffe, 1971. 

Zhang, X M., Elkoun, S., Ajji, A., Huneault M.A., "Effect of crystalline structure on tear 
resistance ofLDPE and LLDPE blown films", ANTEC, 1376-1380 (2003). 

Zhang, X, Ajji, A., Jean-Marie, V., "Processing-structure-properties relationships of 
multiplayer films, 1. Structure characterization", Polymer, 42,8179-8195, (2001). 

Zhang, X, M., Ajji, A., Huneault, M.A., "Control of blown film tear strength anisotropy 
through blending ofLDPE and LLDPE", ANTEC, 1391-1395 (2003). 

Ziabicki A., "Fundamentals of fiber formations", New York, John Wiley and Sons, Inc., 
(1976). 

Ziabicki A., "Theoretical analysis of oriented and non isothermal crystallization 1. 
Phenomenological considerations, isothermal crystallization accompanied by 
simultaneous orientation or disorientation", Colloid and Poly. Sci, 252, 207-221 (1974). 

Ziabicki, A., "Crystallization of polymers in variable external conditions IV. Isothermal 
crystallization in the presence of variable tensile stress or hydrostatic pressure", Colloid 
and Poly. Sci, 277, 752-261 (1999). 

171 



APPENDIXA 

Schematics of the Film Blowing Process 
[source: (Rodriguez (1982), Kanai (1999)] 
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Figure A 1: The stages of the entire pro cess from the extruder to the windup roUs. 
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Figure A2: Schematic of the film blowing process. 

Figure A3: The film is shaped into a large tube of thin membrane. 
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Figure A4: the tube becomes flat sheet at the windup roll 
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Appendix 

APPENDIX B 

Polymer Ultimate Crystal li nit y (Xoo) 

One of the important aspects of this work is that it employs a realistic function for 

the crystallization kinetics based on experimental data. It incorporates the ultimate 

crystallinity, which is also based on experimental data. The ultimate crystallinity is 

defined as a sigmoidal function oftemperature (Equation Al). Lungu conducted a series 

of isothermal experiments on various PE resins. He employed differential scanning 

calorimetry (DSC) and a method proposed by Kamal and Chu (1983) to eliminate errors 

that may occur because of the transient response. The resin was kept at the selected 

temperatures for a long time to determine the crystallization kinetics and the ultimate 

crystallinity at different temperatures. The results exhibited good reproducibility and 

accuracy. Equation Al was obtained by fitting Longu's data. 

(Al) 

The constants in the above equation are shown in Table Al. 

Table BI: The characteristic constants employed in the ultimate crystallinity function. 

Resin al a2(°C) a3(C) 

C587, C863, and C24-C34 0.43 107.6 7.8 

D582 0.42 101.9 4.02 

F751 0.41 96.81 4.0 

G583 0.44 104.0 4.5 

H866 0.50 106.6 10.6 
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Isothermal Experiments 

Lungu (2000) followed the following procedure in conducting the isothermal 

experiments and followed a method proposed by Kamal and Chu (1983) to eliminate any 

errors may occur because of the transient response. 

1. A temperature range of 16-20°C, which was employed ln the isothermal 

experiment was decided from the nonisothermal data. 

2. The isothermal experiments were conducted above and below the reference 

temperature, which is the temperature where the highest crystallization rate was 

observed. 

3. A different sample was used at each temperature in the isothermal experiments. 

4. The heat of fusion absorbed by one gram of crystallizing melt during the 

experiment was measured. 

5. In each experiment, an initial isothermal holding at 50°C was maintained for 5 

minutes to bring the sample to apparatus temperature. Then, the sample is heated 

from 50°C to 180°C at a rate of 10°C/min. 

6. At 180°C, the sample was held for 5 minutes to erase the previous thermal history. 

7. After the 5 minutes holding time, the sampled was quenched at a high cooling rate 

of 100°C/min until it reached the selected isothermàl crystallization temperature. 

8. The sample was held at that isothermal temperature for 15-120 minutes until the 

crystallization was complete, which was indicated by the termination of the heat 

flow increase on the instrument panel. The heat flow remains constant when 

ultimate crystallization is reached. 

9. Once the crystallization was complete, the samp1e was heated again to 230°C at a 

rate of 10°C/ min and held for 5 minutes. 

10. Then, a cooling was carried out at a cooling rate of 100°C/min to bring the sample 

to a final temperature of Tf = Tiso + 50. This final temperature is usually higher 

than the experimental melting temperature, which ensured no crystallization took 

place. 
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Il. Superimposing the two plots gives the area corresponding to the true crystallinity, 

and minimizes the errors due to the baseline (Figure Al). 

12. The above procedure along with the following steps suggested by Kamal and 

Chu (1983) eliminate the transient and heat transfer effects. 

13. Because the heat cannot be released from the sample (even for very small sample) 

fast enough to reach the match the programmed temperature, the system exhibits a 

transient response (Figure A2) as it approaches the true isothermal state. 

Therefore, steps 10 and Il ensured elucidating the period of time before a 

detectable signal could be read from the instrument. This time is referred to as the 

induction time ('t *). 

14. The crystallinity is measure from the aforementioned time ('t* ) onwards. Figures 

A3 and A4 show that there is no crystallization is taking place before the 

induction time. 
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Figure BI: Typical crystallization peaks (H1-first heating, H2-second heating, after 

crystallization). 
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Figure B2: Transient response effect in an isothermal experiment. 
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Figure B3: Isothermal exotherms for resin F751 at various isothermal temperatures. 
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Figure B4: Isothermal exotherms for resin G583 at various isothermal temperatures. 

179 


