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AB8TRACT

The objective of an Optimal Power Flow (OPF) algorithm is to find the steady­

state operation point of a generation-transmission system which minimizes a pre-specified

cost function and meets a set of operational and/or security constraints. OPF algorithms

are among the tools present in many Energy Management Systems and their usefulness

is increasingly being recognized by power utilities.

This thesis presents an algorithm which uses the parameters existing in the OPF

problem to find its solution. These parameters can be in the objective function or the

equality or inequality constraints. This algorithm is applied to a parameterized OPF model

built according to the fol1owing criteria: (i) when ail parameters present in the model are

relaxed from their given levels, a solution can be trivially found for this parameterized

problem and (ii) when ail parameters are retumed to their original values, the

parameterized model is equal to the original OPF. As the initially relaxed parameters are

retumed to their original values, they define a sequence of OPF problems which converge

to the original one. The algorithm is designed to track the optimal solations of hiese

intermediate problems until the optimum of the original OPF. This tracking is made in

a systematic manner. By using a binary search or a linear prediction method, the

algorithm finds the maximum increment of the parameters which allow only one

inequality to be fixed at its limit or to be released. The parameters are then adjusted to

their new values, defining a new OPF problem with known optimal active feasible set.

As a consequence, the optimal solution of this new problem can be easily found by

solving the first order optimality conditions by Newton's method. In this way, the

optimum is tracked irOm one active feasible set to the next until the parameters reach

their original values.

ii
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The parameterization pennits the solution of the OPF pro!llem for a fixed and

variable load using the same mechanism described in the previous paragraph. As a result

of this systematic tracking, the method is robust and able to provide a very good insight

about the behaviour of the OPF solutions. In addition, the main difficulties encountercd

in solving the OPF problem are easily visualized and, in particular, the approach permits

the differentiation of the potential causes for the failure of the tracking process, including

the identification of unsolvable cases. The sensitivities of the optimal solution as a

function of the parameters are also by-products of the method; including the Bus

Incremental Costs and the System Incremental Cost as functions of the loads. The

approach is also flexible enough to permit the simulation of line contingencies and of

Flexible AC Transmission Systems (FACTS devices). The algorithm developed was tested

in numerous networks with different objective functions and initializations and the results

demonstrated the potential of this technique.



• RÉSUMÉ

Le but d'un algorithme d'écoulement optimal de puissance (BOP) est de trouver

le meilleur point d'exploitation en régime permanent d'un réseau de production-transport

d'énergie qui répond à un ensemble de contraintes opérationnelles ou de sécurité. Les

algorithmes de EOP sont des outils présents dans les Centres de Conduite de Réseaux et

leur utilité est de plus en plus reconnue par les compagnies électriques.

Cette thèse présente un algorithme utilisant les paramètres qui existent dans le

problème de EOP dans le but de trouver sa solution. Ces paramètres peuvent être présents

dans le critère d'optimisation ou dans les contraintes d'égalité et d'inégalité. Cet algorithme

est appliqué à un modèle paramétré de l'BOP bâti selon les critères suivants: (i) quand

tous les paramètres du modèle sont relâchés de leurs valeurs données, une solution triviale

peut être obtenue et (ii) quand tous les paramètres relâchés sont retournés à leurs valeurs

originales, une séquence de problèmes EOP est définie convergeant au problème original.

L'a1g~rithme est conçu pour suivre la solution optimale de tous ces problèmes

intermédiaires jusqu'au point optimal du problème original. Ce processus est fait d'une

façon systématique. En utilisant une recherche binaire ou une méthode de prévision

linéaire, l'algorithme trouve l'incrément maximum des paramètres permettant ainsi qu'une

seule inégalité soit fixée à sa limite ou soit libérée. Les paramètres sont alors ajustés à

leurs nouvelles valeurs définissant ainsi un nouveau problème EOP comportant un

ensemble d'inégalités actives connues. Par conséquent, la solution optimale de ce nouveau

problème peut être facilement trouvée en solutionnant les conditions optimales de premier

ordre par la méthode de Newton. De cette façon, l'optimum est suivi d'un ensemble actif

faisable à l'autre jusqu'à ce que tous les paramètres soient arrivés à leurs valeurs d'origine.

La mise en évidence des paramètres permet de solutionner le problème EOP dans

le cas des charges fixes ou variables en utilisant le même mécanisme décrit ci-haut A la

IV
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suite de ce processus systématique, ii est possible d'obtenir un très bon aperçu du

comportement des solutions de l'EOP. Les difficultés principales auxquelles on doit faire

face en solutionnant le problème EOP sont facilement visualisées et, en particulier,

l'approche permet la différentiation des causes potentielles d'interruption du processus

d'optimisation, y compris l'identification des cas sans solution. Les sensibilités de la

solution optimale, en fonction des paramètres, sont aussi des produits secondaires du

processus, ce qui inclue le coût marginal de la charge du réseau et les coûts marginaux

des charges individuelles. L'approche est assez flexible pour permettre la simulation des

contingences topologiques et l'optimisation des dispositifs "FACTS" (Flexible AC

Transmission Systems). L'algorithme a été validé dans plusieurs réseaux, en considérant

différents objectifs d'optimisation et les résultats démontrent le potentiel de cette

technique.
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• CHAPTER 1

INTRODUCTION

1.1 General

Power utilities nowadays place great importance on the secure-economic operation

of their systems. The savings that can be obtained by an economical operation have been

proven to be considerable [Maria and Findley, 1987 and Bridenbaugh et al., 1992]. With

increased restrictions in the oonstruction of new power plants and transmission lines ( in

spite of a continuous increase in the demand), it becomes even more necessary to obtain

the best possible perfonnance out of existing systems.

The problem of optimal steady-state operation of a generation-transmission system

is represented through a mathematical model broadly known as the Optimal Power Flow

(OPF) problem. The OPF problem can be defined as a "general mathematical tool used

to find the instantaneous optimal operation of a power system under constraints which

meet operating feasibility and, optionally, security oonstraints" [Carpentier, 1987]. The

first mathematical fonnulation of the OPF problem was proposed almost four decades ago

and, since then, has been used almost with no modifications in numerous studies.

AlI research on the OPF problem can be rationalized if we consider that, by

solving this problem, ail state variables of a power system can be optimally oontrolled

(acoording to sorne pre-specified criterion, e.g., minimum oost or minimum transmission

losses) while satisfying a very oomplex set of equality and inequality oonstraints. The

OPF problem is a power engineers' answer to society's demand for the minimum possible

waste of energy with a high quality of service. An OPF fonns part of the specifications

in any projeet submitted today for the energy management system (EMS) of a power

1
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system. Nevertheless, the OPF is still is not broadly used, mainly because of the

difficulties of using such a tool in ccl:!trol centres [Stott et al., 1987 and Heinz et al.,

1993]. The reasons for these difficulties are various. In spite of the extensive research

made in OPF, still today there are cases where OPF algorithms fail to find an optimal

solution. More important, some of the constraints present in day-to-day operation cannot

yet be properly modelled. As a consequence, solutions provided by the OPF algorithms

are not always realistic and it still corstitutes a risk to rely entire!y in OPF algorithms in

daily operation of a power system. In addition, unlike load flow programs that are broadly

used by the power utilities (and considered reliable tools for operation), the

implementation and use of OPF programs is not trivial. The fact that there must be

specialized personnel to use an OPF package and the sophistication of such a tool

accounts for a general reluctance in the power utilities about the advantages of using an

OPF program in daily operation.

Unfortunately ( and perhaps predictably ), the task of optimizing the steady-state

operation of a generation-transmission system is not easily tractable. The laws that rule

power generation and transmission transform the OPF into a mixed integer-nonlinear (non­

convex) problem which can defy the most sophisticated optimization methods. Because

of its numerous potential applications in power as weil as its complexity, the OPF

problem can be c1assified among classical optimization problems such as the "knapsack

problem" or the "travelling salesman problem". Surprisingly, until today, in spite of the

huge bibliography that exists about the OPF, no attempt has been made to condense the

many different aspects of this problem in a book where, usually, one finds only the theory

of some of the more elementary versions of the OPF, e.g., the Equal Incrementai Cost

Economie Dispatch and the c1assical load flow problem. This, together with the basic

characteristic of the OPF, which requires a good knowledge in both power systems

operation and mathematical programming, has led to the lack of a consensus in the

literature as to the best way te approach this problem.

Presently, different OPF packages are available in the market [ Burchett et al.,

1984; Sun et al., 1984; AIsaç et al, 1990 and Bertran et al., 1990]. Computational

programs exist that find the optimal operation state of a power system in seconds,



•

•

INTRODUCTION 3

contradicting the previous general perception that the steady-state optimization could not

be done on-line. Nevertheless, in spite of all the advances achieved in terms of

computational speed, many theoretical aspects of the OPF probiem have not been

sufficiently studied. Consequently, causes of failure or difficult convergence of OPF

algorithms are not always known. This is a difficult area which could not yet be properly

studied, in part because of the tools available to solve the problem.

The research being carried out nowadays in this area is mainly concemed with

implementing fast algorithms that provide reliable solutions for the OPF problem where

the system demands and topology are considered fixed. Ideally, a method that would

represent the changes in the operation environment should be employed in order to be as

close as possible to the day-to-day operation of a power system. With this in mind, we

propose in this thesis the use of a method that would be able to represent to sorne extent

the changes that could occur in the power system. Here, a parametric optimization method

is used to solve the OPF problem. This approach was also motivated by a desire to

investigate the behaviour of OPF solutions with respect to variations in problem

parameters such as loads and variable limits.

1.2 The Present Thesis

The OPF model, as any other mathematical model, is composed of decision

variables which can be controlled and a set of variables over which usually one has no

control: the parame/ers. Active and reactive generation are sorne examples of the decision

variables while load demand, line characteristics and operational limits are examples of

parameters.

Parametric optimization characterizes the behaviour of the optimal solution of a

problem for a range of parameter variations. Thus, the use of a parametric optimization

approach in the OPF serves to analyze the optimal behaviour of the decision variables as

sorne of the model parameters vary. This variation can be due to normal time behaviour

such as daily load changes. Parameter variation can also be artificially imposed to

examine the behaviour of the OPF solutior with respect ta coefficients such as variable



INTRODUCTION 4

Iimits and cost data The latter type of parameter variation is interesting to study on its

oWll merits, however we found that it can be the basis for a new approach to solve the

OPF.

Different parametric approaches have been used to solve the OPF problem. The

present thesis is an extension and generalization of previous research pursued at McGiIl

University. The studies developed thus far using parametric methods to solve the OPF

problem wer~ limited by the specifie nature of the models and algorithms used. Typically,

they minimize a cost subject to linear constraints by parametric quadratic programming.

Altematively, they can be based on models consisting of non-linear constraints and costs

that are Iinearized and solved through sequential quadratic programming. Here we propose

a general parametric OPF model where the full nonlinear loar' flow equalities and

inequalities are enforced while minimizing an arbitrary objective function. Furthermore,

in this work, the OPF problem can be independently parameterized by relaxing one or

more of the following : (a) the objective function; (b) the inequality limits and (c) the

equalities. This feature enables the tracking and analysis of the OPF behaviour in terms

of general parameter variations and also a systematic solution of the OPF from an

arbitrary initial condition.

The strategy proposed here can be divided into two main phases. Phase 1 finds the

OPF solution for a given load level starting from an arbitrary initial condition. Phase n
tracks the OPF solution as a function of the load level over a given interval starting from

the Phase 1 solution.

In Phase l, the objective function, the equality and inequality constraints are

parameterized by a single parameter. The parameterized OPF is then relaxed by modifying

this parameter in such a way that an arbitrary initial solution is forced to be optimal. The

variation of the parameter produces a sequence of nonlinear optimization problems, with

knoWll active constraint set, whose solutions converge to the solution of the original OPF

problem. Since for each problem in the sequence the active set is always knoWll, the

corresponding solutions are reduced to simply solving the set of equations arising from

the first order optimality conditions. Thus, starting from an arbitrary initial solution, the
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optimum is tracked through a strategy that consists of two steps: (i) the variation of the

parameter that brings the initial relaxed problem progressivelly closer to the original one

and (ii) the solution of the various intermediate optimization problems by Newton's

method. The key of this strategy is step (i). The variation of the parameter must be done

in a way that only one change at a time takes place in the optimal active set. This

approach leads to the systematic tracking of the optimal solution and permits an easy

detection of the causes of failure of the optimization process whenever this occurs.

In Phase n. after obtaining an optimal solution for Phase 1. the algorithm tracks

the OPF solution trajectory as a function of the load over a given interval. The ability to

track the OPF solution in terms of the load has potential in an on-line environment by

allowing system operators to pre-calculate the optimal dispatch strategies based on a load

forecast.

1.2.1 Outline of the Thesis

The chapters of this thesis are organized as follows:

Chapter 2, first of ail, presents a general description of the OPF problem: the

different formulations, variables, constraints and objective functions used. Next. an

analysis is made of the OPF literature. emphasizing the most recent publications and also

sorne important work done in the pasto These publications are classified according to the

optimization techniques used to solve the problem and sorne of the strong and weak

points of the different methods are discussed. Following this. a general idea of parametric

methods is given through the discussion of sorne mathematical examples. Finally. the

various publications in power system operation using parametric methods are presented

emphasizing the work done in Economie Dispatch and OPF.

Chapter 3 presents the theoretical aspects of the parametric approach used in this

thesis. The discussion starts with a description of the parameters existing in the OPF

mode\. Next are presented the first and second order optimality conditions of a general

nonlinear parametric optimization problem whose feasible set satisfies a set of regularity
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constraints. These optimality conditions are then used to explain the parameterized models

used in this thesis to solve the OPF problem for fixed and variable system load. With the

parametric models described, the process of tracking the optimal solution is studied in

detail and the various causes for the failure of the parametric approach are explained. In

the last section is introduced the concept of "structural stability" of a parametric

mathematical problem. The special case of the Parametric-OPF is then analyzed and sorne

conclusions are drawn about the behaviour of the OPF solution in a varying load

environment.

Chapter 4 presents the Parametric-OPF algorithm implemented in this thesis. To

describe this algorithm, detailed parameterized models for solving the OPF are introduced

and the associated optimality conditions are derived. The algorithm is divided into two

main stages which are discussed separately: the definition of a feasible set which is active

at the optimal solution of the parameterized model, and the resolution of the first order

optimality conditions defined for this specific active feasible set. First, an explanation is

given about how an optimal active feasible set is obtained through the use of a binary

search or a linear prediction method. The Newton method based approach used to solve

the system of equations composed of the optimality conditions of the parameterized

problem is then described.

Sorne special applications of the algorithm described in Chapter 4 are presented

in Chapter S. First of ail, a methodology for the simulation of line contingencies is

described. Next, using quantities which are by-products of the Parametric-OPF algorithm,

we derived expressions of the sensitivities of the OPF solutions for an interval of load

variation, including the Bus Incrementai Costs and the System Incrementai Cost.

Following this, a methodology is described to study the behaviour and influence of

Flexible AC Transmission Systems (FACTS) devices in the optimal steady-state operation

of generation-transmission systems.

In Chapter 6 the results of tests made with the Parametric-OPF algorithm are

presented and analyzed. The systems tested here are: the 14, 30 and HB-bus IEEE test

networks and a 34-bus network with 64 lines characterized by high levels of reactive
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power and voltage instability. The results are organized in two parts. In the first part, the

computational aspects of the method are discussed by comparing its performance for

different initializations, strategies to find the optimal active feasibl~ set and type of

constraints and variables existing in the problem. In the second part, some analysis are

made regarding the behaviour of the OPF variables during the solution of the problem for

fixed or variable load; in sorne cases, also supposing line contingencies. In addition, sorne

economical aspects of the optimal steady-state operation are also discussed. Next, sorne

tests with FACTS devices are presented and their influence in the OPF solution is studied

Finally, Chapter 7 provides an overview of the present thesis and recommendations

are made regarding future work.

1.2.2 Claim of Originality

To the best of the author's knowledge, the following are the main results and

contributions of this thesis:

1. The formulation of a general parametric OPF model where the objective function,

equality and inequality constraints are parameterized.

2. The implementation of a parametric algorithm where the full OPF problem is

solved by rystematically tracking the active set and without recourse to sequential

linear or quadratic programming. Two versions are developed, one for the OPF

with fixed loads and a second for load tracking.

3. A detailed study of the behaviour of the OPF solution for both fixed and variable

system loads, in particular an analysis of the potential causes for the failure of the

method.

4. The definition of a region of structural stability for the OPF problem ( Le., a

region where there is a continuous change in the optimal solution of the problem

for a change in the system load or any operational limit ).
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The study of the a1gorithm in a number of test cases including the influence and

behaviour of Flexible A.C Transmission System (FACTS) devices in the OPF

problem.



• CHAPTER 2

BACKGROUND

2.1 Introduction

The optimal power flow (OPF) problem can be defined as a "general mathematicai

tool used to find the instantaneous optimal operation of a power system under constraints

which meet operating feasibility and, optionally, security constraints" [Carpentier, 1987].

The OPF is becoming nowadays an important tool in Energy Management Systems

(EMS); it is increasingly replacing the classicalload flow algorithms to perform operation

and planning tasks.

The OPF can be classified among very general and difficult mathematical

problems such as the "travelling salesman" or the "knapsack" problems. WhilCl it is

possible to find books devoted entirely to the last two problems, the different details of

modelling, approximations and solution methods for the OPF are only superficially treated

in books devoted to power systems planning and control where, usually, one finds only

the theory of some of the more elementary versions of the OPF, e.g. the Equal

Incrementai Cost Economic Dispatch and the classical load flow problem. The lack of

textbooks on OPF is surprising since the OPF has been the subject of an enormous

amount of research for over thirty years and its importance has been more and more

recognized by the power utilities. The original model has engendered many different OPF

formulations and almost every mathematical optimization method has been applied to its

solution; but the general problem, as conceived today, remains a challenge.

9
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In this chapter, first of ail, the OPF problem is characterized and the various

details and extensions of th.: basic model are presented. After that, the various works that

have been published in this field in recent years as weil as some important earlier results

are discussed, so as to give an idea about the state of the art in OPF. Subsequentiy, the

mathematical approach used in this thesis to solve the OPF • a parametric optimization

technique· is introduced and the reasons for this choice are presented together with some

general applications of parametric approaches in power system analysis.

2.2 The Optimal Po ~r Flow Problem

2.2.1 Basic Formulation

The OPF optlmlzes the static operating condition of a power generation­

transmission system. A scalar function is to be minimized subject, in some cases, to

thousands of sparse equality and inequality constraints.

An OPF algorithm has found many applications ID modem power systems

operation and planning. As examples, in operation, the OPF can be used for on-line

(secure or basic) control of the decision variables as a component of a Hydrothermal

Dh-patch [Luo et al., 1989] or even as a tool to calculate the "spot priee" of both active

and reactive power being traded among utilities and consumers [Shirmoharnmadi et al.,

1991 j In planning, the OPF is slowly substituting the classicalload flow, because of the

increasing concem with security and economy of a power system [Hong et al., 1990].

Mathematically, the problem can be generally stated as:

Min c(x)
x

subject to

g(x) =0

h(x) :;; 0

(2.1)

(2.2)

(2.3)
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The variable vector x can be divided into a set of controis u and a set of

dependent variables y.

The control variables can include sorne active power generations, the voltage

magnitudes or reactive power of generating units and synchronous condensers, the

variable transformer tap and phase-shifter settings, other reactive power sourcp.s such as

capacitors and reactors, De link power flows and, in special conditions, line switching

operations and load shedding.

The dependent variables can include the voltage phase angles, the voltage

magnitudes at load buses, line flows and losses.

The scalar objective fonction (2.1) can measure economic and performance aspects

of the system operation such as generation cost, transmission losses, voltage profile

deviation from normal, aggregation of control actions or even the number of controls

actions.

The equality constraints (2.2) usually represent the power balance equations at the

load buses while the inequality constraints (2.3) typically depict both the functional

inequalities, such as power flows, and the bounds on x.

The reader is referred to Appendices A and B for a detailed description of the

mathematical OPF formulation.

In its most general formulation, the OPF is a mixed non-linear (non-convex)

integer programming problem whose solution is extremely difficult and time consuming

to find. Most of the approaches developed thus far have considered only continuous

variables in their formulation. Even though approximate methodologies have been

proposed 10 represent discrete variables [Liu et al., 1992], this is an area that still needs

development.
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In a similar way to what is done with the load flow equations, the variables and

constraints of the OPF can be dividcd into active and reactive sl'bsets. These subsets are

usually weakly coupled, so that two subproblems can be defined: the "active power OPF"

and the "reactive power OPF" [Stott et al., 1980].

For Extra High Voltage (BHV) systems with short transmission lines, the

transmission losses are sometimes neglected and the voltages approximated by 1.0 p.u,

resuIting in the linearized or DC load flow model where the energy balance in the

network buses is represented only in terms of active power and voltage angles. If, in the

OPF problem, such a linearized model is used to represent the system power balance, the

model is called Economie Dispatch with Network Constraints or DC OPF. Considerable

research has been conducted with the DC OPF since its formulation, leading to sorne of

the best known methods for the complete model that exist today [Alsaç et al., 1990 and

Bertran et al., 1990].

As pointed out in sorne literature reviews [Carpentier, 1987; HuneauIt and Galiana,

1990], accurate and fast OPF methods exist for the active power problem, whereas the

complete active-reactive and reactive power problems, being more intricate, has posed

greater difflculties in finding efficient solution methods. Extensive research in the past

years has been, in fact, devoted to the proper modelling and solution strategy for the

reactive power OPF [Kirshen and Van Meeteren, 1988; Alsaç et al., 1990; Salgado et.

al., 1990]. The basic problem is related to the sequential solution of the decoupled

formulation of the OPF: The active problem is optimized and the resuIts are given as

constants to the reactive subproblem, which will optimize the reactive part of the network

using only the remaining controls (that were not "optimized" by the active subproblem).

In this iterative solution, sometimes the reactive subproblem is not able to correct new

violations on the constraints only by adjusting the available reactive controls, thus

compromising the convergence of the overall algorithm. A general approach to correct this

deficiency is to include in the active model those additional reactive constraints that

cannot be met with reactive means only. In addition, in the objective function of the

reactive subproblem, the binding constraints of the active subproblem are added as penalty

terms [Carpentier, 1987]. Numerous variations of this general approach can be found, as
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can be seen in the references mentioned above.

Regarding the treatment of the types of variables, the OPF problem can be written

in two different ways [Carpentier, 1987]:

(i)- Sparse ModeIling

Equations (2.1)-(2.3)

In this sparse model, no distinction is made between dependent and controllable variables.

Ali variables are treated as decision variables and optimized simultaneously, resulting in

very sparse constraints.

(ii)- Compact or Reduced Modelling

Min c(u,y[u])

subject to

g(u,y[u)) = 0

h(u,y[u]) s 0

(2.4)

(2.5)

(2.6)

In this reduced model, the optimization is performed with respect to the controllable

variables, u. The dependent variables are treated as explicit functions of u. In this

formulation, there are fewer variables and constraints but at the expense of a decrease in

sparsity.

With the reduced model, the solution of the OPF is decomposed into two parts:

a load flow solution to find y as a function of u and the optimization of the reduced

problem over u. A large number of procedures used to solve the OPF problem is hased

on the reduced model [Carpentier, 1987].



•
BACKGROUND 14

2.2.2 The Security Constraïned OPF

An important application of OPF algorithms is in security constrained optimal

control of a power system.

An operationally secure power system is one which " can withstand, without

serious consequences, any of a preselected list of credible disturbances (contingencies)"

[Balu et al., 1992].

Unfortunately, the problem of identifying the most suitable corrective actions for

those contingencies which are found to cause overloads, voltage limit violations or

instability in a power system is not a trivial one. However if, associated with each

corrective action, there is a "cost", the problem of optimal secure control of a power

system can be mathematically stated as a modified OPF whose constraints consider not

only operational aspects of the actual generation-transmission system but also of

contingency states. In expanding the basic OPF formulation to include contingency

constraints, two levels of security can be represented [Stott et al., 1987]:

(i)- Security under contingencies without corrective actions (preventive

Control).

An optimal set of controls is sought to guarantee that no operating limits are

violated in the system before or after each contingency. In this conservative approach, it

is assumed that no adjustment in the control variables occurs after any of the possible

contingencies. Inat is, the pre-contingency control is sufficient to ensure that, even if the

contingency occurs, no violations take place. This problem Can be formulated as:
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• Min C(Uo'Yo) (2.7)

subject to

g(uo'Yo) = 0, h(uo'yo) ,; 0 (2.8)

and

g(uo,Yt) = 0, h(uo,yt) ,; 0 (2.9)

for every contingency k.

(ii)- Security under contingencies with corrective actions (Corrective

Control)

Here, no operating limit is violated in the system, before or after contingency,

assuming that a corrective action can be applied after the contingency occurs. The security

constrained OPF for this case becomes:

Min c(uo'Yo)

subject to

g(uo'yo) = 0, h(uo'yo) ,; 0

and

g(ut,Yt) = 0, h(ut,Yt) ,; 0

a ,; 1Uo - Ut1 ,; b

for every contingency k.

(2.10)

(2.11)

(2.12)

(2.13)

Thus, for every contingency k, the uk are unknown quantities which can be

adjusted to perforrn a corrective action within the interval [a,b].
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The final operational cost of the Preventive Control approach can be very high due

ta the fact that there are fewer contrais. The final operational cost of the Corrective

Control fonnulation is lower, but the problem becomes enonnous due ta the increased

number of control variables. There is, of course, a trade-off between operational cast and

security and, in the end, it is up ta the utility ta define when one is more important than

the other.

In practice, applying an optimal secure control strategy ta a generation­

transmission system involves much more than just fmding the solution of a secure-OPF.

Nonnally, the implementation of such control starts with the definition of a number of

"Iikely" contingencies, specifying their expected severity, and whether they would be

considered in preventive or corrective control actions. After this initial phase, it is

important ta define, through some kind of sensitivity analysis, the set of controls that

would be operated (in preventive or corrective actions) to guarantee the security of the

system after each contingency. This is specially important if we consider the large number

of control variables involved in the corrective control. With a control set defined, it is

then necessary to specify the maximum amplitude of each control adjustrnent. Finally, the

sequence of control actions may be significant in order to ensure that no violations occur

during the implementation of the sequence of actions.

Sorne aspects in the fonnulatiof' of a secure-OPF must be considered as well.

Security constraints may be treated as "i•..rd" or "soft" constraints where the latter may

tolerate some violations. This is specially useful when feasibility is not found for a

problem with hard constraints. By "softening" some hard constraints, the a1gorithm can

be made to move towards an optimal solution if the relative importance of the specifie

violations is defined correctly by the user (i.e. the definition reflects the utility's policy)

[Alsaç et al., 1990]. Also, the detennination of a proper balance between security and

economy is an important issue [Lereverend et al., 1990].
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2.2.3 Applications

Many OPF programs, with and without security constraints, are currently

implemented in utiHty control centres in both off-Hne studies as weil as in the on-Hne

environment. These two OPF modes have different features. The OPF programs used in

off-Hne studies are basically applied in operation planning. In this off-Hne application, in

addition to the standard use of the OPF, the ability to provide sufficient information for

analysis of infeasible cases is very important - for instance, the correct detection of

bottlenecks in a transmission network or the loadability limit. Another desirable

characteristic would be the ability to provide sensitivities of the objective function and

variables with respect to changes in the parameters. In this application, higher

computational costs can be compensated by a more rigorous formulation and solution of

the problem.

An OPF intended for on-line execution needs to be compatible with other aspects

of the on-Hne environment. The power system state is, in general, changing through time

and the (secure) optimal state changes correspondingly. Thus, the solution speed of the

program should be high enough so that it finds a solution before the power system has

changed significantly, which implies being fast enough to run several times per hour. The

secure-OPF is specially complicated because its formulation (i.e., the list of contingencies

or the mode of operation (preventive/corrective» may change with time as weil.

In recent years utilities have reported experiences in the application of OPF to the

operation oftheir systems [Bridenbaugh et al. 1992 and Heinz el al., 1992]. Il seems thal

numerous improvements are still needed, even in commercial OPF packages, in order to

conform the optimal control actions with other requirements of the daily operation of a

power system. There also exist concems regarding the efforts in training, maintenance and

tuDing necessary to implement the OPF in a control centre [papalexopoulos et al., 1993].

In any case, the OPF found in control centres is presently implemented only in an

"advisory" mode, i.e., the control actions that constilute the OPF solution are offered only

as recommendations to the dispatcher. The on-Hne OPF programs working in a closed­

loop are limited to sorne very specific functions such as constrained economic dispatch
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[Balu et al., 1992]. Nevertheless, it seems inevitable that the OPF will eventually become

accepted and used just as much as the conventionalload t'low is used today. There is still

a need for further improvement, and the feedback from the utility companies' experience

will continue to bring valuable insight and refinements to the modelling and strategy of

solution of the problem of optimal (secure) control of a power system.

2.3 Literature Review

Since it was first formulated in 1962 [Carpentier, 1962], the optimal power f10w

problem has been the subject of extensive research, most of it devoted to numerical

algorithrns for its solution. The early methods were directed towards applications in the

area of transmission planning and their utilization in operation was prohibitive due to the

high computational solution time. The development ofpowerful computers and numerical

methods in recent years has made possible the utilization of an OPF algorithm in on-line

operation tasks as weil.

Literature reviews of OPF have been published on a regular basis. The first of

these is a very interesting review by Happ [Happ, 1977] that traces the development of

the OPF starting with the early methods used to reduce operating costs of a generation­

transmission system. Another useful review was published by Stott and colleagues [Stott

et al., 1980] emphasizing the numerical methods applied in OPF solutions. Carpentier also

published a very general paper conceming on-line operation of a power system,

classifying and discussing important resuIts in the field [Carpentier, 1987]. Finally, a more

recent paper by HuneauIt and Galiana [Huneault and Galiana, 1990] made a very thorough

classification of the works published in the area until 1989. In addition, reviews regarding

recent advances and trends in power system optimization and security control were

published by Stott and colleagues [Stott et. al., 1987] and also by Balu and colleagues

[Balu et al., 1992].

The formulation of the optimal power f10w problem had its basis on an older

power system operation problem: the Economic Dispatch (BD).



BACKGROUND 19

The EU tries to allocate the total generation required among the generating units,

so that sorne constraints are satisfied and the total generating cost is minimized. This

problem was first formulated in the early 20's when there was already a concem about

how to economically divide the totalload amongst the available generating units. Before

1930, various methods were in use, e.g., the "base load method", where the units were

loaded to the maximum capability following the criteria of efficiency; or the "best point

loading method" where the units were successively loaded to their lowest heat rate

following the same criterion of efficiency. In the early 30's, the "Equal Incrementai Cost

Criterion (EICC)" was already considered the best approach, a fact that was proved in

1934 [Rapp, 1977]. Since then, sustained research has been carried out in ED [Runeault

and Galiana, 1990 and Chowdhury and Rahman, 1990]. In the c1assical load f10w

formulation, the system incremental cost represents the minimal change in generation cost

per unit change in the system total demand, with this demand located at the slack bus.

The participation factors load flow permits an interesting variation of the optimal dispatch

via EICC. This modified load flow includes the participation factors to distribute the

power mismatch into the complex power balance equations [Guoyu et al., 1985]. By using

it to calculate the transmission penalty factor, Meisel [Meisel, 1993] demonstrated that

the associated system incremental cost represented the minimal incremental change in

generation costs, per unit change in the system total demand, with this demand distributed

according to the specified participation factor vector.

The solution of the economic dispatch by the EICC was a precursor of the OPF.

In the late 50's sorne work was done to improve the transmission loss representation and

minimization through the ED. At the same time, the load flow was implemented in digital

computers. The OPF was a "natural" outcome of these developments since the load flow

equations and the idea of minimizing costs (or any other criteria) were formulated in the

same problem. In the early 60's, Carpentier placed the optimal power flow on a firm

mathematical basis [Carpentier, 1962]. Much of the work in OPF, since then, has been

based on his formulation. In spite of being able to model the problem of optimal power

system operation in a compact way, Carpentier was not successful with his original

solution algorithm based on a Gauss-Seidel method [Rapp, 1977].
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Gradient Based Approaches

The first efficient solution of the OPF was accomplished using gradient methods.

In 1968, Dommel and Tinney published an approach based on the reduced gradient

method that would become a benchmark in the area [Dommel and Tinney, 1968]. They

extended the Newton's load flow method to the OPF by dividing the variables into

unknowns or dependent variables y, consisting of voltage magnitudes and angles for PQ

buses and voltage angles for PV buses; fixed parameters p consisting of the active and

reactive power injections for PQ buses and the voltage angle of the slack bus; and control

variables u representing the voltage magnitudes on the generator buses, generator real

power and transformer tap ratios. The unknowns were expressed in terms of the controls

and, by linearizing the power flow equations, a gradient method was applied to optimize

the control variables u. After every change in the controls, the non-linear load flow

equations were solved by the Newton method. Inequality constraints were handled by the

projection approach (for the control variables) or via a penalty approach (for y and

functionallimits). The method was very flexible but the penalty function and gradient step

mechanisms required careful tuning.

OPF algorithms based on the Generalized Reduced Gradient (GRG) method were

proposed bath by Peschon and colleagues [peschon et al., 1971] and Carpentier

[Carpentier, 1973]. In Peschon's approach, penalty functions were used for the inequalities

only in the beginning (to force the initial solution into a feasible region). Thereafter,

whenever a functional quantity violated a limit, it entered the set u as a control variable

at its limit. In exchange, by linear sensitivity analysis, an existing member of u, that could

become a dependent variable y without violating its limits, was taken out of the set u. A

gradient step was then taken in the new u and a load flow was solved, like in the

Dommel-Tinney approach. Because of these exchanges between y and u, the load flow

equations were not the standard ones, which led to modified sparsity solution techniques.

Since the method did not use penalties, it required less tuning than the Dommel-Tinney

approach, but each iteration was more time consuming [Stot et al., 1980).
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Carpentier's methodology also expressed the dependent variables in terms of the

control variables which are then optimized via GRG. However, this approach expressed,

through linear sensitivity analysis, the violated and near violated functional inequalities

in terms of D, so that no penalties were used. In this reduced model the cost is minimized

subject to the linearized critical inequalities and to the active power balance equation.

Gradient based methods are still in use nowadays, particularly in algorithms that

are based on sequential optimization of the linearized active and reactive optimal power

flows followed by a load flow solution. Lee and colleagues [Lee et al., 1988] used a

gradient projection method to solve a linearized decoupled OPF where both active and

reactive subproblems minimized the cost of active generation. In the reactive subproblem,

the reactive generations were expressed in terms of the active ones, with the cost

coefficients modified accordingly. The same sequential optimization strategy was used by

Salgado and colleagues [Salgado et al., 1990], with the difference that the objective

function of the reactive subproblem was the transmission losses or minimal deviation of

reactive generation. Both papers did not report any special care to perform the reactive

optimization, but no line limits were considered. The reactive subproblem of the

decoupled OPF algorithm implemented at Electricité de France is also solved via a GRG

based approach [Carpentier, 1987 and 1993].

Penalty Based Approaches

Another early attempt to solve the OPF problem was based on techniques of

transforming a constrained optimization problem into an unconstrained one: the Penalty

and Barrier methods. These methods were used by Sasson [Sasson et al., 1969], to

transform the OPF into an unconstrained problem and solve it via the Fletcher-Powell

method. The better performance of the Penalty methods led to subsequent studies [Sasson

et al, 1971]. In this last work, penalties were used to represent both equality and

inequality constraints of the OPF problem and the modified unconstrained OPF was

solved via the Newton method. Because of the fine tuning necessary on the penalty

factors, the convergence of the method was long and the reliability not very good.
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Although the experiences with penalty functions were not encouraging, another

approach developed from the idea of transforming constrained problems into

unconstrained ones: the Augmented Lagrangian (AL) method. The first OPF based on this

method was published in 1988 [Santos Ir. et. al., 1988], in an application to minimize

active transmission losses. In this work, both equality and inequality constraints are

treated via the Augmented Lagrangian and a Newton solver is applied to the

unconstrained modified problem. Another application of AL to minimize power system

losses was published shortly after [Rehn et al., 1989]. In this work, the dependent

variables of the OPF were expressed in terms of the control variables using the load flow

equations and the optimization, using a quasi-Newton method, was made over an

augmenteél Lagrangian function that considered only the activl' inequalities (also expressed

in terms of the control variables). Recently, a variation of the previous approaches was

presented [da Costa and Santos Ir., 1992]. In it, the Lagrangian of the original problem

is "augmented" only by terms corresponding to the inequality constraints (the equalities

are not penalized), and a quadratic approximation of the modified Lagrangian is solved

via the Newton method. The computational time reported in all these works is very short

and the penalty factors associated with the Augmented Lagrangian (the Lagrange

multipliers) are incremented via a dual procedure. Still, sorne tuning is necessary to assure

convergence, and the difficulties associated with such tuning are not discussed in the

papers.

Linear Programming Oased Approaches

Linear programming (LP) applications for the OPF problem were initially used in

real power dispatching. Works like that of Wells [Wells, 1968] were already very

complete, with piecewise·linear objectives and constraints on all variables. Presently, there

are numerous LP-based algorithms for the OPF. This class of methods can be defined by

the following steps [Stott et al, 1980]:

(i)- solve the standard load flow for y in terms of a guess of u;

(ii)- linearize the problem constraints;

(iii)- minimize the objective function subject to these constraints;
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Generally speaking, the active subproblem is sufficiently linear and therefore very

few iterations will be enough. In sorne power systems, the reactive power varies almost

linearly with the voltage, but not in others [Stott et al., 1980]. This can lead to difficulties

for convergence. Many publications in linear programming applied to the OPF were

presented between 1970 and 1980 [Huneault and Galiana, 1990], the best known being

those of Stott and colleapes [Stott and Hobson, 1978 (a) and (h)]. In this work, a dual

simplex approach is applied to the compact model of the linear active OPF. In the

beginning, the constraints are relaxed and, as the process develops, only the violated ones

are added to the working set of constraints. The approach proved to be very efficient,

giving very fast and reliable results.

In the late 80's, sorne key problems in using LP for solving the reactive OPF were

tackled. To control voltage magnitudes, Kirchen [Kirchen and Van Meeteren, 1988]

proposed an ingenious implementation of a sequential LP based OPF that allowed the

addition of voltage constraints to the active subproblem via a sensitivity matrix. This

made possible the correction of voltage constraints violations via the rescheduling of the

active power controls, in case it was not possible to correct all voltage violations in the

reactive subproblem through reactive controls only.

Sequential LP has been extensively used to solve the OPF problem. The package

by PCA corporation [AIsaç et al., 1990] is completely based on the decoupling of the

active and reactive OPF and basically uses the same dual approach described previously

by Stott [Stott and Hobson ,1978 (a) and (b)]. The approach is claimed to be suitable for

a on-line environment and is also capable of handling security constraints. The reported

CPU times are extremely low, even for large systems, notwithstanding that, in the cases

reported, very few constraints had to be enforced. ESCA corporation also released a LP

based OPF package, also based on decoupling and a similar dual approach to solve the

reduced model that can include security constraints (Bertram et al., 1990]. Once more, the

results show a very high performance, but no details were given conceming the number

of active inequalities in the case study.
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Another branch of LP based approaches for the linearized OPF is based on

network flow programming techniques. Previous works applied such methods to active

linear OPF only, with the transmission losses represented as bus-Ioads [Lee et al., 1981].

Recently, an application to the complete OPF was reported by Rice and colleagues [Rice

et al., 1991]. In this implementation, the active generations are optimally scheduled via

a generalized network flow programming based algorithm and, subsequently, a load flow

calculation handles the reactive part of the problem. In spite of being very efficient to

solve the active subproblem, the reactive OPF still could not be efficiently solved via

network flow programming.

Linear programming is also the basis of geographic decomposition approaches.

Such decomposition is specially useful in reactive power optimization because of the

localized impact of reactive power. In a recent work [Deeb and Shahidehpour, 1990], a

Dantzig-Wolfe decomposition method is used with such intent. The network is divided

into areas of influence of specifie reactive controls. A LP problem is formulated

considering only constraints related to a specifie area and a "master problem" is used to

model the Iinking constraints of all areas. The solution is done in two levels: first, the

optimization of each area's controls is carried out separately; then, the results of each

subproblem are passed to the master problem that makes the necessary adjustments to the

controls in order to meet Iinking constraints and send back new initial solutions for the

subproblems.

In the solution of an OPF with security constraints, general decomposition

approaches offer the possibility of separation the security-constrained problem into

subproblems, each of them defined for a specific contingency under study. The first

application of such methods to the complete secure OPF was based on a Benders

decomposition scheme [Monticelli et al., 1987]. Bach subproblem was solved separately

and provided new constraints to the master problem, so that the final solution respected

the corresponding contingeney. The modelling also considered the system corrective

capabilities after the outage occurred. A more recent methodology to solve the security­

constrained reactive OPF, with corrective actions, was also based on a decomposition

approach [Terra and Short, 1991]. First of all, some pre-specified contingencies were
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evaluated and the sensitivities of the control variables to those contingencies were

calculated. Then, a non-linear subproblem is defined for each contingency, considering

only the control devices most effective in eliminating any violation relaled 10 that

contingency. The subproblems are solved separately via a reduced-gradient approach and

coordinated by a linear master problem.

LP based algorithrns have also been used to solve OPF fuzzy models. Fuzzy

variables were introduced in the OPF very recently. Miranda [Miranda and Saraiva, 1992]

used the fonnulation on a DC optimal power flow by considering the system active load

as fuzzy variables. Applications to the reactive power problem were presented later

considering the voltage limits as fuzzy quantities [Tomsovic, 1992 and Abdul-Rahman and

Shahidehpour, 1993]. Fuzzy modelling is a very new approach and no study has been

made to assess its impact and potential contribution to the problem of optimal power

system operation.

Quadratic Programming Based Approaches

Another c1ass of algorithms for the OPF can be characterized by the use of

Quadratic Programming (QP) techniques. Here we will define as a QP based approach

every method used to solve linearized quadratic OPF models, or to solve quadralic

approximations of the Lagrangian of the non-linear OPF. This includes the sequential

quadratic programming (SQP) and Newton methods.

An early attempt to directly solve the first order optimality condition equations ­

the Kuhn-Tucker (KT) conditions - for the OPF was made by Peschon [Peschon et al.,

1969]. The authors applied a Newton-Raphson solver to the KT equations of Ihe reactive

subproblem and used sorne rules to define the variables fixed at the limits. The same idea

of solving the KT equations simultaneously is, nowadays, the basis of sorne of the most

successful approaches to the OPF problem. There are numerous implementations of this

kind [Huneault and Galiana, 1990]. Among all the different programs used, it is the

GeneralElectric package [ Burchett et al., 1984 and 1988], the ESCA package [Sun el

al., 1984] and a utility developed software [Maria and Findlay, 1987].
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The prograrn made by Sun and colleagues was the first implementation of a QP

based algorithm powerful enough to be used in real systems. The authors directly solved

a quadratic approximation of the Lagrangian of the OPF via a Newton method. The KT

conditions were solved, for all the unknowns, considering only the set of equality and

active inequality constraints. Techniques were used to improve convergence

characteristics: the size of the hessian was kept constant throughout the process by the use

of dummy elements to compensate for changes in the active set, special storage and

factorization of the hessian was used to preserve sparsity and penalty terms corresponding

to variable at limits were added to the objective function. Functional inequalities of VAR

dispatchable seurces were introduced to the feasible set when violated and other

functional inequalities were treated with penalties. The computational times were very

good, blit, in spite of all the progress achieved, the identification of the correct optimal

feasible set was not systematic.

The prograrn developed by Gamal Maria and colleagues, also used a Newton

solver with a active set strategy for the KT condition~ of the OPF problem. The main

difference between this implementation and the ESCA package was the use of linear

predictions to define the binding inequalities at a certain iteration. After a possible

violation is identified by linear prediction, a LP algorithm calculates the increments in all

decision variables and Lagrange multipliers due to the introduction of this new inequality

in the active set. The possible violated inequalities are tested with the sarne procedure

until the correct set is identified.

Burchett and colleagues took a different approach to solve the KT conditions.

Instead of directly solving the system of equations, an equivalent quadratic optimization

problem (with linear constraints) is solved. The methodology, known as SQP, was

composed of two loops. The outer loop Iinearized the KT system, setting up the quadratic

subproblem that would be minimized in the inner loop. After the solution of the inner

loop was found, all variables were updated and the KT equations were checked. If the

resulting errors were bigger than a specified tolerance, new linearizations would be

performed and the prograrn retumed to the inner loop. This initial implementation was

later extended to the secure-OPF using a decomposition approach. Each quadratic
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subproblem was decomposed in a master (quadratic) and slaves (linear) problems, each

of the latter defined for one contingency. The master problem was solved via a QP

method while the slaves were solved via LP techniques.

In the last five years, a great number of OPF implementations were based in

quadratic prograrnming. Newton based algorithms were used in studies carried out by

utilities and universities. Sun [Sun et al., 1988] discussed the implementation of the ESCA

package in a real transmission system to optimize the reactive power scheduling, also

presenting a criterion to detect infeasibilities based on the value of the Lagrange

multipliers. Tne Newton method is also the basis of an algorithm for optimal voltage and

reactive control proposed by Bjelogrlié and colleagues [Bjelogrlié et al., 1990]. Here, once

more, the network is divided into control zones each with a reduced set of control

variables, chosen according to their influence on the bus voltage magnitudes of a specifie

zone. A suboptimal power flow is defined by using the reduced set of controls and

constraints related only to that zone. The objective function used is composed of a term

which represents transmission losses and another term to guarantee reactive power

reserves.

Many SQP-based strategies were proposed. Lu and colleagues [Lu et al., 1988]

proposed a methodology to incorporate HYDC equations in a SQP based optimal power

flow algorithm. Nanda and colleagues [Nanda et al., 1989]linearized and decoupled the

OPF to solve it via Fletcher's quadratic prograrnming method. The method was compared

with an algorithm based on Beale's method and a Li> based algorithm adapted to quadratic

prograrnming, showing better performance, both in terms of computational speed and

memoIY requirements. Chang [Chang et al., 1990] separated the OPF problem into two

distinct modes. They suggested the utilization of a LP based OPF for fast corrective

generation rescheduling and treatment of infeasibility, together with a SPQ-based strategy

to minimize transmission losses, in case of no limit violations.

Sorne deficiencies and pitfalls of the Newton approach were discussed in an

interesting paper by Monticelli and Liu [Monticelli and Liu, 1992]. The paper addresses

sorne cases of non-convergence of the Newton method due to the temporaI)' ill·
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conditioning of the hessian of the Lagrangian. The "adaptative movement penalty method"

proposed by the authors was conceived with the purpose of guaranteeing well­

conditioning of the hessian matrix during the factorizations existing on a Newton iteration.

The method does not affect the convergence of the algorithm and no tuning is necessary

to assure positive definiteness due to iII-conditioning, but the problem of loss of positive­

definiteness due solely to changes in the active set is not addressed.

Other improvements on the original Newton algorithm have been proposed. Hong

[Hong, 1992] discussed some factorization strategies of the hessian matrix to improve the

CPU time and suggested schemes to avoid iII-conditioning and heuristics to treat

inequalities. AIso, Crisan [Crisan and Mohtadi, 1992] presented a method for enforcement

of the inequality constraints based on the sensitility of the Lagrangian to changes in OPF

the variables.

Multiobjective Approaches

It is also possible to find multi-objective models for the problem of optimal control

of a generation-transmission system. In reality, trade-offs between different objectives,

such as economic operation, reliability, security and minimal impact on environment, can

be impossible. The usual approach taken by the researchers is to assign distinct weights

to each objective, allowing for relative importance among goals. However, sometimes

different objectives cannot be evaluated onder a common measure. With this in mind,

sorne authors have applied multiobjective optimization techniques to solve the OPF.

Yokoyama [Yokoyama et al., 1988] used the 8-constrained technique to obtain the set of

non-inferior solutions of a OPF problem, whose objective fonctions were the generation

cost, the environmental impact and a penalty for \ine overload. After the set of non­

inferior solutions was found, the optimal solution of the problem was selected using a

preference index which reflected the static system security. Another interesting application

was proposed by Fouad [Fouad and Jianzhong, 1993]. The optimal rescheduling of power

generation was formulated as a multiobjective problem, taking into consideration also

stability constraints, represented via the transient energy function. The solution strategy

incorporated Goal Programming techniques and a knowledge base.
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Interior Point Methods

Interior point methods based OPF algorithms have appeared in the literature

recently. Granvile [Granvile, 1993] used such approach to solve the reactive power

dispatch and Wu [Wu et al., 1993] applied it to the general problem. In both works, the

OPF was transformed into a equality constrained problem by the introduction of slack

variables in the inequalities and the addition of logarithmic barrier functions on the

objective function to guarantee their non-negativity. The authors proposed a pure and a

predietor-correetor primai-dual interior point algorithm. Both methods had performances

that can be compared to LP-based OPF methods in terms of computational speed.

Parallel Implementation

In the search for computational speed, there are also attempts to solve the OPF in

parallel processors. An interesting formulation for the secure-OPF suitable for such

implementation was presented by Talukdar [Talukdar and Ramesh, 1993]. In this

formulation, a contingency is represented by a correction time and a constraint relating

ail correction times is introduced in the model. The overall problem is decomposed into

a set of smaller subproblems - each of them related to one contingency - and these

subproblems are solved in parallel.

Disc:rete ControIs Representation

Sorne of the controls available to optimize a transmission system operation are

better represented by discrete variables. To consider these controls as such in a OPF

implementation would increase considerably the complexity of the problem. For this

reason, researchers have been concentrating in finding approximate representation for

these discrete controls. One of these controls, is the switching operation, i.e., changes in

the network topology to improve the system state. Some authors have proposed

approaches to incorporate corrective switching actions on the OPF, mainly to meet

security constraints. Schnyder and Glavitsch [Schnyder and Glavitsch., 1988 and 1990]

treated switching actions as contingencies in the network and represented them by current
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injections applied to the original system. Carpentier [Carpentier, 1993] also proposed the

replacement of branch switching by equivalent dummy injections. In bis work, he also

suggested a Branch and Bound process to find the optimal solution of the OPF

incorporating switching actions.

Most of the work done in OPF considers the shunt capacitors and inductors as

continuous variables, what can cause discrepancies in the final solutions. Linear

programming based methods permit recognition of control discreteness, however,

nonlinear programming methods do not model discrete controls properly. An approach to

treat these discrete controls on a nonlinear OPF was introduced by Liu [Liu et al., 1992]

in their penalty based discretization algorithm. In it, a quadratic penalty function is

associated ta every discrete variable (which is modelled as continuous) and some rules

are used to correctly apply these penalties. The results are very close to those obtained

by an OPF where ail controls are treated as continuous, but the tuning of the penalties

seems difficult

Miscellaneous

Some deficiencies in the current OPF implementation were discussed in an paper

by Tinney and colleagues [Tinney et al., 1988]. The authors highiighted the importance

of correctly modelling the extemal network and the discrete OPF variables, and discussed

methods to reduce the number of control actions in OPF applications. The importance of

correctly representing discrete variables was also studied by Papalexopoulos

[Papalexopoulos et al., 1989]. This paper showed, through extensive numerical testing

with a SQP based OPF algorithm, the closeness of coupled and decoupled OPF solutions,

the robustness of the method with respect to different starting points and the negligible

effects of discretization of transformer tap settings.

The effects of load modelling in OPF and secure·OPF implementations were

discussed by Dias [Dias and EI-Hawary, 1989 and 1991]. The OPF without security

constraints but including load modelling was found, in some cases, to give unrealistic

results for generation cost rninimization due to the tendency of decreasing the bus voltage
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magnitudes to decrease power consumption, thus reducing the final cost. Accoràing to the

authors, the secure-OPF solution did not present such characteristic if the load models

were included during contingencies only.

The probabilistic and deterministic modelling of the OPF problem were also

studied with Newton based implementations to minimize generation cost [EI-Hawary and

Mbamalu, 1991]. The probabilistic OPF results were compared with a probabilistic

solution based on the use of four different deterministic OPF results plus one OPF

solution for the mean loading condition of the system. The results of the probabilistic

OPF were found to be more accurate, but the differences between the two models were

not significant.

Industry Implementations

Many utilities have implemented OPF a1gorithms in their EMS centres. Various

studies with this tool have been reported, with emphasis either on the final results of such

an application or the problems associated with its implementation.

Before implementing ils own OPF a1gorithm, Ontario Hydro conducted a study on

the potential savings that such a tool would provide. The results showed that up to $ 2.5

million per year could be saved if a OPF was used in operation control [Maria and

Findlay, 1987]. Following the policy of using the OPF in operation, a later publication

reported the optimization of fixed tap transformer settings the Newton based OPF

[Kellermann et al., 1991]. In this work, the OPF a1gorithm was applied to a fictitious

system composed by subsystems defined at different load scenarios, and the optimal tap

setting were calculated for the resulting mode!. The approach :an be extended to ail

control variables whose settings are required to be valid and optimal for an extended

period of time, but, due to the size of the resulting problem, the number of different

scenarios is very limited.

Through the optimization of transformer tap settings and capacitor allocation, made

by the GE OPF package, Bridenbaugh and colleagues [Bridenbaugh et al., 1992]
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researched the minimization of the transmission losses and improvement of the voltage

regulation between light load and peak load periods of the Ohio Edison utility. The

optimization of the transformer tap settings and capacitors was performed by an iterative

process. The former were optimized for Iight load conditions; after a tentative transformer

tap schedule had been established, the optimal capacitor bank allocation was determined

for the pe~{-Ioad modeI. The authors reported, as a result, annual reductions of 34.5% on

the reactive power imports, of 1.3% on the active power losses and of 4.3% for the

reactive power losses.

German utilities also have reported the improvements gained by the utilization of

OPF algorithms in operation. Through the use of a SQP based OPF to minimize active

losses considering only reactive controls, Denzel and col1eagues [Denzel et al., 1988]

could reduce the network active lasses by up ta 5%, improving also the system voltage

profile. Also VEW reported savings of 3 to 6% of the annual power system losses

associated with an improvement of the voltage profile [Heinz et al., 1992].

Problems conceming the introduction of an OPF algorithm on EMS centres were

studied by several authors. Vaahedi (Vaahedi and Zein EI-Din, 1989], discussed the

influence of load models on a OPF and studied some dynamic security implications of

applying the package in on-Iine operation. Heinz [Heinz et al., 1992] studied the problem

of voltage reduction at light-Ioad periods of operation due to the use of an OPF package,

proposing strategies for the use of the algorithm. In a recent publication Hong [Hong,

1993] analyses different strategies to apply the corrective control actions, given by an

OPF algorithm, to alleviate VAR violations. Also, a cost/benefit analysis of the on·line

use of an OPF was presented for an application to minimize production cost, considering

only active power controls [papalexopoulos et al., 1993].

As could be seen in the Iiterature review, the techniques to solve the optimal

power flow problem have been continuously developing and branching out into different

directions. Among the approaches suitable for on-line OPF implementations are those

using parametric optimization approaches. These optimization strategies, in rea1ity, belong

to class of methods that are based on the idea of solving a mathematical problem by a
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smart manipulation of its parameters: parametric meÙ1ods. In Ù1e next section, we will

give a general idea of such meÙ10ds and discuss previous works in power systems

analysis based on Ù1em.

2.4 Parametric Methods

2.4.1 Basic Concepts

Many physical systems are operated under restrictions Ù1at can be fonnulated as

a finite number of equality and inequality constraints. A common feature of Ù1ese systems

is Ù1at Ù1ey have two different sets of variables. One is composed of Ù1e parame/ers,

which nonnally cannot be directly controlled (e.g., Ù1e power system load, variable limits,

line resistances and reactli1lces, etc). When Ù1e parameters of a physical system are fixed,

they partially or completely detennine Ù1e behaviour of the oÙ1er set of variables: the

decision variables (e.g., the voltage magnitudes). It can be of great interest to determine

the behaviour of a set of decision variables with respect to parameter variations (e.g., the

behaviour of voltage magnitudes as the load varies), or it might be possible Ù1at, by

conveniently introducing parameters in a complicated mathematical model and varying

them, we are able to transfonn the original problem into a simpler one, solve it, and by

returning progressively the parameters to their original values, "track" the initial solution

until the solution of the original problem. Parametric meÙ10ds were conceived wiÙ1 the

purpose of tracking solutions of problems Ù1at are "embedded" into a broader dass of

problems by the use of parameters.

A straightforward application of the concept of parameterization is in Ù1e solution

of nonlinear equations [Garcia and Zangwill, 1981). These equations are "parameterized"

in a way that, when the introduced parameter e is equal to zero, Ù1ey are easily

resolvable, and at e equal to one, they become the original equation. After the initial

equation is solved, the pararneter is incremented until 1 and the solution path (that is now

a function of the pararneter) is tracked until the final solution.
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The following example, taken from [Garcia and Zangwill, 1981], iIIustrates the

process:

Example 2.1

Suppose we want to solve the nonlinear system

(.tli - 3(.tlf + S.tl + 3~ - 36 = 0
(.tIf + ~ + 4 = 0

If we take, as our initial system of equations,

(.t1)3 + Sotl + 3~ = 0

~ = 0

The only solution is (xIO, x20)= (0,0).

(2.14)

(2.15)

Using the parameter 8, we construct a system that yields the original system for

8=1 and system (2.15) for 8=0:

(.t1)3 + S.tl + 3~ - E[3(.tlf + 36] = 0

~ + E[(.tli + 4] = 0

The solution of (2.16) is a function of 8:

.t1(E) = 6E

~(E) = - 36E3 - 4E

(2.16)

(%.17)

The point (XI(8), X2(8» describes a path as 8 increases from 0 to 1. Following this

path leads us directly to the solution (xl(I), x2(1»=(6,.40).
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Equation (2.16) is called homotopy junetion , HO(!:), and the methods used to

!rack as the parameter varies are called homotopy, path-following or continuation

methods.

In general, suppose that F(x): R'" ~ R''' and nonlinear. Using the homotopy process,

we want to solve

F(x) = 0 (2.18)

First of ail, it is necessary to set up a simple system, for which we have a solution

xc:

E(x) =0 (2.19)

Then, we define a homotopy function HO(x,I:): R",+I -. ~"', which has the original

nv variables plus 1:. HO must be constructed so that

HO(x,O) = E(x)

HO(x,l) =F(x)
(2.20)

Following the solutions xe!:) of HO(x,!:) from 1:=0 to 1:=1, we find the solution

of the original problem (2.18).

In the same way that it is possible to !rack the solution path of a system of

equations, it is also possible to follow the solution of an optimization problem. Generally

speaking, parametric optimization deals with the characterization of the optimal decision

variables for a range of parameter variations. The potential of parametric approaches in

nonlinear optimization is broad. In addition to their ability to track optimal solutions as

sorne of the parameters of the problem change, parametric approaches can also find

applications in transforming complicated optimization problems into convex ones and to

derive globally convergent algorithms for non-convex problems. Also, they can be used
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in global optimization or to provide means of improving the optimal solutions of specific

systems by proposing variations to the parameters of the model [Guddat et al., 1990 and

Zlobec, 1985].

The optimal solution of a minimization problem (P), whose feasible set fulfI1s

some general properties ( the constraint qualifications), must satisfy the set of first order

optimality conditions for optimality. The opposite is not always nue: the solution of this

set of equations must also satisfy the so-called sufficient conditions for optimality in order

to be an optimal solution of (P) [Luenberger, 1984]. Nevertheless, if we want to verify

the behaviour of the optimal solution of (P) as some of its parameters change, we can

track the solutions of the set of necessary optimality conditions, provided that these are

tested for the sufficient conditions for optimality as weil. This idea is the basis of some

of the parametric optimization methods. The following example illustrates the potential

of such approach in the optimal control of power systems.

EL!. V/.2...
ru }-t-I_-r'~,,,-_-----,Ih

1 xl= 0.1 p.u l ,_
pg + j. Qg pd + j. qd

Figure 2.1- Test system.

Example 2.2

We want to study the behaviour of the optimal bus voltages of the system of

Figure 2.1 as the system load ( pd + j.qd ) varies with time.
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Suppose that pd= &.~pd and qd= &.~qd; i.e., pd and qd vary with time, slarting

from zero, and increasing until ~pd and ~qd as &varies from 0 10 1. Thus, pd=pd(&) and

qd=qd(&). The OPF problem for the system of Figure (2.1) is defined as

subject to

EVsin(ô) = pd(e)
xl

-V
2

+ EVcos(ô) = qd(e)
xl

(2.21)

(2.22)

(2.23)

The Lagrangian of the problem ( which is a function of the parameler &) can be

written as

:;e(V,E,Âp,Âq,e) = ~(V - li + ~(E - li +

+ Â (pd(e)- VESin(ô») + Â (qd(e) + V
2

-VECOS(Ô»)
p xl q xl

Therefore, the Lagrangian conditions are:

(2.24)

a:;e = _Â VEcos( ô) + Â VEsin( ô) = 0 (2.25)
aô p xl q xl

a:;e = (V _ 1) _ Â Esin(ô) + Â 2V - Ecos(ô) = 0 (2.26)
av p xl q xl

a:;e = (E _ 1) _ Â Vsin(ô) _ Â Vcos(ô) = 0 (2.27)
aE p xl q xl



• a~ = pd(e) _ EYsin(ô) = 0
aÂp xl

a~ = qd(e) _ _y2
+ EYcos(ô) = 0

aÂq xl

From (2.28) and (2.29), we have
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(2.28)

(2.29)

Which will give

y = ( -2qd(e)xl + E2 ± JE
4

- 4qd(e)xlt - 4pd(efxl2)~ (2.31)

Also,

(2.32)

Solving equations (2.26) and (2.27) for Àp and Â.q, we have:

Â = 1 [y4
- y

3
- qd(e)xl(E - E

2
) + qd(e)xl + E2 _ E) (2.33)

p 2pd(e) y2

Now, using (2.28), we can express Àp and Â.q in terms of E, le, pd(s) and qd(e).

If we substitute the modified expressions of the Àp and Â.q into (2.25), we will end up with
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two sets ofnon-linear equations in terms ofE, pd(e) and qd(e); each one defined for one

solution of (2.31):

1

E3 - 2qd(e)xlE ± (3E - 2)[E' - 4qd(e)xlE2 - 4pd(e)2xI2] ï

_ 2E[-2Qd(e)xl + E2 ± JE' - 4qd(e)~E2-4pd(e)2xl2 ]~ = 0

(2.35)

When e=O, the (relaxed) problem above has a trivial solution: V=1 p.U, E=1 p.U.

and 8= O.

As e is varied from 0 to 1 (i. e., the pd and qd vary from 0 to ilpd and ilqd ),

equation (2.3 5) can be solved numerically, giving two solutions E(e), only one of these

satisfying the sufficient conditions for optimality. Substituting the values of E(e) in (2.31)

and (2.32) we have the expression ofV(e) and 8(e). Finally, the expressions of ~(e) and

Â.q(e) can be obtained by substituting the values of E(e) and Veel in (2.33) and (2.34).

As a result, for specified ilpd and ilqd, we obtain the solution trajectories of the voltages

of the system represented in Figure (2.1) as & is varied from 0 to 1. Figure 2.2 depicts

the optimal values of E and V as the system load increases from pd=O and qd=O until

pd=0.8 p.U. and qd=O.1 p.U.. Il is interesting to note that, as the load increases, the voltage

magnitude at the generator bus increases and the voltage magnitude at the load bus

decreases. If there was a maximum limit for E, for pd greater than 0.62 p.u., E would be

fixed and, as consequence, V would drop much faster.

In the example above, the system of KT equations (2.25)-(2.29) is the homotopy

function HO(V,E,pg,qg,~,Â.q,8) that connects the minimization problem defined for pd=O

and qd=O with the problem defined for pd=0.8 and qd=O.1. As the system load was

increased, we followed this homotopy function to obtain the optimal solution paths of E

and V.

Although the idea of tracking the solution is quite simple, the existence of a pa/h,

defined here as a piecewise differentiable curve in space, is not always guaranteed. To



•
BACKGROUND 40

1.15..,..-----------------ï

u ---------------------------

B

t 05

11~---~---~----------- -----------

O~ -------------------

1• 0.62
09-!m-mmmmmrrmmmmmrnrmrrmmmmTTTTTirmrrmmmmrmrrmmmrnrml

o

Figure 2.2- Optimal trajectories.

assure the existence of a path, the jacobian of the homotopy function of each example

must satisfy a set of conditions for ail e E [0,1]. The solution of optimization problems

can be specially complicated when inequality constraints exist in the model (as they exist

in the OPF). For such problems, the behaviour of the active feasible set is of special

importance, since there are situations were even a very small change in the parameter can

produce a "collapse" of this set, interrupting the solution process.

In this thesis we will work with a OPF model in which ail individual data involved

depend only on one parameter. The tool that we use for a solution algorithm is a path­

following method. Since the behaviour of such methods depends heavily on the structure

of the set of ail local minimizers of the parametric problem, the concepts of stability of

a feasible set and of degeneracies (here called critical points) will be important throughout

the development of the theoretical basis of the approach. Although there is a considerably

large literature about parametric optimization, for the theoretical aspects of the problem

we will refer, most of the time, to the book of Guddat and colleagues [Guddat et al.,

1990] and to some additional publications by the same research group.
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2.4.2 Parametric Techniques in Power System Analysis

General Applications

Parametric methods have been used in many studies in power system analysis. As

early as in 1971, a parametric approach was used to generate load flow solution

trajectorier. and to calculate points of singularities in the load flow jacobian [Thomas et

al., 1971]. Since then, many different homotopy methods were applied with basically 1he

same intent: find the voltage colIapse point (also called bifurcation point or maximum

loadability point) in the power system steady state operation. In the late 80's, an attempt

to calculate multiple solutions of the load flow equations was based in the so-called

Simplicial Methods [Okumura et al., 1989]. Since then, other related work has been based

on a parameterization of the load flow equations which augments by 1 the dimension of

the system jacobian. During the process, different variables are altemately treated as the

parameter of the problem, which, according to the authors, keeps the load flow jacobian

welI conditioned near the point of voltage colIapse (contrary to what happens with other

methods based on the pure system jacobian). Among the publications are the works of Iba

[Iba et 21., 1991], Ajjarapu [Ajjarapu and Christy, 1992] and Caiiizares [Caiiizares and

Alvarado, 1992]. A very recent paper in the area introduced a different type of

parameterization of the load flow equations that preserves the dimension of the jacobian;

only adding sorne non-zero elements to the original matrix [Jean-Jumeau and Chiang,

1993]. Basically, the interesting characteristics of these approaches in the calculation of

the maximum loadability limit is that they are not exhausting cut-and-try processes and

that the numerical difficulties that exist near a system loading limit are overcome.

Parametric Methods in OPF Studies

Parametric optimization techniques have been previously used in studies in OPF,

both as a means of performing sensitivity analysis and of tracking the power system

variables 'optimal behaviour. The first work in OPF that used parameter variations was

published in the early 80's (Dillon, 1981]. This work was also a Newton-based
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OPF implementation but, in it, the sensitivities of the optimal solutions to parameter

(load) variations were used to find the changes in the OPF constraints, so that the Newton

solver could be applied together with a feasible set strategy. Since then, several extensions

of the approach have been proposed.

Aoki [Aoki and Satoh, 1982] published a work in ED with security constraints

using a model where the transmission losses were represented as a quadratic function of

the real power, added to the objective function of the problem as a penalty, and the

associated Lagrange multiplier was treated as a parameter. A parametric quadratic

programming method was applied to solve the modified problem. Later, Carpentier

[Carpentier, 1983] presented some results of another application of parametric quadratic

programming to the real power dispatch. In his model, however, the system load was

treated as a parameter and the optimal solution was found for a range of load variations.

Later, the method was applied in a solution strategy for the full OPF [Carpentier, 1987].

At the same time, Blanchon [Blanchon et al., 1983] also applied the same technique to

find the point of voltage collapse in a reactive power dispatch. Parametric optimization

methods were also used by a group from the Italian power utility ENEL to solve the real

power dispatch, to solve both linear and quadratic formulations of the real power dispatch

[Innorta et al., 1985 and 1987].

Bacher [Bacher and Van Meeteren, 1988] also reported results on the use of a

parametric quadratic programming technique for real time generation control while Gribik

[Gribik et al., 1990] described a parametric OPF formulation to perform sensitivity

analysis of the system losses with respect to the load. Finally, the concept of

parameterization was used by Venkatesh [Venkatesh et al., 1992] to calculate the

sensitivities of OPF solutions with respect to variable limits.

At McGill University, research in parametric optimization applied to the problem

of optimal system operation was first done by Vojdani [Fahmideh-Vojdani and Galiana,

1983]. In this first application, the continuation method was used to track the optimal

solution of the linearized OPF throughout an entire interval of variation. Later, Galiana

[Galiana et al., 1983] proposed a parametric technique for the OPF based on a varying
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limits strategy. In Ponrajah's work [ponrajah and GaIiana, 1989], this varying limits

strategy, together with the restart homotopy continuation algorithm, was applied to the

economic dispatch problem where the losses were treated as a non-linear function of the

control variables. More recently, Huneauit [Huneault and GaIiana, 1991] suggested a

successive linearization solution for the full OPF problem where each linearized

subproblem is solved by a continuation method that considered the load and the variables'

Iimits as pararneters. An extension and generalization of these previous works was

presented in the past year [ Almeida et al., 1993, (a) and (b)]. In these results, a general

pararnetric model was exarnined considering the full non-linear load flow equations and

inequalities and an arbitrary objective function. The present thesis details the investigation

summarized by these two publications.

2.5 Motivation for Thesis Research

The present thesis is an extension and generalization of previous studies in OPF

clone at McGill University. The first of these works used the continuation method to

follow the solution of the ED with network constraints as the system load varied with

time [Fahmideh-Vojdani, 1982]. In it, the only variable considered as a parameter was the

system load, an initial solution for the problem was found for a constant load, whose level

did not affect any of the variable limits existing in the model (i.e., generation and line

limits). Subsequently, the load (pararneter) was varied and the initial optimal solution was

tracked until the feasibility limit was reached.

As an extension of this first work, the thesis of Ponrajah [Ponrajah, 1987] applied

the continuation method to an economic dispatch problem with network constraints

represented by the full load flow equations. Initially, both the functional and the variable

limits were relaxlld through the pararneterization of their limits, so that an initial optimal

solution is easily found for the ED. Subsequently, these limits were progressively retumed

to their initial values and the initial solution was tracked until the optimal solution of the

original problem using the restart homotopy continuation method.
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Finally, in a later work, Huneault [Runeault, 1988] solved a parameterized OPF,

with a quadratic objective function (the generation cost), via a mix of SQP and

continuation method. For a specified load level, the OPF was first of alilinearized. The

inequalities of the linear subproblem were then relaxed through the parameterization of

their limits. As the limits were retumed to their original values, the initial solution was

tracked until the final solution of the linear subproblem. If the solution of the linear

subproblem satisfied the non-linear constraints of the original problem, the final solution

was found; if not, a new linearization was made at this point and the process was

repeated. After the OPF was solved for the initialload level, the load was varied and the

whole process repeated.

The research developed thus far conceming the application of parametric methods

to the OPF has been restricted to sorne specifie formulations of the general problem. From

the literature review, it is easy to see that most of the applications were restricted to the

active linearized OPF. Even in the cases where the non-linear network constraints were

considered, either only the active OPF was solved [Carpentier, 1987], or the solution

procedure was made specifie to solve one of the OPF tasks (that is, minimize the

generation cost) [Ponrajah, 1987], or even the approach was based in successive

linearizations of the original problem [Huneault, 1988]. The full nonlinear problem, with

a general objective function, was never solved directly, Le., without linearizations. This

is the objective of the present thesis.

In this work, we parameterize a complete OPF problem where all the variables are

treated as '\:ontinuous, considering both functional inequalities and bounds on the problem

variables. The non-linear parameterized problem is solved by Newton method (i.e., the

problem is solved directly, without applying the strategy of successive linearizations used

by HlUleault). The choice for direct solution was motivated by the fact that successive

linearizations can lead to intermediate subproblems whose solution is very far from the

region defined by the original non-linear constraints, compromising the performance of

the algorithm.

Four important factors were considered in the choice of the parametric method:
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(i)- Many different approaches have been used to solve the OPF, sorne of them being

very successful in terms of computational speed. Nevertheless, the non-linear

methodologies used so far rely either on penalty factors or on heuristics to define

the optimal feasible set. Parametric methods provide a way of systematically

controlling the changes in the active set throughout the optimization process.

(ii)- The treatment of the system load as a parameter allows very fast solution of the

OPF problem for varying load. In addition, the parametric algorithm is capable of

exacdy tracking the load curve. These two characteristics make such approach

very suitable for on-line use.

(iii)- Parametric methods are powerfui tools for analysis of mathematical models.

Although many algorithms have been successfui in solving the OPF problem, most

of the times it is very difficuit to determine causes for non-convergence of the

algorithms (i.e., to distinguish between infeasible and feasible cases when an

optimal solution cannot be found). Parametric approaches give us valuable

information about weak points and bottlenecks of a power system. This

characteristic is particuiarly useful in planning studies, not only because parametric

methods show very c1early the evolution of all variables as the system load is

varied, but also can provide the trajectories of these quantities as any parameter

of the system varies.

(iv)- As it was previously discussed, the OPF is a important tool for power system

operation. It is a more general model than the classical load flow because, in

principle, no control is considered fixed. It is, thus, of great interest to observe the

behaviour of the OPF variables as sorne parameters of the system varies because

this can give us a valuable insight about the main problems for its operation. A

parametric method allows a very good understanding of the generation­

transmission system optimal behaviour.

In the next chapter we will introduce the parametric OPF model and discuss in

more detail the theoretic aspects of the implementation.
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THEORETICAL RASIS OF THE PARAMETRIC

OPTIMAL POWER FLOW

3.1 Introduction

As was shown in the previous chapter, a smart parameterization of a complicated

mathematical problem provides a means for its solution and for analysis of its behaviour

with respect to parameter variations. The use of such an approach to solve the OPF gives

us a very good understanding of the optimal power system operation (see example 2.2)

not possible with other solution methods. The OPF is a complicated problem, and the

application of a parametric technique for its solution highlights ( and explains ) Many of

the difficuities that have been encountered by researchers, this being so because the

parametric approach "dismembers· the original OPF into a sequence of simplified

problems that "converges" to the original one. This property will become clearer as the

chapter progresses.

In this chapter, we will introduce a general parametric OPF model (Parametric­

OPF) and examine some theoretical aspects of the methodology. In addition, we will

discuss some problems that are identified when a parametric approach is used to solve the

OPF, emphasizing their relation to optimal power system operation.

46
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3.2 Parameterization of the OPF Problem

3.2.1 Parameters of the OPF

We can consider as parameters eveIY quantity that usually cannot be directly

oontrolled. In the OPF model, parameters can be found in the objective function, equality

and inequality constraints.

The objective function of the OPF is composed of "oosts" which measure the

quality of a solution from the operational as weil as economical point of view. Any cost

coefficient associated with the decision variables can be seen as a parameter and thus can

be used as a means of controlling the optimization process. In addition, the shape of the

objective function can be modified through the use of parameters to facilitate the

optimization process; for example by the introduction of sorne quadratic parameterized

terms (see section 3.2.3).

The equality constraints of the OPF model are also oomposed of parameters and

decision variables. The most commonly used parameter is the system load which was

considered in several previous applications of parametric methods to OPF (see section

2.3). AIso, we can consider as parameters the line reactances, susceptances and

resistances. While the parameter "system load" malces it possible to track the load

variation throughout an interval of time, the relaxation of sorne of the line parameters

allows us to represent even topological changes in the system network. As a result, the

parameterization of the equality constraints of the OPF allows us to simulate the optimal

behaviour of a system whose topology and total load varies with time which is consistent

with the day-to-day operation of a generation-transmission system.

Finally, alilimits on the decision variables and functional inequalities can also be

oonsidered as parameters. The study of the system optimal behaviour, as sorne of these

parameters vary, can give us a good idea of the operational oost imposed by such limits

and of their influence on the power system steady state operation.
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In general, thus, the parameterization of the objective function, equality and

inequality constraints of the OPF, not only provides a methodology for the solution ofthis

problem but offers a means to carry out OPF analysis for a broad range of operational

conditions. These two strong points of parametric approaches are used here in the solution

of the OPF problem for both constant and variable system load. The method of solution

proposed in this thesis is based on the relaxation of parameters appearing in the objective

function, equality and inequality constraints of the OPF. We can subdivide our

methodology into two phases: in Phase 1 the OPF problem is solved for a specified load

level, subsequently, in Phase n, a load curve is tracked starting from the optimal solution

of Phase 1. At the beginning of Phase l, both equalities and inequalities are relaxed ( so

that the feasible set is made as broad as necessary) and the objective function is reshaped

through a smart parameterization. A trivial initial optimal solution can then be found and

tracked until the final optimal solution as the initially relaxed problem is retumed to its

original form. Since we start Phase II of the algorithm at the optimal solution of Phase

l, the parameterization required at this point is a simplification of that used during Phase

1. For this reason, we chose to discuss the theoretic aspects of the methodology for both

parameterized models together.

3.2.2 Parameterized OPF and Optimality Conditions

If we want to solve an optimization problem via any numerical method, the firsi

step is the definition of an initial guess sufficiently close to the solution of the original

problem. This is crucial since, in general, numerical methods have local convergence only.

Parametric techniques can be used to globalize locally convergent algorithms for the

solution of non-Iinear optimization problems [Guddat et al., 1984].

Our goal in this thesis is to propose an algorithm that, in principle, is able to find

the optimal solution of the OPF problem, starting from any initial solution.

First, let the general parametric OPF problem pet) be defined as
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subject to

Mm c(x,e)
x

gt(x,e) =0, k E K

h,(x,e) ,; 0, 1 EL

(3.1)

(3.2)

(3.3)

where x E Rn" 8 E [0,1], c, g, and hl are real valued fWlctions, K={ l, ... , m }, m < nv,

and L= {l,...,s}.

The idea is to modify the OPF model so that, at 8=0, any initial solution (XO, ",0,

11°) is optimal (which implies that it is also feasible). To be an optimal solution, (XO, ",0,

11°) must satisfy a certain set of conditions at 8=0 discussed below. Since we are

interested in tracking the optimal solution from 8=0 until 8=1, ideally these conditions

must be satisfied throughout this interval of variation. Unfortunately, this is not always

the case and, as a consequence, the algorithm is not able to arrive at the optimal solution.

The failure of the continuation process can be due to Iwo main reasons: (i) No solution

exists beyond a certain 8 or (ii) failure of the algorithm to find an optimum even when

one exists.

In the fol1owing sections we discuss in more detail the conditions which allow us

to characterize (XO, ",0, 11°) as an optimal solution and to track this initial optimum over

the entire interval of 8. In addition, we will pay particular attention to cases where the

continuation process fails.

Constraint Qualifications

Throughout this work, we will characterize the optimal solutions of the Parametric­

OPF using the first order optimality conditions (the Kuhn-Tucker conditions) and the

second order sufficiency conditions [Luenberger, 1984]. In the same way that it was done
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ln example (2.2), where the necessary optimaiity conditions were tracked, the

methodology proposed here is based on the tracking of the Kuhn-Tucker conditions as the

parameter e IS varied from 0 to 1. To be able to track the Kuhn-Tucker conditions, we

impose sorne additional assumptions, called constraint qualifications [Fiacco, 1983]. Cases

where the tracking process cannot continue, including OPF infeasibility, are often related

to the violation of the constraint qualifications. Sorne definitions are now introduced.

Let the feasible set of the parametric OPF problem, P(e), be

M(E) = lx € R/IV 1 gk(X,E) = 0, k € K, h,(x,E) ~ 0, 1 € L} (3.4)

AIso, for a fixed e, let Lo(:lt,e) be the set of active inequality constraints. Thus,

L.(X,E) = Il € L 1 h,(x,E) = O}

In this study, Iwo constraint qualifications are specially significant:

(i)- the linear independence constraint qualification (LICQ);

(ii)- the Mangas~.rian-Fromovitz constraint qualification (MFCQ).

The first set is more restrictive than the second set of constraints.

(3.5)

At a point x € M(E), the linear independence constraint qualification (LICQ) is

. . ôgk ah, .
saJd to hold If the vectors ôX (X,E), k € K, and ax (X,E), 1 E LO(X,E), are hnearly

independent.

At x E M(E), the Mangasarian-Fromovitz constraint qualification (MFCQ) is

said to hold if:
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• (i)- the vectors
a8taot (x, f), k € K are linearly independent;

(ii)- there exists a non-zero vector ül E R"' such that

él'8t
--(X,f).til =0, k € Kax

él'h,
--(X,f)til < 0, 1 E LO(X,f)ax

(3.6)

(3.7)

Note that equation (3.6) implies linear dependence of the columns of ag (ot,f)ax
and therefore does not contradict supposition (i) ofMFCQ . The geometrical interpretation

of MFCQ is that the gradients of the active inequality constraints at ot form a pointed

cone (i.e., a cone with an angle smaller than 90· ) and there exists a vector in this cone

that is tangent to the surface formed by the equality constraints. Also, note that every

point that satisfies LICQ also satisfies MFCQ.

The importance of these constraint qualifications will become c1earer when we

discuss the tracking process and the possible ways in which it can fail.

Optimality Conditions

Let the Lagrangian function of P(E ) be defined as

~(x,e) = c(x,e) + 1: Ât 8t(x,e) + 1: !-',h,(x,e)
teK 'eLo

(3.8)

Supposing that, at (X,E) , either LICQ or MFCQ is satisfied. Then, x is the local

optimal solution of P(E), if and only if [Luenberger, 1984],
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(i)- the Kuhn-Tucker equations hold:

ac agk ~ ah,
-(x,e) + E Àk-(x,e) + L..- 11,-(x,e) = 0
ax ka ax 'EI;, ax

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

(ii)- the second order sufficient conditions hold ; i.e., the second derivative of the

Lagrangian with respect to x ( the hessian matrix ),

H(z,e) (3.14)

is positive defin.ite on the sub-space

where

T. = {y 1
ag éth,
-a (x,e)y = 0, -(x,e)y = 0, 1 E L.(x,e)}

x ax

L.(x,e) = {l E ~(x,e) 1 11, > O}

(3.15)

(3.16)
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Under the assumption that at least one of the constraint qualifications holds al

e=O, the first and second order optimality conditions provide sufficient means for making

(XO, ')..0, 11°) optimal at e=O. That is, we "optimize" the OPF model for E=O by forcing the

first and second order optimality conditions to be met at this point. Besides being an

"optimal model" for e=O, our parameterized OPF must become the original OPF problem

at e=1, making it possible to use the principle of homotopy methods for its solution. To

accomplish these objectives, three relatively simple modifications are introduced in the

original OPF, to solve it both for constant and variable load. For the reasons explained

previously, the parameterized models for Phase 1 and Phase II are somewhat different.

Therefore, the two models are discussed separately in the next sections.

3.2.3 Parameterized Madel for Constant Load - Phase 1

Let XO and ')..0 be initial values of x and 1.., respectively (how to select these initial

values for the Parametric-OPF is described in section 4.3.1). By construction, we define

the parametric optimal power flow (Parametric-OPF) problem as:
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•
subject to

where

and

Min c(~,e)

~

h,(~,e) = h~~) - (1 - e)âh, s 0, 1 E L

c(~,e) = c(~) - (l - e)c:~ + t(l -e)w ~~ - ~o f

ac 0 ~ 0 agk 0
Co = - (~ ) + ~ Âk - (~ )

a~ ka a~

âh, = 0 if h,(~o) s 0

â h, > h,(~o) if h,(~o) > 0

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

It is easY to see that, at e=O, no inequality constraint is active. Therefore, LICQ

(and, consequently, MFCQ) is satisfied if, at xo, the gradients of the equality constraints

are linearly independent. Provided that this condition is met, we can characterize the

optimal solution through equations (3.9)-(3.16). Using these equations we can verify that

the above parameterization achieves four objectives:

(i)- It relaxes the inequality limits according to (3.19) and (3.22) 50 that, at e=O they

are strictly inactive. Thie" therefore implies that the corresponding Lagrange

multipliers Jlo=0 (See Figure 31).
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:lU

o

Figure 3.1 - Relaxation of the feasible set.

Xl

(li)- It modifies the equaIity constraints (by essentially relaxing the load) according

to (3.18), 50 that, at f =0, the equaIities are exactly satisfied (see Figure 3.1).

The Lagrange multipliers associated with the equalities are set to the arbitrary

value 1°.

(iii)- It translates the cost function by adding a parameterized linear term, so that

the fust order optimaIity conditions (3.9)-(3.13) are satisfied at f =0 (see

Figure 3.2).

(iv)- It adds a quadratic term to the cost function, so that the second order

optimality conditions are met near f =0 for a sufficiently large w (see Figure

3.3).

For a XOtbat satisfies the constraint qualifications at and near f =0, the second

order optimaIity conditions are met for a sufficiently large coefficient w (see equation

(3.20», which makes the hessian matrix diagonally positive dominant. As the

parameter is varied from 0 to 1, the objective function, the equality and inequality

constraints are retumed to tbeir original forrn, so that, at f = 1, the parametric
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x: min of actual obj.
fonction s.t. the
re1axed feasible set.

Xl
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o

Figure 3.2 - Translation of the objective function.
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of the actual
obj. funetion.

o xo X' X(E)

Figure 3.3- Modification of the obje!:tive function.

problem coincides with the original OPF. Thus, if we are able to track the initial

solution ( made optimal ) until e = 1, we solve the original problem. Although the

idea is quite simple, the tracking process requires that some conditions be met

throughout the interval OseS!. The difficulties associated with the tracking of the

optimal solution as e is varied frOID 0 to 1 are discussed in section 3.3.2.
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3.2.•4 Parameterized Mode) for Load Tracking - Phase II

As was discussed in the previous section, the linear and quadratic terms added to

the objective function of the original OPF problem translates and reshapes the objective

function at (XO, A.') so the initial guess becomes optimal, whereas the parameterization of

the equalities and inequalities makes our initial guess feasible. Since the load tracking

process supposes that we a1ready have an optimal solution for the initial load level, the

parameterization of the objective function and of the inequalities is not necessary at the

beginning of the tracking process. However, since we will assume a varbble load, the

parameterization of the power balance equations is still necessary. In this way, the starting

problem (defined for the actualload lever) and the goal problem (defined for the next load

lever) are related by means of the parameterization of the equality constraints.

Theoret:cally, this is the only parameterization needed for load tracking. Nevertheless, the

quadratic term added to the objective function plays an important role in the performance

of a numerical solution a1gorithm since it makes c(x,&) more convex near &=0. For this

reason, this term is kept in the parameterized model used in Phase n.

Suppose that the vector of load levels, d, for Phase 1 is dO and suppose that the

next point of the load curve is dO+Âd 'd1. Then, the Parametric-OPF for load tracking

between dO and d l can be formulated by,

subject to

Min C(X,lô)
x

(3.23)

(3.24)

(3.25)
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where

(3.26)

and where XO is the optimal solution for the initial load level. The weighting factor, w, can

have the same or a different value from the one used in Phase 1.

The parameterization of the equality constraints becomes clearer when we

explicitly represent gk(x,d(E», k E K, as the power balance equations for the load buses

of the power system (see Appendix A and B). If pd\ and qd\ are the real and reactive

loads at bus k for Phase l, equation (3.24) can be rewritten as:

(3.27)

Therefore, for E=O, the power balance equations is satisfied for the demand dO

whereas, at E=l, they are satisfied for the new demand dO+âd. More importantly, for any

o ( E ( l, these equations are satisfied for the load level dO+Eâd, that is, the optimum

is found for the entire load trajectory.

The situation of the inequality constraints is similar. nie functiO!1a1 inequalities

representing the power generations are of the same type as (3.27). Other functional

inequalities that do not have the bus loads explicitly represented in their expressions such

as line power flows are not parameterized by E. Note that this is a significant difference

from Phase l, where the line flows have their limits parameterized. In Phase II this is not

required as the flow limits are satisfied by the initial conditions. For this reason, it is easy

to see that Phase II is a special case ofPhase I.

Thus, the tracking process in Phase II between any d=do and any d=do+âd IS

equivalent to a Phase I problem with load equal to dO+âd but where the initial solution

corresponds to a load level equal to dO and meets ail the inequalities.
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Since the parametric models used in the two phases will be based on the tracking

of the optimal trajectol)' for 0 $8~1, we will discuss the tracking process for both models

together.

3.3 Tracking the Optimal Trajectory for 0 ::;; E ::;; 1

3.3.1 Conditions for Continuity of the Trajectories

As was discussed in the previous chapter, parametric methods are based on the

tracking of the solution trajectories defined by the homotopy function, HO(x,e), which

"connects" the initial, relaxed problem with the problem we want to solve.

As e is varied starting from 0, the corresponding optimal solutions form a set of

optimal solution trajectories that must be tracked until e=l. The success or failure of the

parametric method, therefore, depends heavily on the characteristics of the optimal

solution trajectories formed in the interval 0$8~1. More specifically, to be able to apply

a numerical method to follow the solutio· of the KT equations until the optimal solution

of the original problem, we must guarantee that, in the entire interval 0$8:;;\,

(i)- the KT equations can be used to represent an optimal solution for the

Parametric-OPF. Moreover, the Lagrange multipliers associated witb the

equality and inequality constraints are uniquely defined;

(ii)- the solutions of the KT equations satisfy the second order sufficient

conditions for optimality;

(iii)- the trajectories are piecewise continuously differentiable (with respect to

x).

Therefore, suppose that, at sorne value of e, Ë, we know the optimum, i , then

for all e in sorne neighbourhood around Ë there exists an optimal solution provided Ihat:
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(A)- At the point x, LICQ is satisfied (this guarantees that (i) above is

satisfied [Fiacco, 1983];

(B)- The active inequality constraints remain active;

(3.28)

(C)- The inactive inequalities are not violated;

(3.29)

•
(0)- The second order sufficient conditions for optimality (equations (3.14)­

(3.16» are satisfied.

If conditions (A)-(D) are satisfied, then for all e in the neighbourhood of ë", the

jacobian of the first order optimality conditions (3.09)-(3.11), that is,

is non-singular. Where

[

H(z;,e)
W(z;,e) =

J(x,e)
(3.30)

J(x,e) =

ag
-(x,e)ax

ahz"
-(x,e)ax

(3.31)

is the jacobian of the active constraints and where z = [XT, A.t, l1\o]T [Kojima, 1980].

Then, by the Implicit Function Theorem [Garcia and Zangwill, 1981], all points zee) =
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[xT(&), 1..t(&), Jl\o(&)]T that satisfy the homotopy function HO(x,&)=O (defined by

equations (3.09)-(3.11)) are on a single continuously differentiable path through (i,'€:).

The basic idea of tracking the optimal trajectory is to star! with a known optimum

for sorne & and find the maximum possible increase in & which does not violate any of

the above conditions. If conditions (B) or (C) establish such a maximum, the resulting

point is called a breqk-point and corresponds to either the release of an active inequality

or the binding of a previously inactive inequality. The tracking process consists of

following the optimal path from one break-point to another until &=1. It is this procedure

which enables the method to systematically identify the final active sel. Furthermore, the

active set througbout the path is also deterrnined which has important implications in

understanding when and how constraints become activated or deactivated in terms of the

continuation parameter. These changes in the active set together with the non·linear

characteristic of the Parametric-OPF, can lead, however, to situations where the tracking

process cannot continue to the final solution. These situations are basically characterized

by the violation of conditions (A) or (D) above. In sorne of the cases where this problem

happens, there is no solution of the OPF beyond the point where the violation occurs. In

other cases, even if there is an optimum, the method fails to find il. In the next section,

we present a systematic discussion of the points of the optimal path where the tracking

process of the optimal trajectory cannot continue. Such points are called critical points.

3.3.2 Critical Points in the Tracking Process

It has been shown that, through a smart parameterization of the OPF problem,

followed by a progressive retum of the parameters to their initial values, we may be able

to track any initial estimate of the OPF problem until the optimum. Il can be expected,

however that a non-linear problem such as the OPF presents difficulties for its solution

which, when using parametric methods, translate into loss of optimality of the solution

trajectories or into discontinuities of the feasible sel. These problems are inherent in the

OPF and sorne of them were reported previously [Sun et al., 1984; Monticelli and Liu,

1992]. We do not have, at the present, a solution for ail the cases where the parametric

method fails to find a solution, but this thesis provides insight into this important and
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difficult aspect which has, up to now, received little attention. We will ciassify the critical

points into seven different types. The first four types are discussed in detail in [Jongen

et al., 1986, (a) and (b) and Guddat et al., 1990] for a general nonlinear parametric

optimization problem. In addition, Poore and Tiahrt published an extensive study of the

first type of critical points [Poore and Tiahrt, 1987]. The last three types of critiC?J points

are more particular to the Parametric-OPF algorithm.

Type 1: Release of an active inequality leads to a saddle point

Suppose that at E; ~, the solution i of the Kuhn-Tucker equations satisfies the

following properties:

(i)- At i LICQ is satisfied;

(ii)- Lo(i,Ë). 0

(iii)- In (3.09), exactly one of the Lagrange multipliers, iip , vanishes, whereas ail

the others (if they exist) ii,"" 0 . Let,

T = {y 1

éJg _ _ ë1h, __ __
-(x,e)y = 0, -éJ (x,e)y = 0, 1 E Lo(x,e)}
éJx X

(3.32)

t = lY 1 éJg(- -)' 0 ë1h,(_ -)'- x,e y = '-éJ x,e y
éJx x

= 0, 1 E I.o(i,~), 1"" p} (3.33)

(iv)- The projection of the hessian matrix (equation (3.14» is non-singular in

(3.32).

(v)- The projection of the hessian matrix is non-singular in (3.33).

(vi)- The derivative of hp with respect to E does not vanish.
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According to (vi), after the critical point, hp will not remain equal to zero, and

therefore can either be released (in case its derivative with respect to E is negative), or

it can be kept at its limits (in case its derivative with respect to E increases). According

to (i), (iv) and (v), the jacobian of the Kuhn-Tucker conditions (equation (3.30» remains

non-singular both before and after bp is released. Therefore, in the neighbourhood of this

critical point we have three possible situations: (a) the solution of the KT equations

remains optimal after hp is released (that is, H has only positive eigenvalues in (3.33»,

(b) the solution of the KT equations remains optimal after hp is fixed at its limit and (c)

the solution of the KT equations loses optimality (i.e., H has one or more negative

eigenvalues in (3.33». In the first two cases, although the trajectory is not smooth at this

point [Jongen et al., 1986 (b)], the tracking can proceed normally. In the last situation

however, the optimal solution trajectory stops at (i,e). Thus, at this point there is at

least one descent direction, Y, for the Parametric-OPF which is associated with the

negative eigenvalue of the projected hessian. If we are able to find such a direction, we

can find a local minimizer .i for the Parametric-OPF at e (see Figure 3.4). Of course

.i * i and we can continue to follow the optimal path through the point (i,e). This

descent direction can be found by an approach proposed in [Guddat et. al., 1990].

,r:r, 0,)-0

Xl

(i, El

, Y
.- -:_-:_-·'--·':·::.::.:3.:::::=: ~:

h .rx, 0,)<0

-..: X2

Figure 3,4- Critical point of type 1.
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Example of type 1 critical point

Critical points of this type are often observed during the load tracking process

when the system load is decreasing because sorne of the previously active limits on the

system variables have a tendency to be released, thus augmenting the space of

optimization and transforming previous minimum points into saddle points. In addition,

such critical points can also occur during Phase 1 if we have a system with a great

number of variables. This is the case presented in Figures 3.5.a-c. In this application we

are trying to find the operating point which optimizes generation cost and voltage profile

considering that sorne of the line series reactances are variable (i.e., supposing that sorne

FACTS devices exist in the system), (Figure 3.5.a). At 8=0.286, the reactance of line 55

is released from its minimum limit, according to the sign of its Lagrange multiplier

(Figure 3.S.b). At this point, the minimum eigenvalue of the projected hessian becomes

negative and the solution loses optimality (Figure 3.5.c). It is interesting to observe that,

beyond 8=0.286, although the variable was to be released from its limit (because the

associated Lagrange multiplier became positive), the variable violates this limit, showing

that interpretation of the Lagrange multiplier as the sensitivity of the objective function

with respect to changes on the variable limit is not valid after the solution of the KT

equations loses optimality.
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Type 2: Singular projection of the hessian matrix

Now, suppose that at e= Ë, the solution zof the Kuhn·Tucker equations satisfies

the foliowing conditions:

(i)- At i LICQ is satisfied.
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(ii)- /lI ;t 0 for ail 1 E Lo(x,Ë)

(iii)- Exactiy one eigenvalue of the projection of the hessian H (equation (3.14))

on the subspace T (equation (3.32» vanishes.

To study the behaviour of the KT set around Ë, first of ail we must notice that

the derivative oÎthe KT equations (3.09)-(3.11) with respect to E must satisfy, at and near

(x,Ë) ,

.É...(o~) = &~ (dZ) + ft = 0
de oz OZ2' de ozoe

which implies from equation (3.30) that,

(3.34)

dz (__) = _ [ H (_z,_e)
de Z,e

J(x,e)

(3.35)

Now, by (iii) the matrix W(z,Ë) is singular at this point [Kojima, 1980], thus

dz/dE goes to infinity as we approach (x,Ë). To characterize the curve of optimal

solution near this point we must impose an additional condition (iv) on the second

derivative of the Kuhn-Tucker conditions, that is,

(iv)- The second derivative of the Lagrangian with respect to z and E does not

vanish. In addition, the third derivative of the Lagrangian with respect to z does not

vanish.

These four conditions ensure that the trajectories can locally be represented by a

parabola and that after the point (x,Ë) one of the eigenvalues of the proje(;ted hessian

becomes negative [Jongen et al., 1986,(a) and (b)]. See also Appendix C.
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Example of type 2 critkal point

This situation is illustrated by the 5·bus system represented in Figure 3.6. In this

example we used the parametric approach to optimize the transmission losses of the

system. From Figures 3.7.a-f we notice that, as & approaches 0.405, the minimum

eigenvalue of the projected hessian approaches 0 at the same time as the optimal

trajectories of the voltage magnitude and angles, as weil as real and reactive power

generations reach a turDing point. In this example, we are able to pass through the point

where the minimum eigenvalue vanishes and continue the tracking (i.e., reach an optim~l

trajectory that reaches &=1) by jumping to another path. However, in general, it is not

possible to track the solution beyond such a critical point because of ill-conditioning

problems near the tuming point. This example iIIustrates a case where before &=0.405

the solution trajectories of the KT equations were not optimal, whereas after &=0.405 they

became optimal. The opposite situation may also occur (i.e., loss of optimality) and we

must find other means to continue the tracking process along another path, if one exists.

As in the first type of critical point, the resolution ofthis case is not easy, however

one method proposed in [Guddat et al., 1990] but not tested here uses a descent direction

to search for a local minimizer x for the same € which lies on another optimal

path. Then, starting at (x,ë) the pathfollowing process can be exploited again ( see

Figure 3.8).
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Figure 3.6- Test system.
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Figure 3.8- Critical point of type 2.

Type 3: Jacobian of the active set is rank deficient

E

A point (i',ë) of the solution trajectory of the Kuhn-Tucker equations is a

critical point of type 3 if the fol1owing conditions are fulfi11ed:

(i)- The rank of J(i',Ë) is incomplete and less than nv.

From ti) and (3.31) we see that there exist t..., 111' k E K. 1 E Lo(i',Ë), not ail

zero such that

=0 (3.36)

(ii)- If the set of active inequalities I-o(i',Ë) is not empty then ail corresponding

Lagrange multipliers 111 > O.
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Here, as in the previous type of critical points, the matrix W(z, Ë) is singular

[Kojima, 1980]. To characterize the behaviour of the optimal solution trajectory in this

case, we need the following additional suppositions (see Appendix C):

(iii)- The second derivative of the Lagrangian with respect to z and e does not

vanish. In addition, the third derivative of the Lagrangian with respect to z does not

vanish.

Since the matrix W(z,Ë) is singular at (x,Ë) as a consequence of (i), at this

point dz/de goes to infinity. By (iii), the parameter e: of the optimal solution trajectory

has a (non-degenerate) local maximum and can be represented locally by means of a

parabola (see Figure 3.9). As a consequence of (i) and (ii), the Lagrange multipliers

associated with the active constraints go to infinity as we approach (x,Ë) [Gauvin, 1977

and Jongen et al., 1986 (b)]. Il can also be demonstrated that the "Iower" part of the

parabolic trajectory near the critical point (i,Ë) describes maximum rather than by

minimum pomts [Jongen et al., 1986 (b)].

As we progress along the optimal solution path toward the critical point, the

objective function c(x,e), can either decrease or increase with e. In case it decreases, it

is possible to compute a point on the "Iower" side of the parabola, x",,,,(e), with e (Ë

but close to Ë(see Figure 3.9). Then, one can start at x",,,,(e) with a descent method to

find a new local minimizer for the problem, say, x(e), if it exists. If the objective

function, c(x,e), decreases with e along the original path, then x(e) will differ from

x",in(z) (see Figure 3.9», that is, we will be assured to lie on a different path. However,

in the case where the objective function increases with e:, it is not possible to continue

the tracking beyond Ë because the feasible set in the neighbourhood becomes empty. In

this last case, therefore, by starting at x,.",(e) with any descent direction method we will

eventually return to x",in(e) again [Guddat et al., 1988 and 1990].
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Figure 3.9 - Critical point of type 3.

Example of type 3 critical point

During the solution of the parametric OPF, criticai points of type 3 are found

mainly during Phase II ( where the parameter is the system load) for situations where the

system load is increasing. Since, for these cases, the objective function increases as weIl,

we can conclude that, beyond such critical points, the feasible set becomes empty in the

neighbourhood. As a consequence, a feasible solution, if it exists, will lie in a region of

the feasible set that is distant from the actuai operating point.

A criticai point of type 3 is illustrated by the same system represented in Figure

3.6 but with a different set of limits (only line flows have limits in this example). In this

application, we want to optimize the generation cost and improve the system voltage

profile. At 8=0.985, the transmission limits of lines 1 and 2 are active and it is not

possible to satisfy the load connected to bus 2 even by increasing the voltages at both

ends cf the lines to reduce the transmission losses. It is easy to verify that there is no

feasible solution for this problem because as the two lines feeding bus 2 saturate, the bus

essentiaily becomes isolated from the network and cannot receive any additionai power

to meet its load.
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Unlike the two previous critical situations where 10ss of optimaiity was the

underlying cause, this type of critical point is related to cases where there is no solution

for the OPF. It is interesting to notice thal such a critical situation is a consequence of the

local structure of the feasible set thus highlighting its close relation to infeasibility. In

fact, one can understand this critical situation as a generalization of load flow infeasibility

[Galiana and Zeng, 1990). In Figures 3.10.a-f, we show the behaviour of the optimal

solution for this case. Note that the Lagrange multipliers associated with the line flows

( Figure 3.10.f ) tend to infinity as we approach 8=0.985, contrary to the Lagrange

multipliers represented in Figure 3.7.f.

•
Figure 3.10.a - Voltage Angles
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Figure 3.10.e - Power Flows. Figure 3.10.f - Lagrange Multipliers.

Type 4: Number of active constraints exceeds the number of free variables by one

A point (x,Ë) is of type 4 if the following conditions hold:

(i)- m+p = nv+1 (i.e., the number of active constraints is equal to the number of

variables plus one). Thus, since m < nv, the total number of active inequality constraints,

p 2:: 2.

(ii)· There er.ist Â.,., Ill> k E K, 1 E Lo(x,Ë), not all vanishing such that:

~ ah, __
+ LJ !J.,- (x, E)

'e1o ax
= 0 (3.37)

(iii)- In (3.37), it is assumed that all III * 0, 1 E Lo(x,Ë).

(iv)- The gradients of the equalities and active inequalities are different from zero.

From conditions (i)-(iv) it follows that for every q E Lo(x,Ë) the set
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{
agk - - ahl - - 1 - - 1 }... b bl-(x,e), -(x,e), kEK, ELo(x,e), *q IS hnearly tndependent. To e a e toax ax

proceed with the tracking process, we must find a hq, q E Lo(x,Ë), such that, when

deleted from the i1.ctive set, the new values of !lI > 0, 1 E Lo(x,Ë), l;tq and hq~O (Note

that after deleting hq from the active set, it is not necessary to test the projection of the

hessia'l since the dimension of x is eqù;ù to the number of active inequalities and

equalities). If there is no such inequality function, hq, the feasible set becomes empty

beyond (x,Ë). To find the correct inequality to delete from the active set a method, such

as the one proposed in Appendix D, can be used.

Example or type 4 critical point

A type 4 critical point occurs in a situation that is similar to the one round in type

3 where part of the network becomes isolated. A typical situation can be seen in an

application from the 5-bus system of Figure 3.6. In this application, the limits on the

generation at bus 1 are tightened whereas the generation limits on buses 3 and 4 are

broadened. Here we set the generation cost for bus 1 much higher than the other

generation costs and we want to find an operating point which minimizes the total

generation cost plus deviations of the voltage profile from normal. At 1:=0.949, qg" pg.,

V3 and V. are at their maximum values and VI is at the minimum. When qg3 reaches its

maximum, the number of active constraints (equals to 13) becomes greater than the

number of variables (equals to 12), thereby reaching a type 4 critical point. Figures

3.1 I.a-f show the optimal trajectories for this case. In this example, it was possible to

continue the tracking beyond 1:=0.949 by releasing pg. from its maximum limit at the

same time that qg3 was fixed at the minimum. The occurrence of this critical point can

be explained by the difference that exists between the generation costs of buses 1,2 and

4. Because the cost of generation is much smaller at bus 4, the optimization process will

make pg. generate its maximum permissible amount. However, because of a reactive

problem at bus 3, it is not possible to find an operating point inside the feasible limits of

the problem. Therefore, the prog;'am is forced to use the more expensive generation of bus
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1. Note in Figures 3.11- b,d and f that the Lagrange multipliers have a discontinuity in

their values across the critical point.
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Figure 3.11.a - Voltage Magnitudes. Figure 3.n.b - Lagrange Multipliers.
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The last two types of critical points are important in our study because they may

coincide with the feasibility limit of the OPF which in Phase II corresponds to the

maximum loadability limit. The method used here, since it tracks the optimal solution

from one break-point to another (i.e., no multiple changes in the active set are permitted)

is capable to point out c1early where the bottlenecks are situated in the transmission

system ty checking for critical points of type 3 or 4.

In addition to the critical situations described above, during the tracking process

other conditions may occur that prevent the tracking method from proceeding toward 8=1.

Most of these situations can be described as a combination of two of the different types

of critical points discussed previously. Because of their nature, it is difficult to propose

"jumps" to other sets of local minimizers when theso critical points occur. TI ..·oughout the

solution of the Parametric-OPF we also encountered sorne points of this mixed kind.

There are basically 3 different "composed" critical points which, as with types 1 to 4, are

c1assified here by the type of violation they lead to in conditions (A)-(D) (see page 14):

Type 5: Two or more active inequalities released at the same 8

At this type of critical point, (.t,Ë), the following conditions hold:
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(i)- LICQ is satisfied.

(ii)- Lo(x,Ë) '" 0

As in type l, here we have,

ac - - '" agI; ---(x,e) + L. }.I;-(x,e)ax I;€K ax
'" ahl --+ L. ~l---(x,e) = 0
l.~ ax

(3.38)

(iii)- In (3.38) two or more (r) Lagrange multipliers associated \Vith active

inequalities vanish. Assume that /1i=O, i=l,... ,r

(iv)- The second order sufficient conditions for optimality (equations (3.14)-(3.16»

are met.

(v)- The derivatives of the inequality constraints hi, i=l,... ,r, with respect to ê are

different from zero.

By (iii) we see that, at this critical point, Iwo or mùre inequality constraints can

be released. Foilowing the release of sorne combination of these constraints, the projected

hessian may remain positive definite, that is, the critical (x, Ë) may remain optimal, or

the projected hessian may become indefinite, indicating loss of optimality. If the critical

point loses optimality after the hi are released other combinations may be attempted to

continue the tracking. The problem here, therefore, is to determine which constraints to

release, a combinatorial problem whose solution by trial and error is computationally

expensive. This is specially problematic in OPF since, normally, the constraints being

simultaneously released are of the same type (e.g., limits on reactive sources

geographically close to each other) and the release of one of them is almost certain to

affect the others.
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Type 6: Iwo or more inequalities to be fixed at the same E

A critical point (i,ë) is of type 6 if the following conditions hold:

(i)- At (i,ë) LICQ is satisfied. Renee as for the previous types,

oc - - ~ ogt - - ~ oh, ---(.:f,e) + LJ "t-(.:f,e) + LJ 111-;-(.:f,e) ; 0
O.:f teK OX leLu vX

(ii)- In (3.39) III ) 0 for ail 1 E Lo(i,ë)

(3.39)

(iii)- There exit r inequalities hj(i,ë), i lE Lo(i,Ë) simultaneously reaching their

limits.

(v)- The derivatives of hi' i=I,...,r, with respect to E are different from zero.

At this point, unless one or more of the inequalities reaching their limit are fixed,

multiple violations of the optimality condition C ( page 14) will occur for E > Ë. Thus,

one or more of these inequalities must be fixed. If the new jacobian J (formed by the

previously active constraints plus the new ones) has full rank and no new violations

occur, then (i,ë) will remain optimal in a neighbourhood of the critical point. As in

type 5, this is a combinatorial problem.

Critical points of type 6 are often followed by critical points of type 5 in the

tracking process. The power system configuration can play an important role in such kinds

of critical points. Figure 3.12 iIIustrates one such possible situation. At bus 2 of this

system, a synchronous condenser and a static compensator supply reactive power to the

network and they tend to increase or decrease their VAr outputs in unison. Depending on

their operational limits, these components may have to he fixed at the same value of E.

Even if they are not to be fixed at their limits at the same E, changes in the active set
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may occur throughout the tracking process which force both variables to be released at

the same point. This is the case depicted in Figures 3.13.a-b, where the Lagrange

multipliers associated with a shunt compensator and a synchronous condenser connected

at the same bus reach zero at g=O.88. Other trivial cases would be transmission limits on

parallel lines or generation units connected to the same bus (in applications where

generation cost is not considered). Although sometimes it is possible to resolve these

critical situations by introducing small changes in the limits of the problem data. in

general we must rely on heuristics to find the correct combination of active constraints

and continue the tracking.

1 2 synchronous cond.
6j

generator shunt comp.

-

Figure 3.12- Configuration for critical points of type 5 and 6.
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Figure 3.13.a - Reactive Sources.

Q ------------;;-...-._._._.-._._._.-

,,/

1

j~ ~~~------1-------------
.go \, J

~ ~ -~-------~-------------
o ~ "'/;' ~ ../
Q~ --t--~f----------------
.:l \.", ,(, .....i .u __

~ --_"""_-..r-L:---------'--------

Figure 3.13.b Lagrange Multipliers.

Type 7: Release of an active inequality leads to a singular projected hessian

This is a special case of Type 2. It is assumed here that at (i,Ë), the fo11owing

conditions hold

(i)- Conditions (i)-(iv) and (vi) of critical points of type 1 are satisfied

(ii)- For ail yas defined in (3.33), exactly one eigenvalue of y T &'J. (i,Ë)j
ax2

vanishes.

This situation indicates that, at sorne Ë, when a Jlp reaches zero and the

corresponding inequality constraint is released, the problem has multiple solutions. For

our problem, this situation has been found to occur at the end of the tracking process and

it indicates that, although the weighting factor associated with the quadratic term of the

objective function was able to force the solution of the KT equations to be optimal for

ail O~<I, near &=1, a new variable is released and the final optimal solution is not

unique. As with critical points of type 1 and 2, this type of behaviour is typical of

problems where the degrees of freedom are very high (Le., where the number of free
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variables is very large compared to the number of active constraints), and, moreover,

where not ail variables are present in the objective function. An example would be the

optimization of the voltage profile considering ail real and reactive sources free ( within

limits) as depicted in Figure 3.l4.a-c. In these figures, we show the optimal trajectories

of variable shunt compensator, b", for OSES.1. At 8=1, when b" is released from its

minimum limit, the minimum eigenvalue of the projected hessian vanishes, characterizing

the existence of multiple optimal solutions. For this situation, a descent direction of

improvement cannot be found (in contrast to what occurs in type 1). Figure 3.15 shows

a geometrical interpretation for this type of critical point.

•
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•
Figure 3.14.a • Shunt Compensator.
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Figure 3.14.c - Minimum Eigenvalue.
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'. (i, Ë)
~~~

hp(x)<O

•
Figure 3.15- Critical point of type 7.

Table 3.1 below presents the 7 different types of critical points and the

corresponding types of violation of conditions (A)-(D).
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Table 3.1- Summary of critical points.

Type Violation Consequence

The Lagrange multiplier After hp is released, the projection of the hessian

1 J1p associated with an has one negative eigenvalue. To continue the
active inequality, hp' tracking, there must be a jump to another optimal

vanishes. path for the same value of E.

2 Projection of the hessian W is singular.
of the Lagrangian, H, on Quadratic tuming point of the KT trajectories. To
the null space of J has a continue the tracking, there must be a j ump to

vanishing eigenvalue. another optimal path. If the critical point occurs
at E=I, there exist multiple optimal solutions.

3 LICQ is violated; J has W is singular.
incomplete rank. Quadratic tuming point of the KT trajeclories.

The Lagrange multipliers Ill, 1 E Lo go 10 infinity.
If the objective function is decreasing near the
critical point, it might be possible to jump to
another optimal path to continue the tracking.

Otherwise, the feasible set becomes locally empty
beyond the critical point.

4 hp = 0, P E' Lo. If hp is J has incomplete rank if hp is fixed at its limit.
introduced in the feasible In case sorne previously fixed inequality can be

set, the number active released, there is a discontinuity in the optimal
constraints is bigger than trajectories of the Lagrange multipliers and the
the number of variables. tracking can proceed. Olherwise, the feasible set

becomes locally empty beyond the critical point.

5 Two or more Lagrange Combinatorial problem: which inequalities to
multipliers associated with release.

the active inequalities
vanish at the same E.

6 Two or more inequality Combinatorial problem: which inequalities to fix
constraints reach their at the limit.
limits at the same E.

7 Special case of type 2. If the critical point occur at E ( 1, the solution
IIp=0, P E Lo and after hp path loses optimality and it is not possible to find
is released the projection a direction of descent to continue the tracking. If
of the hessian H has a the critical point occurs at E=I, the problem has
vanishing eigenvalue. multiple solutions.
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3.4 Stability of the Feasible Set

As can be seen by the formulation of the Parametric-OPF, each new value of the

parameter & defines a new OPF problem. As & is varied from 0 to l, a family of

problems is created. This family connects the initial (relaxed) problem to the problem we

want to solve. In the previous section, we discussed the various types of critical points

of the KT equations that can occur during the tracking process and showed that sorne of

them are related to the collapse of the feasible set. This brings us to the concept of

structural stability of the feasible set M(&) (equation (3.4».

The idea behind the parameterization of the OPF and the tracking of optimal

solutions is based on the fact that the problem defined for a small parameter variation is

close to the problem for which we have a solution and, therefore, a numerical method is

able to easily find the new optimum. In this way, even if we start from an initial point

which is very distant from the final solution, by solving a sequence of problems that are

close to each other (even if the initial an the final one are very different) we are able to

eventually reach the optimum. The efficiency of the method, however, is entirely

dependent of the fact that a small perturbation on the parameter does not cause abrupt

changes in the feasible set. In other words, we want to guarantee that a problem P(&) is

equivalent to ail slightly perturbed ones. If this happe!l5, P(&) is said to be structurally

stable.

The importance of structural stability becomes clear in the example below.

Suppose that we want to solve the following optimization problem:

Min x (3.40)
%

subject to

EX = a

-la s x s la

(3.41)

(3.42)
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The feasible set of this problem is M(E)= {O} if E "" 0 and M(E)= [-10,10) if E

= O. Also, the optimal solution X(E)=O if E "" 0 and X(E)= -10 if E = O. Thus, as E varies

in the neighbourhood of 0 the solution changes drastically.

Although the exarnple above illustrates a very unlikely situation, loss of stability

can occur in practical applications of pararnetric optimization. During the solution of the

Pararnetric-OPF, situations of loss of structural stability are known to occur, and in all

cases it prevented the tracking process from continuing. A formal definition of structural

stability is as follows:

Definition [Guddat et al., 1990): The feasible set M(E) is said to be structurally

stable at (.ï,Ë) if there exists a neighbourhood 0 of (.ï,Ë) such that for every (x,ë)

E 0 the corresponding set M(ê) is homeomorphic with M(Ë).

Note: Two subsets A, B c Ir' are said to be homeomorphic if there exists a

bijective mapping C1>: A~B (i.e., C1> is both one-to-one and onto) with both C1> and C1>,\

continuous.

From what is written above, it can be seen that structural stability implies that if

.ï E M(è'), we are always able, using C1>, to reach a point x E M(ê) in the

neighbourhood (and vice-versa). This is the basic supposition behind the tracking process.

Without structural stability, as E is varied from 0 to l, we cannot reach 1 because, at

some point (say Et), we will not be able to find a mapping that connects our present

optimal solution with the optimal solution of the OPF problem defined for some E, ) E"

An interesting real-life exarnple to illustrate the concept of structural stability can

be formulated for the sarne 2-bus system of Figure 2.1 of the previous chapter. Suppose

now that we want to minimize the voltage profile deviation form 1 p.u. imposing a

maximum limit on the voltage magnitude E. The problem can be formulated as
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Min .![(E - If + (V - If]
2

sllbject to

VEsinô
:lI = pd(e)

-V2 + VEcosô
xl = qd(e)

Es 1.05

The new Lagranbian function is

~ = .!(E-I)2 + .!(V-If +" (pd(e)- VEsinô)
2 2 p xl

+ "q(qd(E'.) + y2 - ::cosô)+ I1E(E - 1.05)

and the KT equations are

_a~ = -" VEcosô +" VEsinô = 0 (3.43)
011 P xl q xl

~ = V - I -" Esinô +" (2V - Ecosô) = 0 (3.44)av P xl q xl

a~ = E _ I -" Vsinô -" Vcœô +I1E = 0 (3.45)aE P xl q xl

VEsinôxl - pd(e) = 0, '<1 "p (3.46)
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• -V2 + VEcosô
:xl - qd(€) ; 0, 'ri Âq

~E(E - 1.05) ; 0, ~E ~ 0

(3.47)

(3.48)

For pd(e) and qd(e) defined as before, at e=O, E=I p.u. and V=I p.u is the

(trivial) optimal solution, therefore, by (3.48), IlE=O and we can solve the problem as it

was previously solved. When E reaches the maximum limit (at e=0.62 from Figure 2.2),

we can continue to use equations (2.31) and (2.32) to calculate Y and 1\ , but the

expressions of the Lagrange multipliers will change. Solving (3.43) and (3.44) for \ and

A.q (and remembering that E=1.05) we have:

Finally, from (3.45),

; :xl(l - V)sinô
Âp 2Vcosô - 1.05

; :xl(l - V)cosô
Âq 2Vcosô - 1.05

V(l - V)
~ ; 1 - 1.05 + -'--'-''----'-''--

E 2 Vcos ô-LOS

(3.49)

(3.50)

(3.51)

The behaviour of Y and E as the system load is varied can be calculated as in the

previous chapter for E < 1.05, and using the algorithm above when E reaches 1.05. The

optimal trajectories of Y and E for this example are represented in Figure 3.16. Note that

y has a sharp decrease after E is fixed at its limit. Beyond e=0.97 the solutions of

equation (2.31) are complex, which means that there are no real values for Y for this Joad

level. At this point the feasible set loses its structural stability. Note that, when E=1.05,

the OPF becomes a load fiow and that the structural stability limit is, in reality, the point

of voltage collapse. At e=0.97, there is a bifurcation on the optimal trajectory of Y and
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two different values for this voltage can be found.

Figure 3.16- Loss of structural stability.

From the definition, we can see that structural stability of the feasible set is a

local property (i.e., a set is said to be structurally stable around sorne specific point).

Because the OPF is a non-convex problem the assurance of structural stability for ail B

e [0,1] is impossible for ail study cases. As we discussed in the previous section, in the

optimal solution trajectories that we must track in order to reach the final solution,

critical points may occur and there is no guarantee that the tracking process can continue

until e=l. Sorne of these critical points are mathematically associated with loss of

structural stability; and, from a practical point of view, associated with physical limits

present in the generation-transmission system under study. The question is, therefore, how

to characterize loss of structural stability and how to physically interpret this loss during

the tracking process. Because structural stability is a characteristic of the feasible set, we

can expect that it is connected with sorne of the constraint qualifications presented in

section (3.2.2). The MFCQ is strongly related with structural stability. If a feasible set is
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compad, then it is structurally stable if and only if MFCQ is satisfied in all its points

[Guddat et al., 1986]. Now, consider t-,vo OPF problems that are continuously connected

by means of the parameter e, e E [0,1]. Ali variables present in the OPF model are

bounded by maximum and minimum limits, therefore the feasible set M(e) for a specified

e is bounded. In addition, by the form of the constraints, it can be seen that the feasible

set M(e) is closed. Then, we can say that there is a compact set A containing the feasible

set M(e) for ail e E [0,1]. Now, if MFCQ is satisfied at every point of M(e) for ail e E

[0,1], then the final feasible set M(I) is homeomorphic with M(O). Conversely, if the

topological structure of the set M(I) differs from M(O), then, for sorne e E [0,1], at sorne

x E M(e), MFCQ must be violated.

To ensure that M(O) is structurally stable, consider the following arguments. In the

Parametric-OPF problem (equations (3.17)-(3.22», at e=O ail inequality constraints are

relaxed, thus, to guarantee that the initial feasible set M(O) is stable, our initial guess X
O

must be such that the jacobian of the equality constrains has complete rank and that there

exists a lil such that J(XO,O). tü = O. The first condition implies that the jacobian of the

energy balance equations for the load buses is of full rank ( see OPF model in Appendix

A ), a condition which is normally satisfied if XO is a typical load flow solution. The

second condition is satisfied by construction bec::'lse, initially, the number of variables

in the OPF model is normally much bigger that the number of the equality constraints

(remember that no inequality is active at this point). As the tracking progresses towards

l, however, there is no guarantee that MFCQ will be satisfied. Since near every (x,Ë)

where conditio;ls (A)-(D) are fulfilled, there is an optimal solution of the Parametric-OPF

(see section 3.2.1), then the only way in which the feasible set loses its stability is if sorne

of the critical points described above occur. Il has been demonstrated that only at points

of type 3 or type 4 (where ail III in (3.37) are greater than zero and, consequently, no

inequality can be released) is the feasible set not stable [Jongen et al., 1986, (b)]. This is

not surprising since both critical points occur when the active feasible set does not have

a good structure. The example discussed when we presented type 3 of critical points is,

A set A is said to he closed if every point \hat is arbitrarily close to A is a member of A. A set A is
compact if it is both closed and bounded (that is, if it is clo.ed and contained within a sphere of finite radius)
[Luenberger, 1984].
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therefore, an example of loss of structural stability, whereas in the example of type 4

stability is preserved. These examples as well as the last one give a good idea of what

loss of structural stability means in the physical mode!. It dces not mean loss of

~<lasibility (in the strict sense) but, as in the load flow model and ils so-called point of

voltage collapse, loss of stability indicates that operation (optimal or not) near such a

point is not stable to parameter .variations.

The characterization of the regions where the changes in the feasible set with

respect to parameter variations are continuous (regions of structural stability) can be of

great importance. To see this, take for example the behaviour of the optimal solution of

the OPF problem as the system load varies. If the optimal operating point is near an

unstable point, any variation on the load level will cause an abrupt change in the optimal

operating point which cannot be accomplished in the operation. AIso, in special cases, the

variation of the load can lead even to the nonexistence of an optimal or feasible solution.

In an on-line environment the assurance of structural stability is vital to guarantee a

reliable operation of the power system.

AIthough there exists a significant amount of publications concerning structural

stability, most of them are theoretical. Researchers started to introduce sorne of the

theoretical results in non-linear optimization algorithms in the last decade (sec, for

example, [Fiacco, 1983]), however, these early implementations i:;c1uded mostly

sensitivity analysis. Ooly recently, with the study of critical points in parametric

optimization, sorne of the theory regarding structural stability could he formalized in a

more applicable manner.

Recently, there have heen sorne studies of the sensitivities of the OPF solutions

to small changes in bus loads, flow limits, bus voltage limits and other OPF constraints

[Yenkatesh et al., 1992]. In addition, the question of infeasibility of the OPF problem has

been gaining considerable attention in the past years because the recognition of unfeasible

cases is a necessary characteristic of any OPF package [Stott et al., 1987; Sun et al.,

1988]. Nevertheless, a systematic study of OPF feasibility and structural stability has not

been done yet. This is a little surprising, since there have been many studies concerning
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concerning the bifurcation (voltage collapse) regions of the load flow solutions, but, from

the study of critical points, it is easily seen that the study of stability regions for the OPF

problem is not trivial. Nevertheless, the discussion of structural stability raises an

interesting question regarding the optimal operation of a power system: is it more

desirable to establish a "structural stability region" OT a "feasibility region" for the OPF

problem?

3.5 Conclusion

The theory associated with the Parametric-OPF is both rich and difficull. The

parameterization provides means for a greater understanding of the OPF problem. At the

same time, it highlights the difficulties associated with the problem itself, being able to

differentiate the obstacles that have been encountered by researchers for the solution of

the OPF. The OPF continues to be a difficult problem and this is reflected in the various

kinds of "critical points" of the optimal solution trajectories. In spite of ail the difficulties

associated with the process of tracking an optimal solution, the discussion presented

throughout this chapter gives us a basis to draw important conclusions concerning the

approach:

(i)- The Parametric-OPF allows us, in principle, to solve the OPF problem from any

initial solution and to exactly track a pre-specified load curve;

(ii)- The parameterization provides means of solving the OPF problem in a systematic

way, without using heuristics to find the optimal active set;

(iii)- The approach can give us a very good understanding of the different kinds of

problem that exist in the OPF solution, and, more importantly, permits the analysis

of cases where an optimal solution cannot be found;

(iv)- Since the method is able to differentiate the various causes for the interruption of

the tracking process, it gives us means of suggesting solutions for sorne of the

critical points;
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(v)- In particular, the approach pennits the definition ofregions of structural instability

for the OPF problem, which is a generalization of the concept of voltage colIapse

region for the c1assical load flow problem. This has special importance during the

load tracking, since it can define a (local) maximum loadability limit for the

system under study, thus providing valllable infonnation about the system "weak

points", where improvements (e.g. new reactive sources) must be introduced.

The theory presented in this chapter, therefore, demonstrates that the parametric

approach, can be very useful for the solution and analysis of the OPF problem. In view

of the potential of the approach, an algorithm for the solution of the Parametric-OPF was

implEimented. The details of the implementation are discussed in the next chapter.
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PARAMETRIC-OPF SOLUTION ALGORITHM

4.1 Introduction

The solution algorithm for the Parametric-OPF was formuiated mainly with the

intent of systematically controlling the changes in the optimal feasible set, thus making

it possible to exactly track the solution trajectories and to detect critical points. In a

summarized manner, after the initialization is carried out (transforming the initial solution

guess into an optimal solution) the Parametric-OPF algorithm can be subdivided into two

main steps: (i) the increment on the parameter ( creating a new OPF problem) and (ii) the

solution of this newly formulated OPF. The performance of the algorithm, therefore,

depends on a good implementation of the two steps. A detailed description of the

methodology is given in this chapter.

From ail aspects involved in the tracking process discussed in the previous chapter,

it can be easily seen that the parametric approach is able to very clearly identify,

differentiate and analyze the main difficulties that have been encountered by researchers

in solving the OPF, namely variations of: loss of optimality, loss of feasibility and ill­

conditioning. These difficuities are ref1ections of the different types of critical points of

the optimal trajectory. Up to now, no solution has been proposed for all the types of

critical points that may appear during the tracking process. Therefore, solution algorithms

for the critical points are not inc1uded in the implementation of the method and, as a

consequence, the Parametric-OPF algorithm is not able to arrive at the optimal solution

in all cases. Nevertheless, we are able to detect multiple optimal solutions or even reasons

for non-convergence of the method by analyzing the different critical points.

94
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4.2 Detailed ModelliDg and Optimality Conditions

The parametric algorithm implemented in this thesis is based on the tracking of

the homotopy function defined by the KT conditions for the Parametric-OPF. In order to

belter explain the implementation, we will introduce a more detailed formulation for the

Parametric-OPF where the functional inequalities and limits on the decision variables are

represented separately.

Let 1 denote the index set of decision variables and N the index set of functional

inequalities. Additionally, let lo(x,e) be the set of active limits on decision variables and

No(x,e) be the set of active functional inequalities. Throughout the derivation, we will call

a variable which lies strict1y within its limits, xt"( Xi ( xi
max

, i E 1 afree variable. Let

I~x,e) be the set of free variables and Nf be the set of inequality constraints not at the

limit. These index sets will be used to derive the Parametric-OPF algorithm.

4.2.1 Problem Definition and Optimality Conditions for Phase 1

ln Phase l, it always possible to define a vector Xo which is inside its operational

limits. To ensure that the functional equalities and inequalities are satisfied at Xo an

appropriate parameterization is implemented as discussed below. Note that Xo is already

within its limits and does not need to be included in the parameterization. Similarly, the

parameterization is such that there are no binding functional inequalities. The Lagrange

multiplier associated with the equality constraints ",0 can assume any value.

Thus, for a pair (XO,,,,O) which satisfies the conditions above, we define the

Parametric-OPF for Phase 1 as,
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•
subject to

Min c(.:f,e) (4.1)

(4.2)

(4.3)

(4.4)

where C(X,E) is defined in equations (3.20) and (3.21) of the previous chapter, hn(X,E) E

FI x n,+1), n E N, represents the functional inequalities (the reactive generation and the

active power flows) (see Appendix A for a detailed definition of al! problem variables and

constraints). The parameter E assumes values from 0 to 1.

Splitting equation (4.4) into two inequalities x ::: xmin and x ::; xm"', and associat;ng

a Lagrange multiplier vector, v, with this set of inequalities, we can represent the upper

and lower limits on x together in the Lagrangian function of the problem. Note that, at

the optimum, the sign of Vi must be + or - depending on whether Xi is at the maximum

or minimum Iimit. Thus, the Lagrangian function of the problem (4.1)-(4.4) can be

defined as

where xlim=[(xminf,(xm"')Tf and ç is the Lagrange multiplier associated with the active

functional inequalities (initially, the set of active functional inequalities is empty).

The KT conditions for the Parametric-OPF model of Phase 1 are, then:
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(4.6)

ase Ilm O' l- = X· - Xi = ,1 E 0av. 1
1

4.2.2 Problem Definition and Optimality Conditions for Phase II

(4.7)

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

In the same way that it was done for Phase l, a new formulation for Phase II can
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be introduced. Since we have an optimal active feasihle set at the end of Phase I, the

inequality constraints for Phase II do not have to have their limits parameterized. Let dO

be the load level during Phase I. Let XO be the associated optimal solution at the end of

Phase I, that is, for e=l, and let tl.d be the difference between dO and the next load

level'. The Parametric-OPF for this case is defined as

Min C(X,E)

subject to

where c(x,e) is defined as in (3.26).

The Lagrangian function for the problem (4.14)-(4.17) can be written as:

~ = C(X,E) + E "'.t8k(x,d(E» + E '.h.(x,d(e» + E v,(xj - x;m')
kell: .eNo 'el

(4.14)

(4.15)

(4.16)

(4.17)

(4.18)

Substituting c(x,e) from equation (3.26), the KT conditions can be expressed as

1 In the implementalion of the Parametric-oPF for Phase II, il was assumed linear Irajeclones for the system
loads. However, lrajeclories thal are nonlinear in & can aIso be easily implemenled.
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• a~ = aC (.~) + Cl - e)w(x - X O) + E "k agk (x,dO + e Ad)
ax ax keK ax

ah
+ E ',_'(x,do + eAd) + V = 0

'EN. ax

a~ Iim •- =x. - Xi = 0, 1 lE laav. 1
1

" ~ 0, n lE No

(4.19)

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

The models defined by (4.1)-(4.4) and (4.14)-(4.17) wiIl be used to derive the

Parametric-OPF a1gorithm implemented in this thesis. Because these models are only

slightly different, the solution a1gorithms implemented for Phase 1 and Phase il do not

vary considerably.
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The KT conditions for bath cases can be simplified if we substitute the decision

variables at their limit, X;=x;Iim, directly into equations (4.6)-(4.8) for Phase 1 and (4.19)­

(4.21) for Phase IT. In this way, constraints (4.9) and (4.22) are implicitly satisfied.

4.3 Basic Solution Strategy

(BEGIN]
,1,

Form the reIaxed problem P(e)iJe-O,
transforming an initial guess, ( ,R),
into an optimal solution by defining

Ah and the weighting factor w
(anly for Phase 1).

A e>l
•(END)'F'SI

Perturb the OPF problem P(e),
incrementiog the parameter e by an

amount Ae, speçified so that the ncw
optimal active feaSlDle set differs from

the old one by 1 elemcnt.

l
Solve the ncwly defined OPF problem

P(e+Ae).

1

Figure 4.1- Solution strategy.

The formulation of the KT conditions depends on the knowledge of the active sets

No(x,e) and Io(x,e) Although for Phase I, at e=O, these active sets are empty, they change

throughout the tracking process as e is increased. The vaiues of e where these changes

occur (break-points) must be determined so that the KT equations can be formulated and

solved. Therefore, in addition to a method for solving the KT equations, the Parametric­

OPF aigorithm (both for Phase I and IT) must have a strategy to find the break-points. As

a result, the methodology used here can be decomposed ioto three main steps for Phase
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1 and, since the initialization is not necessary, two main steps for Phase II (see Figure

4.1). The overall performance of the method depends, therefore, on the efficient solution

of the problems related to the different steps. Each step, namely, initialization, increment

of the parameter, and solution of the optimality conditions is discussed separately in the

following sections.

4.3.1 The Initialization

To initialize the Parametric-OPF algorithm four quantities need to be specified: xo,

/..0, Llh and the weighting factor w.

Although any Xo that satisfies xmm (x ( xmox in principle can be used as an initial

guess for the Parametric-OPF solution, the choice of this vector will greatly affect the

performance of the methodology because, basically, this initial choice will define a

parametric problem that, at e=O, can be "far" or "close" to the original problem to be

solved (at e=I). As a general rule, the closer Xo is to solving the load balance equations

of the original problem, the better. A close initial guess will translate into a smaller

number of changes in the optimal active set and, as a consequence, into a reduced

computational effort. In fact, in the tests made, a good initial choice for x could decrease

the number of changes in the active set by as much as half.

The influence of the Lagrange multipliers /..0 on the performance of the algorithm,

on the other hand, was found to be less significant than the influence of xo. This is an

interesting point since the choice of the Lagrange multipliers can affect considerably the

convergence characteristics of other optimization methods such as dual methods [Rehn

et al., 1989; Santos Ir. et al., 1988]. Different initial values for /..0 were tested (see section

6.2.2). It was found that a reasonable initialization would be to set the Lagrange

multipliers associated with the active power balance equations equal to the average of the,
generation incremental cost and the Lagrange multipliers associated with the reactive

power balance equal to 1. However, other values for '),,0 can also be used without

compromising the convergence of the Parametric-OPF.
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In practice, ôh is usually selected to be the same for every violated functional

inequality and equalte the maximum violation on the inequality limits at E=O. The choice

of ôh does not significantly affect the performance of the algorithm, therefore other

choices of ôh are possible. For example, for every n END, ôhn can be made equal to

h.,(xo) minus a constant which is equal to the average of the maximum and minimum

limits of hn(x).

Finally, the weighting factor w must he carefully chosen because it reshapes the

objective function by adding to it a quadratic term depending on the deviation of the

decision variables from their initial values. A large w, therefore, will keep x close to Xo

until E is very close to 1 and, as a consequence, all the changes in the active set

necessary for optimization will occur in a narrow interval of E negatively impacting on

the convergence of the algorithm.

4.3.2 Step 1 - Incrementing the Parameter E

Since we are following the optimal solution trajectory from one break-point to the

next starting from E=O, we basically increment the parameter E until the f!Tst violation

occurs among all inactive inequalities or on the sign of the Lagrange multipliers

associated to the active inequalities. As a consequence, after the increment in E, the new

OPF will have a known optimal active set and can be easily solved by any optimization

method.

Although the approach of incrementing E until the next violation occurs is a very

conservative (and, therefore, slow) one, the choice of such an approach was based on the

fact that it is difficult to know a priori the effect that a newly fixed inequality constraint

will have in the non-active inequalities. More irnponantly, if we want te analyze causes

for an eventual non-convergence of the method, the precise tracking of the changes in the

optimal active set is necessary. ThIIS, the computational speed was compromised in order

to built a tocl that is able to systematically find the changes in the active feasible set and

is more suitable for analysis studies.



•
PARAMETRIC-OPF SOLUTION ALGORITHM 103

The two methods used in this work to find the next violated inequality limit

are based on:

(i)- Binary Search.

(ü)- Linear Prediction.

Binary Search

V(e)

1.1-

1.08 -

1.06-

1.04 - u limit-. - .PJ!Ç!. _. -. _. _. _._. _. - ._. - _.-. _. _. _. _._. . _.

1.02-

V2

e0.25

1-~~3::LJ0.98-~
o

Figure 4.2- Binary search mechanism.

The binary search mechanism is the simplest way found to prediet changes in

the active set. The algorithm is quite straightforward and can be explained with the

help of Figure 4.2 above showing five typical optimal trajeetories as a function of f.

These five voltage magnitudes are from the same 5-bus system example presented

in chapter 3 (Figure 3.5), aIl of which have a maximum limit of 1.03 p.u.. The

sequence of vertical Iines denoted by ,,1 to ,,4 indicates the values of " tried by the

binary search to 10caIize the first break point. For each value of ", the optimaIity

conditions (4.6)-(4.8) are solved and the number of violations noted. When there is

only 1 violation, this is fixed at its limit. Observe that it is not necessary to find the

exact location of the break-point to stop the binary process, but simply to ensure that
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only 1 violation exists. In this example, the first break-point occurs near € =0.4 and

requires that V4 be fixed at the upper limit.

Figure 4.3 illustrates, for the same example, the optimal trajectories (dotted

lines) based on the initial active set, 10(x,0), and how these trajectories drastically

change when one variable is fixed and the active set is modified to 10°,...,10
3 (solid

lines). This figure also shows the complete optimal trajectory with all the break­

points included. One can observe, for example, that if the initial active set were

maintained until € =1, then several voltages wonld have violated the upper limit of

1.03 p.u. An aggressive but non-systematic approach could have fixed all violations

at € = 1, however, from the Figure, we see that tbis does not correspond to the

optimal solution. In fact, the optimum requires that only tbree of the voltages be

fixed at € = 1.

~
V(e)
1.06

1.04

1.02

1

o.s8

0.96

, ,, ,,

~

.'_.-
, Vs

._. ~

\'2

e 1

Figure 4.3- Optimal tnijeetories with break-points.

The binary search mechanism is very simple to implement and, in many cases,

quite efficient. However, if the number of evaluations of the system of KT equations

to check the inequality limits is very large, the binary process will be considerably

slow. For this reason, a second method of finding the optimal active set changes was

developed based on linear approximations of the optimal trajeetories.
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Linear Prediction

ln this method, a linear approximation of the optimal solution trajectories is used

to lind the next constraint to be fiXed at the limit or the next active constraint to be

released. First of ail, a linear approximation of the free variables and the Lagrange

multipliers of the equalities and active functional inequalities must be obtained. For this,

let the function A(Z,E) be defined as

A(z,e) (4.27)

that is, (4.27) corresponds to system (4.6)-(4.9) for Phase 1 or system (4.19)-(4.22) for

Phase II. In (4.27) z = [XT,ÂT,(CNol,(Vlolf,with CNo = {Cn, '<In E No} and

The last term of (4.27), a5f, can be implicitly represented by replacing Je; by x;üm,
aVlo

for all i E le in the expressions of all other terms of the equation. Thus, (4.27) can be

rewritten as

[
ar5f ar5f ar5f]T ()A(z,e) = ax (z,e), aÂ (z,e) , ac

No
(z,e) = 0 4.28

ln (4.28) the linear prediction must be made ooly for the free variables. By (4.13)

(or (4.26) for Phase Il) the Lagrange multipliers associated with the free variables

vI, = {vi' '<Ii E 1,1 are equal to zero. Thus, let z.,=[(xltl,(Â)T,(CNo)Tf, where

Xl, = {Xi' '<Ii E 1,1. Deline
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(4.29)

A linear approximation for A(zr, e} at a point (z,e) can, then, be written as,

(4.30)

Since, for the optimal trajectories, A (zl'e) = 0 and A(Zj + Â Z,E + Â e) = 0,

(4.31)

The increment on Zr, &r, is, thus,

(4.32)

where

(4.33)

The derivative of A (z/,e) with respect to zr is equal to W(z/,e) defined in

equation (4.50) for Phase I or (4.53) for Phase II, whereas BA CZt,e) is given by the
Be

derivative ofequations (4.6)-(4.8) (or (4.19)-(4.21), for Phase II) with respect to e, which

is given by (4.52), for Phase l, or (4.55), for Phase II.

Equation (4.32) is valid for the decision variables Xi i E Ir, the Lagrange

mu1tipliers associated with the equality constraints, ~, k E K, and active functional
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inequalities, ç., n E No. To obtain the lir;~lf prediction for the Lagrange mu!tipliers Vi'

i E 10, we must use the KT conditions as defined for the variables fixed at the limits. For

Phase 1 we have, from equation (4.6):

(4.34)

Similarly, for Phase II, from equation (4.19),

(4.35)

where vr. = 1vi' Vi E 10 J,
o

Since vr. = vI. (x,À'{n ,E), a linear approximation for Vi' i E 10, for both Phases
o 0 0

1 and II, will be given by

(4.36)

where the derivatives of V are taken with respect to the free decision variables Xi' i E Ir,

Àt, k E K and ç., n E No . More explicit1y, equation (4.36) can be written as,
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where, for Phase l,

(4.37)

with

On the other hand, for Phase II,

(4.39)

r = -[ &~ (~,d(Ë», ëfg (x,d(Ë» ,
8x,8x[ 8x[

'0 1 0

with

(4.40)

Note that e in (4.38) and (4.40) is obtained from equation (4.33).

(4.41)
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Finally, a linear approximation for the functional inequalities not fixed at the limit

can be written as

(4.42)

where

(4.43)

dx
Note that -.!L in (4.43) is obtained from (4.33).

d€

dh
The expression of ..2J. is different for Phase 1 and n. For Phase 1, it is equal to

d€

!ihN , whereas, for Phase n, it varies according to the type of inequality Iimit. For the
1

functionallimits on the reactive generations, which depend directly on the load level, this

derivative will be equal to Aqd, whereas, for the active power flows, this derivative is

equal to zero because their expressions do not depend directly on & (see appendix A).

The increment in &, A&, that yields the maximum of one violation of the

inequality limits, is then given by

(4.44)

where

(4.45)

In (4.45) we have that
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min
X· - X.

âE =' ,, if e. < 0z, e. 1,
max

X-X.
âE = i " ife.>OX, e. 1,

&>.. is considered to be infinite since 1.. can assume any value.

In addition,

(4.46)

âE =
vI

i EIo (4.47)--,v,
Ti

and

âE =-
h.(x,";.)

TIEN, (4.48)
h. s.

Note that &>~ &v and &>h can be found to be negative. In this case only the

positive values must be checked. Note also that, in (4.47), Vi can assume positive or

negative values (depending on whether Xi is at the maximum or minimum limit). In both

cases, however, we want to check whether the Lagrange multiplier reaches zero so that

the associated variable can be released.

As a consequence of the linear approximation for the optimal trajectories, after E

is incremented by &> calculated in (4.44), it may happen that more than one variable

violates its limits. If this situation occurs, a decrement in E may be obtained at the new

point z(e + âe). Ali expressions obtained to increment E are still valid in this case with

the difference that, now, &> will be made equal to the minimum (negative) & obtained

from equations (4.46)-(4.48). Also, to reduce the computational effort, only violated

quantities can be considered, thus decreasing the dimension of (4.32), (4.37) and (4.42).
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Figure 4.4 illustrates the process for two variables x, and X, whose minimum limits

are O. In this Figure, starting from E=O, the nex! break·point was predicted to occur at E'

but at this point both X, < 0 and X2 < O. Thus, at the new values X,=1,(E') and X2=12(E'),

a new linearization is made to decrement E until E' where only the limit of x, is violated.

(et) st.e)
'2 .•._ ..

o ~i
sl(e') .

s2(é) ,

sl(e~ ;

Figure 4.4- Linear prediction.

e' e

Tests (see Chapter 6) have demonstrated that linear prediction improves

considerably the performance of the Parametric-OPF algorithm because they are not

"blind" searches, being able to find the nex! break-point in fewer iterations when

compared with binary search. The good performance is also due to the fact that the

trajectories between two break-points are approximately linear, as can be seen in Figure

4.3. There are, however, two important points to be considered when using a linear

prediction. The first is related to the characteristic of the curve being approximated by a

straight line. To understand this, a typical example is represented in Figure 4.5. In this

Figure, x, reaches its minimum limit (equal to 0) at E·. Because of the shape of the

optimal trajectory, however, the !inear predictions will yield a sequence of approximations

to this break·point ( &', E2, E3, etc). As the algorithm proceeds, there will be infinitely

small increments in E and, in the end, the algorithm will not be able to proceed beyond

this point. To avoid this kind of situation, the Parametric-OPF uses a convergence
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tolerance for the linear prediction. If the increment lis is smaller than a tolerance, toi, this

increment is multiplied by a pre-specified constant c and the KT equations are evaluated

at the new e+clis. The values of the tolerance and of c must be defined for each system

being tested and depend on the proximity of the break-points in the optimal trajectories.

Based on the tests made, we found reasonable per unit values of 1O·2~ toI ~ 10'" and 2~

c S4. A more "intelligent" (and also more computationally expensive) methodology to

solve such situations would be to make lis equal to the average of the two minimum

increments of the set {lis" lisç• lish}. A second option would be to use a mixed strategy

composed by binary search and linear prediction. In this case, a linear prediction would

be used to make an initial guess of the break point and a binary search wculd be applied

subsequently to define the first violation. So far, these strategies have not been

implemented in the algorithm.

E

Figure 4.5- Poor approximation of the break-point.

The second point that must be discussed in this type of search is related to the

"backwards" prediction. Because this prediction is made at points that do not satisfy the

operational limits, it may happen that, between the actual e and e+ lis calculated by the

linear prediction, there is a critical point of type 2 ( see section 3.3.1). This situation is

represented in Figure 4.6 below. In this Figure, the new point ltl (e
1
) corresponds to the
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value of x, at the incremented e. Because of the critical point, however, x,(e') lies on a

different path defined by the KT equations (remember that, at critical points of type 2, the

function defmed by the KT equations has a quadratic turning point). If there are other

violations at e', a new linear prediction may give an increment in e, (resulting in e2
)

instead of the decrement that is sought. Since this kind of situation is related to the

occurrence of critical points in the optimal trajectories, there is no easy solution.

However, it is important to note that the critical point may not have happened if, before

the critical point, a new variable is fixed at its limit (remember that, at e', where the

linear prediction is made, the limits are not considered). This implies that, even if the

linear prediction fails, the binary search may succeed because it is not based on

approximations of the optimal trajectories.

o+---~+:7':':::"::'-7==---­
E

Figure 4.6- Linear prediction with a critical point.

Based on the above discussion, a combination of the two strategies ( binary search

and linear prediction) to find the break-points of the optimal trajectories was also

implemented. In ail, three strategies were used:

- binary search;

- forwards and backwards linear prediction;



•

•

PARAMETRIC-oPF SOLUTION ALGORITHM 114

- forwards linear prediction and backwards binary search.

Among these three strategies, the las! one is the most efficient if we consider

computational speed and robustness. The second strategy is usually the fastest one but it

may also fail in the backwards search whereas the first mechanism is the slowest one.

Although the third strategy discussed above presented the best performance, even

this strategy will fail in case a critical point occurs during the tracking process because,

in such situations, when there is a solution, either the trajectories themselves lose

optimality or multiple violations occur, no matter how many evaluations are made to find

the break-points. The solution for the critical points that occur in the optimal trajectories

rely on the "jumps" proposed in the previous chapter, however, as was previously

mentioned, these jumps are still not implemented in the computational program that solves

the Parametric-OPF.

It must also be emphasized that each one of the mechanisms presented here to find

the break-points can be used together with sorne heuristics that would immediately fix

certain types of violation that happen at approximately the same Il (without new searches).

This heuristic is based on the fact that, for some types of violations, after the first

violation is fixed, the remaining ones must also usually be fixed. Similar heuristics are

presently used in any OPF algorithm based on the active feasible set strategy. This would

increase considerably the computational speed of the parametric method, but at the

expense of losing the systematic calculation of the changes in the optimal active feasible

set. As a result, the causes for the failure of the algorithm would not be so easy to

r-dlalyze. In fact, one of the biggest problems encountered by researchers when studying

the OPF problem is to discover the causes of occasional failure of the solution algorithms.

This is easily understandable considering that most of the solution algorithms are based

on heuristics to find the active set.

The obstacles encountered in defining the correct optimal active set are

understandable in view of the optimal trajectories depicted in Figure 4.3, where the

influence that a variable fixed at its limit has on the behaviour of the free variables is
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easily verified. In general, there is no guarantee that the fixing of a variable at its limit

will not cause additional violations. As a consequence, it is very difficult to implement

a heuristic strategy that considers ail possibilities.

A final comment regarding the strategies to find the break-points must be made

conceming the load tracking phase. In normal situations, the system loads do not vary

considerably during a short period of time. This fact, when viewed by the parametric

model, signifies a small change in the optimal solution for a change in 8. As a

consequence, a more aggressive approach can be used during Phase II to perform the

tracking of the solution trajectories. Since the solution is not likely to vary much, an

attempt can be made initially to increase 8 from 0 directly to 1. After this initial trial, if

multiple violations occur, either the linear prediction or the binary search can be used to

find the break-points.

After a successful increment in 8 is made ( and an optimal active set is defined)

the algorithm passes to the next stage, where the KT equations are solved and the

optimality of the solution is tested. This final stage is discussed next.

4.3.3 Solution of the Kuhn-Tucker Equations by Newton Method

Once the active feasible set is estimated, the KT equations (4.6)-(4.9) and (4.19)­

(4.22) can be easily solved by a numerical method. In this thesis, because of its quadratic

convergence characteristics, the Newton method was used to find the new candidate for

optimal solution. Applying the Newton method to the set of KT equations (4.6)-(4.8) (or

(4.19)-(4.21», the increment in zr can be obtained by solving the same system represented

in equation (4.31):
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•
ax]

1

[W(z."e)] a Â

açN,

where, for Phase l, we have

= - (4.49)

&c;;. ~8(x,e)
é1h]l.

-1 (.t,e) , , --'(x,e)
ax] x] ax]

1 1 1

W(z."e) = :8 (x,e) 0 0 (4.50)
x]

1

ahN
~(x,e) 0 0

• Xl
1

with

and

(4.51j

a(~~J

a( :î) =

a(a~J

(4.52)
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In the same way, for Phase II, in equation (4.49) we have

with

•
ë1g

, -(x,d(e}) ,aXI'J

o

o

o

o

(4.53)

and

(4.54)

â(a~) 0-W(XI -Xl}aXI 'J 'J
'J

â(:~)
(-âPd) (4.55)= -âqd âe

â(~) (â:d)
aeN,

In (4.55) the equality constraints are the active power balance equations for ail

buses of the system and the reactive power balance equations for the load buses, whereas

the inequality constraints are composed by the active limits on the reactive generation and

on the power flows (see appendix A). Since the power flow limits do not depend directly

on epsilon, l:!.(êfiiJiX,n} = 0, for n belonging to the set of active power flow limits.
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Mter systems (4.6)-(4.8) or (4.19)-(4.21) are solved, the new values of the

Lagrange multipliers associated with the decision variables can be obtained directly from

(4.34) or (4.35), thus assuring the fulfilment of ail KT equations.

System (4.49) is very similar to the system solved by classical Newton based OPF

methods. The orny important difference here is the introduction of the weighting factor

w on the main diagonal, which improves the conditioning of W(Z,E) and the convergence

of the Newton iterations.

4.3.4 m-Cunditioning of the Newton Method Jacobian Matrix

The derivatives present in (4.49) are considered orny with respect of the free

variables. This fact, together with the changes in No throughout the trading process will

result in modifications on the size of this system every time any quantity is fixed or

released from its limit. As was discussed in the previous chapter, the non-linear

characteristic of the OPF problem and the changes in the optimal active set can lead to

critical situations where W(Z,E) is singular. This implies also that, at points in the

neighbourhood of a critical point, W(Z,E) is ill-conditioned and as a consequence, the

Newton iterations may not converge.

Ill-conditioning of the Newton matrix has been recognized as one of the biggest

problems of this method when applied to the OPF. Some strategies to avoid temporary

ill-conditioning cao be found in the literature [Monticelli and Liu, 1992]. ln general, we

can differentiate between two types of ill-conditioning: temporary or permanent. The fust

type is caused by temporarily fIXing two incompatible variables at their limits, an example

of which is shown in Figure 4.7.

Figure 4.7 represents a transmission corridor between buses k and 1. Suppose that,

at some point of the optimization process, the voltage magnitudes Vt is at its maximum

and VI reaches its maximum. With both V. and VI fIXed, only a considerable difference

in the voltage angles will allow the transmission of real and reactive power between these

two buses. If, under these conditions, the transfer of reactive power is required (because
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local Var sources are at a limit), this can result in an iIl-conditioned matrix W(ZE). If

there is a solution to such a situation, immediately the algorithm will "ask" for the release

of V,. In terms of the parameter, this implies that the break point defined by the release

of V, is at an E which is very close to the Evalue at which VI was fixed. The effect that

the parameter Ehas on the active constraints of the OPF is basically to initially relax and

subsequently retum the load ta its original value in an "ordered" manner. This implies that

the Parametric-OPF will allow a very small increase in the load before the voltage

magnitude V, is released.

We can view the classical Newton approach as a parametric approach for which

E=1 (always). Comparing both methods, it can be seen that the Parametric-OPF will, first

of ail, find the point (that is the load) where both variables can be at their limits (that is,

the point where VI just reached its limit and its Lagrange multiplier is close to zero) and

then modify the load very little (that is, slightly increase E) with these two variables at

their limits before releasing V'o' The classical Newton, however, will try to solve the

original problem with both voltage magnitudes at their limits. As a consequence it is

expected that the matrix W(:'E) associated with Newton will be very iIl-conditioned

during the iteration where both voltages are fixed. Therefore, methods such as the one

presented in [Monticelli and Liu 1992] will be of great importance. On the other hand,

for the Parametric-OPF such iIl-conditioning is much less severe due to the process of

gradually incrementing the parameter. In other words, the parametric process is less

affected by the temporary ill-conditioning than a classical Newton approach for the OPF

would be.

Now, suppose that the situation depicted in Figure 4.7 occurs during the load

tracking phase at a point where the system load is increasing. As the load increases, there

may be a need to transmit more power between buses k and 1 and as a consequence their

voltage magnitudes tend to increase to reduce the losses. Ifboth voltage magnitudes reach

their maximum limits and the load continues to increase it is unlikely that any of these

voltages will be released. In mathematical terms, the iIl-conditioning caused by both

voltages fixed will be permanent and eventually the tracking process will not be able to

continue. Regardless of whether the load tracking is solved via a classical Newton method
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k 1
pgk + jqg&-l V

-V1:-~----V1-~-I1~
1-' bl
...J....

Figure 4.7- Example of m-conditioning.

or the parametric method, the conditioning of matrix W(.te) will deteriorate in such cases.

This is a typical situation where we reach a critical point of type 3 or 4. If there are

enough degrees of freedom, eventually the matrix will become singular. If we run out of

degrees of freedom, one of the fixed variables must be released to continue the tracking.

If this is not possible, system (4.49) cannot be solved and the process, no malter if

govemed by the classical Newton or by the parametric method, must stop.

From the discussion of critical points in the previous chapter, it can be seen that

near critical points of type 2 or 3 (that is, in a region where the minimum is not weil

defined or in. a unstable region) W(.te) is ill-conditioned. The above example of

permanent ilJ-conditioning is related to a critical point of type 3 (note that beyond this

point there is no local solution for the problem). The causes for the other type of

permanent ilJ-conditioning, related to the existence of multiple solutions, are mainly a

consequence of a poor formulation of sorne OPF cases. This situation may occur in cases

where there are too many control variables to be optimized (e.g. a bus with both variable

synchronous condenser and shunt reactor). In sorne cases it is possible to bypass this

problem by fixing sorne variable at an appropriate Iimit or by combining two variables

into one. In general, however, unless the formulation of the case under study is improved,

it is not possible to find a unique optimal solution [Ston et al., 1987].
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4.4 Algorithm Flow Chart

The parametric algorithm for the solution of the OPF is summarized in Figure 4.8.

In the solution algorithm, the strategies for incrementing & will depend on the type of

search used and also on the operational mode (Phase 1 or n). For the binary search, the

initial (tentative) increment in & is constant and equal to l:i&'p. For Phase l, the value of

/:;.&'P, will depend on the system being tested. During Phase n, for systems with an

approximate linear behaviour /:;.&'P=1 whereas for systems with problems of voltage

instability l:i&'p ( 1. Conversely, when using linear prediction, the value of l:is will vary

between iterations according to equation (4.44). In the same way, the decrement on the

value of & will depend on the search used.

The four cases differentiated by the algorithm when incrementing & are

consequences of the strategy of making only one change in the active feasible set at a

specifie parameter value. Therefore, in Case l, when there is no violation, the active set

is kept constant and & is incremented, whereas, in Case IV, of multiple violations, & is

decremented and the algorithm retums to the last acceptable solution to initialize the

tracking (that i~, a new increment in & is specified starting from the last acceptable

solution). When there is only one violation, Case n, the solution and the active feasible

set is updated and again the KT equations are solved to verify if the updated solution is

optimal. If the solution satisfies the inequality limits (Case 1) the algorithm proceeds with

the new increment in s. However, if new violations occur (Case III), both the solution

point and the active feasible set must be made equal to their last acceptable values. Case

III, therefore, occurs when a variable fixed at its limit causes new violations on the

inequality limits or on the sign of the Lagrange multipliers.

After every change in the active set, increment or decrement in &, the algorithm

must test for the optimality of the KT solutions. This test is associated with the test for

critical points. Pofter or at critical points of type 1, 2 or 7 the solution of the KT equations

loses optimality. Near or at critical point of type 2 or 3 matrix Wbecomes iIl-conditioned

and Newton method does not converge. Additionally, the KT equations cannot be solved
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beyond critical points of type 3 (for increasing objective function) or 4 (when it is not

possible to release any inequality) because the feasible set becomes locally empty. Finally.

an active feasible set cannot be analytically defined at critical points of type 5 or 6.

Figure 4.9 depicts the flow-chaIt of the Parametric-OPF for both Phase 1 and II.

Initially, for the load level dO, Phase 1 is solved starting from an initial guess zoo

Subsequently, the a1gorithm retums to the main loop (represented in detail in Figure 4.8)

for every new load level di, j E [l, inter]. In this process, the final solution for a load

level is used as a starting point for the tracking of the optimal solution in the next load

interval, which considerably increases the computational speed of the method.
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FIgUre 4.9- Flow Chart of Phase 1 and Phase n.
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4.5 Conclusion

Although it can be used in Iwo different scenarios (constant or variable load),

the Parametric-OPF algorithm is basically the same for both cases. This characteristic is

a consequence of the concept of parameterization of an optimization problem and its

usefulness is significant, as can be seen in the study of the OPF. Although the algorithm

relies on the Newton method to solve the KT conditions, sorne of the difficuIties

associated with this method, namely the problem of temporary ill-conditioning and the

problem of correctly defining the optimal active feasible set, are successfuIly overcome

by the Parametric-OPF. The mechanisms used by the algorithm to find the optimal active

feasible set are quite straightforward and systematic. As a consequence, the tuning

necessary to apply the algorithm to different test cases is small and the method is

reasonably robust. As a conclusion, we may say that the Parametric-OPF offers a

flexibility and a robustness that is not easily encountered in OPF algorithms.

In the next chapter we make use of the flexibility of the parametric approach to

do sorne special studies in the optimal operation of a generation-transmission system.



• CHAPTER5

SPECIAL APPLICATIONS OF THE PARAMETRIC­

OPF

5.1 Introduction

From what was discussed up to this point, is easy to see that the Parametric-OPF

permits the analysis of the influence of every parameter existing in the OPF mode!. This

fact indicates that the Parametric-OPF can be a useful tool to perform sorne special

studies on the optimal operation of generation-transmission systems. In this chapter, we

make use of this special characteristic to study three particular aspects of economic and

secure operation of power systems. First of ail, the method is applied to the simulation

of loss of lines during load tracking. Nelct, it is shown that the method is good for

sensitivity analysis, being able to provide the Bus incrementai Costs and the System

Incrementai Cost throughout the interval of load variation. This is useful for making

economic decisions in bus load management or power transactions. Finally, the algorithm

is used to analyze the behaviour and influence of FACTS devices in the optimal operation

of a power system under tixed and varying load conditions.

5.2 Simulation of Line Contingencies

The tirst special application of the Parametric-OPF is in contingency analysis. The

simulation of contingencies is important to identify vulnerabilities in the power system

to the Joss of sorne component.
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The strategy adopted by the Parametric-OPF for the study of line outages during

the load tracking phase is based on the a1temate use of the two different parametric

models of Phase 1 and Phase ll. If during the load tracking, at a specifie load level di, a

contingency occurs, the last optimal solution found by the a1gorithm loses both its

optimality and ils feasibility. To continue the tracking, it is necessary to use this last

solution as an initialization for a Phase 1 procedure that will find the optimal operation

point for that specifie load level. ACter finding the optimal solution, the a1gorithm retums

to the load tracking mode. Figure 5.1 iIIustrates the process. To simulate contingencies

during Phase J, one applies the Phase J a1gorithm to the modified network starting with

the optimum point before the contingency.

optima1
path

x! -----------

1
Xl ----------- .-

befan:
fault

o

Figure 5.1- Simulation of contingencies.
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The simulation of loss of \ines is done by the modification of the impedance

matrix Y defined in Appendix B. The method used is the c1assical one, very similar to

that used by Monticelli [Monticelli, 1983].
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5.3 Sensitivity Analysis

The calculation of the optimal operating states alone does not provide ail necessary

information about the operating conditions of a generation-transmission system. The

knowledge of the sensitivities of the optimal solution to any parameter variation can be

of great value when considering transmission transactions or upgrades in the system.

Ideally, an optimization method must be able to provide us with information regarding

the sensitivity of the operating condition with respect to any change in the model

parameters without expensive additional calculations.

The Parametric-OPF method is capable ofproviding the trajectories of sensitivities

of the optimal cost with respect to changes in system load or to the variable limits. In

particular, during the load tracking (phase ll), the trajectories of the bus incremental costs

and of the system incremental cost corresponding to ail points of the load curve can be

obtained without any additional calculation. These quantities are very helpful when

dealing with energy transactions.

In recent years, there has been considerable discussion conceming the unbundling

of the services provided by the utilities. Under regulations adopted recently by different

countries, power utilities may have to live with energy exchanges with numerous non­

utility generators as weil as to accept wheeling transactions throughout its network. As

a consequence of these changes in the policy of energy supply, there have been many

discussions about how to cost such transactions. These costs can be classified into four

categories [Shirmohammadi et al., 1991]:

- Operating cost: production cost due to generation redispatch and rescheduling

resulting from the transmission transaction;

- Opportunity cost: benefits of ail transactions that the utility foregoes due to

operating constraints that are activated by the transmission transactions (cost of

lost opportunities);
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- Reinforcement cost: capital cost of new transmission facilities needed to

accommodate the transmission transaction;

- Existing system cost: the a1located cost of existing transmission facilities used

by the transmission transaction.

The type of transmission transactions a1so vary according to their duration and

continuity. Thus, some transactions take place over a period spanning several years while

others are of shorter duration. Also, the transactions can be classified as "firm" (that is,

continuous or not subject to discretionary interruptions) or "non-firm". The above

mentioned four cost components vary with the type of transaction. For non-firm

transmission transactions, there is usually no need to consider the reinforcement cost and

the existing system cost when calcuiating the total cost. The reinforcement and existing

system costs are associated with general improvements of the system network and

therefore are subject to planning studies over a long term horizon. The opportunity and

operating costs, however, are associated with daily operation of a power system and must

be considered in most types of transmission transactions. The opportunity cost, itself, is

partially due to unrealized savings in production cost if the utility cannot bring in cheaper

energy as a result of operating limits. In addition, the opportunity cost is a1so caused by

the unrealized contribution to the cost of the existing system by potential firm transactions

that could not be made because of operating constraints.

The transmission tra.,sactions cost components can all be obtained with the help

of OPF a1gorithms since they suppose optimal operating conditions for the system under

study [Shirmohammadi at al., 1991]. In this thesis, however, we will restrict ourselves to

the study of operating cost only.

The marginal operating cost incurred by energy transactions is affected not only

by changes in load and generation but must a1so take into consideration system security,

VAr requirements and voltage profile limits. For this reason, an analytical tool suitable

to address these issues is the OPF. LP based OPF algorithms [ Fahd and Sheblé, 1992]

and sequential quadratic programming based OPF algorithms which also consider security
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constraints [ MukeIji et al., 1992] have been proposed to estimate the marginal operating

cost associated with wheeling or non-utility generation. Although this marginal cost can

be obtained by comparing the OPF results with and without the possible transactions, a

faster method is based on the use of the bus incremental costs.

The total marginal cost of transacted power can be estimated as follows

f::.C = L BICif::.Pi
iE:C

(5.1)

•

where f::.C is the marginal operating cost of the transaction, 0 is the set of all buses

involved in the transactio~., BICj is the bus incremental cost at bus i and Api is the

change in the net real power injection at bus i due to the transaction. The change in the

net injection is positive if the transaction involves a change in load and negative if it

involves a change in generation. Equation (5.1) can also be extended to include bus

incremental costs associated with VAr changes.

The adoption of a parametric approach to calculate f::.C may be quite helpful

because the method exactiy tracks the load curve and, therefore, is able to provide the

trajectories of the bus incremental costs and of pg for an entire interval of load variation.

The bus incremental costs can be easily obtained by the method using information that

is already available throughout the tracking process, as is shown in the following

paragraphs.

The sensitivity of the objective function with respect to changes in the active load

at bus i is called the incrementa1 cost of bus i (BICJ, From the parameterized model used

in Phase n, represented in Chapter 3 (equations (3.24)-(3.27», these quantities can be

represented as
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They are interpreted as follows: " Fixing the value of E, let the load at bus i vary

arbitrarily keeping all other bus loads constant." Thus, in the above partial derivatives, E

is treated as a constant parameter.

The objective function represented in (5.2) is a function of x. Therefore,

From the KT conditions (see equation (3.10» we know that

(5.3)

•
étC(:t,E)

a:t
(5.4)

Substituting (5.4) into (5.3) therefore gives

or

aC(:t,E)

apdi

éthl(:t,E) a:t
\-lI a:t apd

i

(5.5)

(5.6)
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From equation (A.42) we have, for ail k E K,

(5.7)

Thus, ôgk IBpd; vanishes for ail k;ti and is equal to 1 for k=i. In the parameterized model,

the Lagrange multiplier associated with (5.7) is ctk (see equation (A.42». Also, from the

parameterized model we have that 8111 IBpd;= 0, 't 1 (see equations(A.44)-(A.51».

Consequent1y,

(5.8)

As was explained in the previous chapter, the parametric algorithm uses the

Newton method to obtain the optimal solutions for every new problem defined after an

increment in the parameter E. As a consequence, the Lagrange multipliers associated with

the equalities (that is, the real power balance equations of every bus of the system and

the reactive power balance equations for the load buses), as weil as the Lagrange

multipliers associated with the active inequalities are automatic by-products of the

algorithm. During Phase n, an increment in E is in reality an increment in the load buses

(see section AJ.l) and the algorithm exact1y tracks the load curve. Therefore, the

Parametric-OPF is able to provide the Lagrange multiplier optimal trajectories for the

whole interval of load variation and the exact of trajectories of the bus incremental costs

are also known with no extra calculation.

In addition to the extra operating costs due to the increase of active load, cases

may happen where the incremental cost of transmitting additional reactive power must

also he considered [ Li and David, 1993]. Although reactive generation is not explicitly

present in the cost function, it affects both real line losses and voltage magnitudes and

therefore ils influence on the final cost may be not negligible. Tc take into consideration

this additional operating cost, one can extend the definition of marginal cast of transacted
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power to the reactive transacted power. In this case, in equation (5.1), the real power

balance is substituted by the reactive power balance and the bus incremental cost is

defined as the increment on the total cost due to an increment in the reactive load, that

IS,

BIC'. =
1

aC(x,e)

aqdi

(5.9)

where BIC'; is the increment in the total cost due to a unit increment in qd i •

As with the bus incremental costs associated with real power, the trajectories of

BIC' can be easily calculated by the parametric algorithm. In the Parametric-OPF model

used during Phase n, the reactive power balance at the load buses as well as the

functional inequality defined for the reactive generation are dependent on qd ( see

equations (A.43) and (A.44). Thus, the BIC' will depend on the Lagrange multipliers

associated with the reactive power balance equations, ~, (defined only for the load buses)

or on the Lagrange multipliers associated with the limits on Qg, plim =[(pmin?, (pm"'?]!.

Following the same steps as IJefore,

!Pi' if i is a 1000 bus
BIC'. =

1 p:ua , if i is a generation bus
(5.10)

where, pi"" will be equal to zero if none of the limits on qgj are active, positive if

qg;=qgim'" and negative if qgi=qg;min.

Besides being used in (5.1), the vector of (active) bus incremental costs, BIC, is

also necesslll)' for the calculation of the system incremental cost. While the bus

incremental coSts give us an idea of the effect on the total cost of generation of a unit

increment of load at each bus, the system incremental cost tells us the effect that an

increment in the total system load has on the total generation cost. The system
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incremental cost serves as a reference value when discussing power transactions. As a

general rule, a utility would not consider selling power for a price that is inferior to its

system incremental cost. However, this rule is not always valid if line flow limits are

active and transmission losses are high because it may happen that the system incremental

cost is higher than sorne bus incremental costs. In such cases, it would be possible to sell

energy through those buses for a price inferior to the system incremental cast and still

make a profit. Knowing the bus incremental costs provides new information that can be

used by utilities to buy and sell power in a more economical manner taking into account

ail types of constraints.

The system incremental cost is defined as ,

SIC = dc(x,e)

d(fpdi),-1

or, if we cali pd." the summation of the active loads of ail buses,

(5.11)

SIC = dc(x,e)
dpdtot

(5.12)

The total cost, c(x,e), in (5.12) is a function of ail the OPF model variables, 1,

which in tum are functions of pd." through the load vector pd. Thus, SIC can be rewritten

as

SIC = éfc éfx dpd
êJx êJpd dpd/DI

Now, since, from equation (5.3), we have

(5.13)
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(5.14)

then, for an increment ~pd in the active load vector and an increment ~Pd..t in the total

load, the system incremen.tal cost is written,

SIC = (5.15)

•

During the load tracking, equations (5.8), (5.10) and (5.15) define the trajectories

of BIC, BIC' and SIC. Since the Parametric-OPF precisely tracks the load variation,

these trajectories correspond exactly to all points of the load curve. Note that these

quantities correspond to the changes in the (parameterized) objective function caused by

changes in the loads.

So far, the discussion about sensitivities was restricted to the influence of the

(parameter) system load. Although these sensitivities are directly related to the question

of transmission transactions, they alone do not provide a complete picture of the system

optimal operating point. Basically, all parameters existing in the OPF model affect the

optimal solution (and the optimal cost). The second type of parameter that must be

considered is the operating limit. The sensitivity of the objective function to changes in

the limits of both functions and variables can give us valuable insight about bottlenecks

in the power system, where considerable savings could me made if improvements were

introduced.

Representing an inequality constraint in the Phase n Parametric-OPF model as

(5.16)

we want to calculate the sensitivity of the objective function to changes in hi"", STi :
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• ST. =
1

ac(;;,e) = _a_[C(;;) + (1 -e).!.wl;; _;;0 f]
ah!!'" ahl!!'" 2

1 1

(5.17)

As in the previous calculations, in (5.17),

(5.18)

Substituting the values of aTc/âx into (5.18) and following the same steps as

before yields

ac(;;,e) =

8h!ï'"
1

(5.19)

Therefore, the sensitivities of the optimal operation cost to changes on operating

limits depend on the negative of the Lagrange multipliers associated with these

inequalities. Since the approach provides the trajectories of the Lagrange multipliers, no

additional calculation is needed to obtain these sensitivities.

As a conclusion, we may say that the parametric method yields valuable additional

information about the optimal operation of the generation-transmission system. Because

the full nonlinear OPF model is used, in the values of the sensitivities are included both

active and reactive related' constraints (that is, MW, MYAr, voltage magnitudes, tap

settings, phase shifters and power flows limits). Thus, if the method is used together with

a load forecast algorithm, a very good approximation of the bus incremental costs and

system incremental cost can be ot!ained.
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5.4 Representation of FACTS Deviees in the OPF Model

The last special application of the Parametric-OPF is to study the behaviour and

influence ofFACTS (Flexible AC Transmission System) devices on the optimal operation

of a power system.

The operation of a transmission system is described by physical laws (the Kirchoff

Laws) which limit the degree of control that can be exercised on such systems. Basically,

the available controls apply to generated power and to changes in the system topology.

In addition, the span of the control actions is severely limited by other constraints (e.g.:

the amount of reactive power in the network must be carefully chosen 50 that the

phenomenon of voltage collapse does not occur; or the disconnection of a line must be

made 50 that it does not lead to overloaded Iines in the region). This plus the fact that.

at every instant. it is necessary to assure an equilibrium between generation and demand,

transform the control of a power system into a difficult task. In recent years, the increase

in load demand has not been accompanied by a corresponding growth in the existing

transmission facilities. The expansion of the transmission networks has been restricted by

cost and/or more general economical or environmental issues. This discrepancy between

the growth of power demand and the generation-transmission networks has given rise to

problems that were not a concern in the past, increasing further the difficulties associated

with an appropriate control of the system [Le Du, 1992].

It has. therefore, become necessary to operate existing transmission systems at load

levels beyond the design 1imit, as weIl as to transmit power over longer distances. These

factors motivated research on new mechanisms of control that came to be known as

FACTS devices. Contrary to more commonly used control devices (e.g. phase-shifting

transformers), FACTS devices are electronically controlled based on thyristor (or GTO)

technology which has a much higher operating speed and broader controllability

[Hingorani, 1991]. This technology offers utilities the ability to control power flows in

their transmission routes and to allow transmission lines to be loaded doser to their

thermal limit" without compromising security. FACTS devices presently being developed

or conceived are [Le Du, 1992):
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- variable series compensators;

• thyristor-switched phase shifters;

- generalized phase shifters/voltage regulators.

So far, sorne studies have been made on the impact of variable series capacitors

using the load flow model [Maliszewiski et al., 1990] or the linearized OPF model

[Taranto et al., 1992].

The model for the FACTS devices used in this thesis is represented in Figure 5.2.

It is basically a variable transformer tap and/or phase shifter in series with a variable

reactance. This represents a type of device which does not yet exist but which

demonstrates the potential capability of a very general FACTS technology which includes

devices such as thyristor-controlled variable series capacitors as a special case. We wanted

here to investigate how such a device could be optimally controlled by an OPF.

V / èk VI / ÔI
kL..: 1: t ~

k~ ~--'~_---'''- 1
pl xl

Figure 5.2- FACTS devices mode!.

For the OPF studies, the FACTS device variables are subjected to minimum and

maximum limits, with the reactance supposed to vary from capacitive to inductive (that
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is, a positive maximum limit and a negative minimum limit). The variables present in the

FACTS model (that is, the series reactance and the transformer complex tums ratio) are

directly represented in the parametric a1gorithm. Thus, the optimal trajectories of these

variables are known both in Phase 1 as in Phase II, as weil as the Lagrange multipliers

associated with their operating limits (that is, the sensitivity of the optimal cost to me

operating limil~).

To help the reader understand the motivation for the choice of this general FACTS

device consider the following discussion. For extra high voltage systems, the power

transfer across a line connecting buses k and 1 of a transmission network can be

approximated by the expression

(5.20)

where V. and Ok are the voltage magnitude and angle of bus k, VI and 01 are the voltage

magnitude and angle of bus 1and xl is the series reactance of the line.

An increment in the transmitted power, therefore depends on the voltage

magnitudes and angles of the connected buses and on the reactance of the line. Therefore,

the control of the power flow can be done by the modification of the voltages, the

inductive reactance, xl or the relative phase angle (o. -o~. While the inductive reactance

:;f the transmission line can be reduced by changing the conductor, the idea is to

introduce an extemal component to VaIy xl according to the operation needs. The

introduction of a device such as the one represented in Figure 5.2 can provide the required

control. By vaIying the phase shifter angles and the series reactances it is possible to

increase or to limit the power flow on the line without causing great changes in the

operating points of the variables in neighbouring buses.

The power flow through the FACTS device represented in Figure 5.2 is written



•
SPECIAL APPLICATIONS OF THE PARAMETRIC-OPF 140

(5.21)

where the complex turns ratio t is given by,

t = aeJ~ (5.22)

and where Vk and ôk are the voltage magnitude and angle of bus k, VI and ôl are the

voltage magnitude and angle of bus 1 and xl is the variable series reactance.

Thus, by appropriately choosing a, cil and xl, one can control the power flow.

Because these quantities affect both with the real and reactive power in the network, an

OPF algorithm is the correct tool te be used to study the impact and controllability of the

FACTS devices in steady-state operation. In this study, the questions we want to answer

regarding the FACTS devices are:

• How difficult it is to control such devices via an OPF algorithm?

• What is the influence of such devices have on the control of line flows?

• To what extent can they increase the loadability limit of a transmission system?

- What is the influence can they have on the total operating cost?

To answer these questions, the Parametric-OPF was used to study the FACTS

devices in different test systems under fixed and varying load conditions.

Two important factors must be kept in mind when studying the optimal behaviour

of FACTS devices. First of all, the network power injections depend on the admittance

matrix (that is, on the inverse of the reactance of the lines), therefore, the derivatives

appearing in the Newton method will be sensitive to changes in the series reactance (see

Appendix B). Second, the introduction of a new variable xl on the OPF problem increases

the already large optimization space, which may increase the occurrence of saddle points.
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For these reasons, it can be expected that the optimal control of FACrS devices via an

OPF algorithm is not an easy task. The tests performed did indeed confirm this point. The

convergence of the Newton iterations proved to be slow and there were also cases where

optimality was lost during the tracking process (occurrence of critical points of type 1 or

2). In spite of these difficulties, the parametric algorithm was able to answer all the above

questions. The resuits are summarized in the nelct chapter.

5.5 Conclusion

The use of an optimization algorithm in the operation of a transmission system is

valuable not only because of the resuiting optimal operating states. Ideally, an

optimization must be able to provide us with information regarding the behaviour of the

operating condition in Caile of changes in the conditions defining the problem. In addition,

it is desirable that an optimization approach yield sorne insight into the optimal behaviour

of the control variables. With the parametric approach, il is possible to gain a good

understanding about the system operation in case of changes in the network topology, in

the load demand and in the operational limits. While the simulation of contingencies is

important to define a more secure operating state, sensitivity analysis is essential for

making economical decisions. Throughout the load tracking, the approach provides us

with the trajectories of the sensitivities of the total cost with respect to changes in the

system load or in the operational limits. With this information, the cost of transmission

transactions can be easily evaluated. In addition, it becomes easy to identify expensive

bottlenecks in the system, whose elimination couid produce important savings.

The special characteristics of the parametric approach also makes it a suitable tool

to analyze the impact and steady-state optimal behaviour of new control mechanisms. In

this thesis we used the Parametric-OPF to study the influence of FACrS devices. The

method allows the direct representation of the variables present in the model, also

providing the sensitivity of the optimal cost to changes in the operational limits of the

variables existing on the FACrS mode!.
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With this chapter we finish the description of the basic Parametric-OPF algorithm

and of the special applications of the method. The results of the simulations performed

in different test systems for Phase 1 and n, as well as for the special applications

described in this chapter are presented in the next chapter.



CHAPTER6

TESTS RESULTS

6.1 Introduction

The implementation of an OPF algorithm to solve real-life examples demands a

considerable amount of time. If we consider that the number of variables existing in a

real-life example is on average three times the number of buses in the network, then it

can easily be seen that problems with more than two thousand variables are not unusual.

This, together with the nonlinear (non-convex) characteristic of the problem are key

factors of the difficulties associated with implementing an OPF algorithm. In these

applications, the use of sparsity techniques or other procedures which can improve the

computational time are a necessity. As a consequence, the interval of time between the

conception of a new OPF method and the implementation of an algorithm that is efficient

enough to he used by the power utilities can be of several years.

Although the parametric approach has I:>een previously used in simplified

fOlmulations of the OPF problem, this thesis presents the fmt implementation of a general

(nonlinear) parametric OPF algorithm. The main objective of this thesis was therefore to

investigate the potential of this general OPF approach. The implementation of a

commercially acceptable tool was not one of our objectives.

In this chapter, to analyze the performance of the approach. we frrst discuss the

computational aspects of the Parametric-OPF algorithm. This is done by presenting the

results of tests made in different systems considering different initial conditions, solution

strategies for finding the optimal active set and objective functions. Next, we nrrn our

143
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attention to the behaviour of the OPF solution during Phase 1 and II, considering

contingencies as weil as analyzing unsolvable cases. In addition, sorne results on

sensitivity analysis are presented, emphasizing sorne aspects of economic transactions.

Finally, sorne test results with FACrS devices are analyzed.

6.2 Computational Aspects

The Parametric-OPF was implemented in a SUN Sparc 10 workstation using

MATLAB version 4.0. In the implementation, we took advantage of the facilities provided

by MATLAB, specially the sparse matrix and the matrix manipulation facilities. However,

in the Parametric-OPF algorithm, no higher level MATLAB functions such as the

optimization toolbox or nonlinear equation solvers were used. Such higher level functions

were programmed from basic functions. The MATLAB sparsity techniques used in the

implementation are designed for a general mathematical problem, therefore, they do not

take full advantage of the particular characteristics of the OPF problem. In addition, it is

important to note that MATLAB is an environment rather than a programming language.

As a consequence, the computational time of the MATLAB implementation of our OPF

algorithm could almost certainly be sharply improved with other implementations using

computer languages such as C or Fortran.

The Parametric-OPF method was tested in power systems of up to 118 buses under

fixed and variable load conditions. The transmission and generation data of the systems

used can be found in Appendix E.

In ail the results shown, the terrnination criterion for the convergence of the

Newton method was fixed at 10-6 p.u. for the errors on the first order optimality

conditions.

The first group of tests presented in this section are organized as follows. For

every one the three strategies used to find the optimal active set, that is, (i) binary search,

(ii) forwards and backwards linear prediction and (iii) forwards linear prediction combined

with backwards binary search, the method was tested with three different objectives: (a)
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generation cost plus voltage profile deviation from normal, (b) transmission losses, (c)

voltage profile deviation from normal. Combinations of these objective functions were

also tested but are not included here for lack of space. Each simulation was carried out

considering two different values for the initial guess of the optimum vector of decision

variables, x", namely, flat voltage and an approximate AC load flow solution'.

The second group of tests verifies the influence of the initial guesses of the vector

of Lagrange multipliers ').0 on the convergence of the algorithm. In these tests, different

values of ').0 were combined with the objective functions (a) and (b) described above

while using binbr)' search to find the active set.

The third group of tests analyzes the influence of the weighting factor w on the

convergence of the algorithm. Here, some of the previous tests were repeated with a

different value of w. For these tests, forwards and backwards !inear prediction was used

as the strategy te find the active set.

In the next group of tests, we analyze the influence of active line flow limits on

the overall convergence of the Parametric-OPF by repeating some of the previous tests

with more restrictive power flow limits. For these tests, oniy strategy (iii) was used to

find the break-points of the optimal trajectories.

Finally, the convergence characteristics of the Phase l algorithm are tested

considering variable series reactances. Here, some of the tests previously carried out with

the binary search strategy were repeated.

Some of the tests conducted on Phase l of the algorithm were repeated in the load

tracking phase ( Phase II ) in order te compare their respective computational effon. In

these comparative tests, oniy the 34-bus and the IEEE IlB-bus systems were used. The

objective function was the transmission losses.

1 Since the a1gorithm does not parameterize the limits on the decision variables, any variable, which in the
load f10w solution is outside its limits must Ile modified in order ta satisfy the constraints.
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6.2.1 Tests With Different Types of Predictors and x·

The results presented in this subsection are for Phase 1 only. This study is not

required for Phase il since the initial condition here is defined by the results of Phase 1.

The results presented here are related to four test systems of varying sizes, total load and

reactive power levels. For every system, the tests with each mechanism used to control

the changes in the active set are shown in a different Table. The first Table shows the

results using the binary search m<::chanism. In the tests shown in the second Table,

forwards and backwards linear prediction was used. Finally, in the third Table all tests

were made with linear prediction forwards plus binary search backwards. The tests with

binary search were done for two different Ôl;'. in order to verify the sensitivity of the

method to this quantity. In all tests, the initial Lagrange multipliers associated with the

real power balance equations were set to the average of the generation incremental cost

whereas the Lagrange multipliers associated with the reactive power balance equations

were made equal to 1.

ln tht; Tables below, an &-iteration is any of the main looos present in Figure 4.8.

A trial e-iteration is defined as one where no changes in the active feasible set are

implemented, in spite of existing violations (Cases III and IV of Figure 4.8). Normally,

after a !rial iteration, the value of &is decreased until only one single violation occurs.

A good e-iteration is defined as one where the active feasible set could be kept constant

or successfully updated ( Cases 1 and II). The number of iterations of the Newton method

associated with all e-iterations, NR-iter., is also presented in the Tables. The column Time

per e-iteralion shows the average computational time of an &-iteration in seconds, while

the column Total time indicates the total computational time excluding initialization or

the output. Finally, Flat and L. flow indicate whether the initial guess, x·, is equal to the

flat voltage pro "ile or an approximate load flow solution.

The results for the 14-bus system are summarized in the next three Tables. For this

network, in each Newton iteration, a system of a maximum of 53 equations must be

solved.
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Table 6.1- 14 bus system - binary search.

Time Total
Case XO # Good # Good # Trial # Trial per g- Time

g-iter. NR-iter. g-iter. NR-iter. iter. (sec.)
(sec.)

w,=1 Flat 13 39 2 9 5.18 93.3
wJ=100

L. Flow 12 35 1 7 5.09 81.45M'P=.1

w,=1 Flat 9 27 4 19 5.03 84.88
wJ=100

L. Flow 8 23 3 17 5.44 76.27M'P=.2

w,=1 Flat 22 85 6 24 5.30 174.93
w=10
M'P=.1 L. Flow 20 62 3 11 4.79 134.13

w,=1 Flat No convergence of the NR method for g ",o.8 due to iII
w=10 conditioning.
M'P=.2

L. Flow 16 47 4 15 4.77 119.28

wJ=1 Flat 25 89 11 42 5.15 226.95
w=10
M'P=.1 L. Flow 22 81 11 40 5.17 217.3

wJ=l Flat 19 62 Il 45 5.12 184.5
w=10 ,
M'P=.2 L. Flow 118 59 12 45 5.06 197.56

The first thing to be noticed in Table 6.1 is that, although a larger ~,p generally

led to a decrease in the number of good g-iterations, the number of trials increased. In

the case of loss minimization (4th case in Table 6.1), the larger ~sp even prevented the

process to converge. This shows that a compromise exists between the value of the default

increase in the parameter and the overall performance of the method.

Comparing the number of good Newton iterations presented in the three tables, is
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Table 6.2- 14 bus system - Iinear predic:tion.

# Good # Trial Time Total
Case x· # Good NR- # Trial NR- per E- time

E-iter. iter. E-iter iter. iter. (sec.)
(sec.)

w,=1 Flat 10 26 1 4 5.89 82.53
w3=100

L. Flow 12 33 0 0 6.31 94.70

w,=1 Flat 15 39 6 24 6.37 165.65
w=10

L. Flow 59 165.4619 2 7 6.36

w3=1 Flat 17 46 3 17 6.41 166.78
w=10

L. Flow 16 38 3 165.6615 6.37
-

Table 6.3- 14 bus system - Iinear prediction & binary search.

# Good # Trial Time Total
Case x· # Good NR- # Trial NR- per E- time

E-iter. iter. E-iter iter. iter. (sec.)
(sec.)

w,=1 Flat 12 33 1 4 5.54 88.75
w3=100

L. Flow 12 33 0 0 6.03 90.50

w,=1 Flat 16 45 6 24 5.80 157.20
w=10

L. Flow 19 59 2 5.97 155.237

w3=1 Flat 17 46 4 21 5.56 150.16
w=10

L. Flow 60 4 5.70 188.3522 18

also noticeable that this number is smaller for the linear prediction forwards and

backwards, indicating that this mechanism provides the best prediction for the break­

points. From the number of trial iterations, it can be seen that it is easier to minimize the

generation costs plus voltage profile deviation from normal than to minimize transmission

losses or the voltage profile deviation alone (probably because of the good convexity of

the generation cost function). Also, note that the CPU time per E-iteration is smaller for

the binary search since this mechanism does not require the additional calculations needed

by the linear prediction. The total CPU time in the binary search, on the other hand, can
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be larger than the CPU rimes of the other strategies due to the better performance of the

linear prediction. For these examples, a1though the number of triaI iterations for the

second strategy was the smallest, the best CPU times were obtained with the third

strategy, suggesting that the computational expense of a backwards Iinear prediction is not

worth using.

The following Tables 6.4-6.6 summarize the results for the 3D-bus network. For

this example, in each Newton iteration, a system of a maximum of 118 equations must

be solved
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Table 6.4- 30 bus system - binary search.

Time Total
Case XO # Good # Good # Trial # Trial per B- Time

B-iter. NR-iter. B-iter. NR-iter. iter. (sec.)
(sec.)

w,=1 Flat 13 39 3 11 8.10 186.38
wJ=100
&'P=.1 L. Flow 13 37 7 27 8.88 231.00

w,=1 Flat 9 25 7 26 8.47 203.36
wJ=100
&'P=.2 L. Flow 9 25 9 35 9.19 220.77

w,=l Flat 23 80 20 72 8.39 453.25
w=10
&'P=.1 L. Flow 15 46 5 19 9.73 272.72

w,=1 Flat 19 56 20 71 8.07 403.71
w=10
&'P=.2 L. Flow 12 34 9 42 10.61 307.83

wJ=1 Flat 24 77 9 34 8.54 341.98
w=10
&'P=.1 L. Flow 19 68 2 8 10.29 277.83

wJ=1 Flat 20 54 11 46 8.38 318.48
w=10
&'P=.2 L. Flow 16 50 5 22 10.30 288.55

The tests with different strategies using the 30-bus network suggest that the binary

search mechanism becomes comparatively less efficient for a larger network. This is

mainly due to the increase in the number of trial B-iterations (and associated NR

iterations) which does not compensate for a smaller CPU time per e-iteration. For this

network, the second mechanism of tracking the active set was found to be the most

efficient one in terms of CPU time and number of good B-iterations. In addition, XO was

found to have a strunger influence when using binary search because it yielded a
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Table 6.5- 30 bus system - linear prediction.

# Good # Trial Time Total
Case XO # Good NR· # Trial NR- per &- time

&-iter. iter. &-iter iter. iter. (sec.)
(sec.)

wl=l Flat Il 24 0 0 9.02 153.48
w3=100

L. Flow Il 21 0 0 8.34 141.93

w,=l Flat 19 49 3 9 8.45 270.58
w=10

L. Flow 16 42 2 6 10.23 255.77

w3=1 Flat 20 55 3 13 10.69 310.22
w=10

L. Flow 15 41 1 4 9.99 219.88

Table 6.6- 30 bus system - linear prediction & binary search.

# Good # Trial Time Total
Case XO # Good NR- # Trial NR- per &- time

&-iter. iter. &-iter iter. iter. (sec.)
(sec.)

w l=l Flat Il 24 0 0 8.86 150.70
w3=100

L. Flow Il 22 0 0 8.70 147.98

w,=l Flat 20 52 3 9 9.03 298.08
w=10

L. Flow 20 56 2 6 9.63 279.43

w3=1 Flat 20 55 3 13 9.63 279.53
w=10

L. Flow 15 41 1 4 10.80 237.65

considerable difference in the number of trial iterations between the flat and load flow

starts.

The following Tables 6.7 - 6.9 show the results for the 34-bus system. For this

example, in each Newton iteration, a system of a maximum of 147 equations must be

solved.
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Table 6.7- 34 bus system - binary search.

Time Total
Case XO # Good # Good # Trial # Trial per ê- Time

ê-iter. NR-iter. ê-iter. NR-iter. iter. (sec.)
(sec.)

w,=200 Flat 62 210 82 341 6.20 1176
w3=1000
w=10 L. Flow 39 171 48 314 8.17 956
œ'P=.05

w,=200 Flat 61 204 119 528 6.50 1458
w3=1000
w=10 L. Flow 34 149 71 463 8.40 1137
œ'P=.l

w2=1000 Flat 78 272 177 750 6.30 2098
w=20 &
w=600 L. Flow 51 231 57 319 7.60 1150
~ê'P=.05

w2=1000 Flat No convergence of the NR method for &",0.9 due to ilI-
w=20 & conditioning.
w=600
~&'P=.l

L. Flow 45 206 74 451 7.7 1268

w3=1000 Flat At &"'0.48 critical point of type 4.
w=10
œ'P=.05 L. Flow 33 145 18 81 6.74 445

w3=1000 Flat At &"'0.48 critical point of type 4.
w=10
œ'P=.l L. Flow 24 92 19 87 6.53 379

The 34-bus system is characterized by high !evels of reactive power and voltage

instability. In spite of its relatively small size, this system posed the greatest difficulties

for the convergence of the Parametric-OPF algorithm. This is noticeable from the CPU

times shown in Tables 6.7-6.9. For this system, only the case of minimization of

generation cost plus voltage profile deviation from tlat was successfully solved by ail
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Table 6.8- 34 bus system - Iinear prediction.

Time Total
Case XO # Good # Good # Trial # Trial per E- time

E-iter. NR-iter. E-iter NR-iter. iter. (sec.)
(sec.)

w,=200 Flat 74 224 6 19 7.31 885
w.=lOOO

L. Flow 39 164 3 17 10.02 691w=lO

wz=lOOO Flat 94 302 9 28 7.50 1222
w=20 &
w=600 L. Flow 62 351 12 51 9.3 1036

w.=lOOO Flat At E'" 0.42 critical point of type 4.
w=lO

L. Flow 24 68 11 50 7.31 365.68

Table 6.9- 34 bus system - Iinear prediction & binary search.

Time Total
Case XO # Good # Good # Trial # Trial per E- time

E-iter. NR-iter. E-iter NR-iter. iter. (sec.)
(sec.)

wl =200 Flat 76 241 7 23 7.21 894
w.=lOOO

17 9.08 663w=lO L. Flow 43 183 3

wz=lOOO Flat 96 313 6 19 7.00 1129
w40&
w=600 L. Flow 71 377 14 56 8.80 1076

w.=lOOO Flat At E"'O.42 critical point of type 4.
w=lO

L. Flow 27 94 7 39 6.83 321

strategies for the two adopted initial solutions. The minimization of transmission losses

starting from fiat voltage profile could not be done using ~=O.l because of ilI­

conditioning of the Newton method matrix, H. Since a smaller increment in E solved this

problem, this is a case of ilI-conditioning which does not occur with small increments or

when !inear prediction is used, showing the better precision of this last approach when

compared with the binary search. The difficulty of the minimum loss problem also led to
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different values of the weighting factor, w, depending on the initial guess. When 1° is

made equal to the flat voltage, w=lOis enough to guarantee a initial optimal solution and

good convergence of the Newton process; however, for 1° equal to the approximate load

flow solutiorc, w=600 mll:lt be used to assure the success of the tracking process. The case

of minimization of the voltage deviation from normal also posed difficulties. Because the

optimization space for this test system is considerably larger than the one of the 30-bus

network, the occurrence of saddle points increases. This is the case with the optimization

of the voltage profile. When all variables of the problem are free, at &=1 we have a

critical point of type 7. Thus, to be able to perform the optimization, sorne of the

variables had to be fixed. For the case shown in Tables 6.7-6.9, qg(18), qg(27), b(18) and

b(27) were fixed at the minimum. Although this recourse made possible the optimization

process, it also created another problem for the tracking: the appearance of a critical point

of type 4 in the optimal trajectory originated at 1° equal to flat voltage. In such situatÏé)n

a strategy such as described in Appendix D may be useful to permit the continuity of the

tracking process, but even when the tracking can proceed, the computational time is much

higher than in normal cases.

A comparison of the computational times and number of trial iterations shows

once more the bett6r performance of the strategies based on forwards linear prediction.

In addition, when comparing the number of NR iterations of Tables 6.8 and 6.9, it can

be seen that the forwards and backwards linear prediction provides a better guess fOI the

break-point. In spite of this fact, the computational time of the third strategy (forward

linear prediction and backwards binary search) is smaller in half of the cases studied due

to the smaller CPU time per &- iteration.

The results of the tests made with the IEEE lIS-bus system are summarized in the

next three Tables. For this example, in each Newton iteration, a system of a maximum

of 490 equations must be solved
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Table 6.10- 118 bus system - binary searcb.

Time Total
Case X· # Good # Good # Trial # Trial per e- Time

e-iter. NR-iter. e-iter. NR-iter. iter. (sec.)
(sec.)

w,=1 Flat 31 1\0 24 120 16.30 1242
w.'·1000 .
w=10 L. Flow 33 179 47 532 29.80 3064
6&'P=.05

w,=1 Flat No convergence of the NR method at 8"'0.90 due to ill-
w.=1000 conditioning.
w=10

L. Flow 26 131 64 685 31.00 3508&;'P=.1

w1=1000 Flat 74 263 133 700 17.30 4565
. w=10 &

w=100 L. Flow 86 445 214 2081 27.00 10224
&;'P=.05

w,=1000 Flat 80 294 86 444 16.70 3724
w=10 &
w=100 L. Flow 92 491 158 1582 27.40 8852
6e'P=.025

w.=1000 Flat At e"'l trajectory loses optimality and newton method does not
w=10 converge (type 2 of critical points).
6&'P=.05

L. Flow At e=0.99, Qll6s is released from its min. limit and the
trajectory loses optimality (critical point of type 1).

w.=1000 Flat At 8"'1 trajectory loses optimality and newton method does not
w=10 converge (type 2 of critical points).
6e'P=.025

L. Flow At e=l, Qll6s is released from its min. limit and the trajectory
loses optimality (critical point of type 1).

The comparison of the results shown on Tables 6.10-6.12 shows the better

performance of the second and third strategies. The difference in CPU time between the
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Table 6.11- 118 bus system - linear prediction.

Time Total
Case x· # Good # Good # Trial # Trial per &- time

&-iter. NR-iter. &-iter NR-iter. iter. (sec.)
(sec.)

w,=1 Flat 34 110 0 0 15.58 858
w3=1000
w=10 L. Flow 39 208 3 36 24.0 1491

w:=1000 Flat 87 286 3 17 17.1 2482
w=10

L. Flow 466997 492 10 132 26.2

w3=1000 Flat 44 121 2 38 15.6 1156
w=10

L. Flow At &=1, the problem loses optimality (critical point of type 1)
and Newton method does not converge.

Table 6.12- 118 bus system - Iinear prediction & binary search.

Time Total
Case x· # Good # Good # Trial # Trial per &- time

&-iter. NR-iter. &-itr - NR-iter. iter. (sec.)
(sec.)

w,=1 Flat 36 118 0 0 15.12 847
w3=1000

219 24.70 1534w=10 L. Flow 40 2 25

w:=1000 Flat 92 302 7 30 16.5 2567
w=10

L. Flow 510 11 137 23.40 4349102

w3=1000 Flat 47 134 2 44 16.70 1286
w=10

L. Flow At &=1, the trajectory loses optimality (critical point of type 1)
and Newton method does not converge.

binary search based Parametric-OPF and the other two imp!ementations tends to increase

with the number of buses and with the type of objective function. For this system, the

default increment on & again proved to be a key factor for the convergence of the strategy

using binary search. In addition, the large number of variables here, led to the occurrence

of a critical point of type 7 in the case of optimization of the voltage profile. To be able
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to optimize the voltage profùe, the active generations in ail buses except for the slack bus

had to he fIXOO, thus solving only the reactive OPF problem. Even with this simplification

of the optimization problem, the binary search mechanism was not successful. Because

the last change in the active set occurs at E=O.9997 (a transformer tap is fIXed at the

maximum limit), the Parametric-OPF using default increment in E equal to 0.05 or 0.025

did not make this last change in the optimal active set before reaching E=1. As a result,

when E is made equal to 1, the proximity of a critical point of type 2 causes the fallure

of the Newton method. Since the linear prediction basOO approach could determine ail

necessary changes in the optimal active set before reaching E=l, this approach could

reach the final solution.

The strategy based on forwards and backwards linear prediction was found to be

computationally more expensive for half of the cases tested, in spite of yielding a smaller

number of E-iterations and Newton iterations when compared with the mechanism basOO

on the combination of linear prediction and binary search.

The importance of a good initial solution is noticeable in the tests with this last

network, specially for the binary search. Particularly, in the problem of minimizing the

voltage deviation from 1.0 p.u., for the 118-bus system, a bad choice for XO (far from the

flat voltage profile) also 100 to the fallure of the tracking process even when the strategy

was based on linear prediction.

It is interesting to note that for some of the tests, the computational time of the

34-bus network was not very different from those of tests with the 118-bus network,

suggesting that the performance of the method deper.ds not only on the size of the

network but also on the reactive power level and on how heavily loaded the. network is.

As a general conclusion, we may say that the oveTall performance of the binary

search is worse than !hat of the linear prediction, specially for larger and/or more complex

systems. Unfortunately, not ail cases have an optimal solution and a reformulation of the

problem was necessary when testing the method on the last two networks (34 and 118).

Even if there is an optimum, in some cases the method is not able to fmd the solution of
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the problem, which shows the importance of a careful choice of Xo and ôs,p. In spite of

this fact, the method can differentiate the various causes for failure and an eventual

solution for the various types of critical points which may appear in the optimal

trajectories may increase considerably the robustness of the Parametric-OPF algorithm.

Although, during Phase l, the tracking process can be very slow due to the number

of changes in the active set ( which directly influences the number of good and trial c­

iterations), the tracking process was found to be much faster during Phase II. In Table

6.13 the average number of c-iterations and Newton iterations are represented for ~he 34­

bus system and the II 8·bus system when minimizing the transmission losses in the load

tracking mode. In these tests the mechanism composed of linear prediction forwards and

binary search backwards was used to control the changes in the optimal active set. The

load curve being tracked is presented in Figure 6.2. The load decreases, at first, until 86

percent of the total load and, subsequently, increases until 120 percent of the total load.

The load variation between the intervals was either 2 or 1 percent. For the 34-bus system,

1 percent of load variation corresponds to a change in 198.6 MW in the total load,

whereas for :he 118-bus system, 1 percent of the total Joad is equal to 42.2 MW. This

difference in the total load, together with the high level of reactive power of the 34-bus

system, are the main reasons for the similar computational times of t!Je tests.

As can be seen by comparing Tables 6.9 and 6.12 with Table 6.13, the total CPU

times ofPhase J, for both test systems, are approximate/y /0 times the average CPU time

for Phase II. In fact, the computational times obtained for Phase II are not prohibiti\ e in

an on-line environment, indicating that, although the Parametric-OPF can be slow when

solving the initial OPF problem (with fixed load ), it has great potential in the optimal

tracking of a load curve.

6.2,2 Tests With Different 1..0

The ~hoice of the initial Lagrange multiplier associated with the equality

constraints was arbitrary. Their influence on the convergence of th:: method was found

to be smaller than the influence of xo. In the Tables below, are shown the results of tests
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Table 6.13- Results for Phase II.

Average Average Average Average Average Average
System Case Good E- Good Trial E- Trial time per total

iter. NR·iter. iter. NR·iter. E-iter. time
(sec.) (sec.)

34-bus w2=1000 13 42 2 7 6.34 116.63
w=20

US-bus w2=1000 7 26 1 5 17.31 143.12
w=10

done with different /..0 in three different systems. In the cases presented in the first Table,

the objective was to minimize generation cost plus voltage profile deviation from normal.

In the case of the second Table, the objective was to minimize transmission losses. In ail

tests only the binary search mechanism was used to determine the break-points and the

initial guess was considered to be an approximate load flow solution (the same used for

the tests presented in section 6.2.1). In these tests, the Lagrange multipliers associated

with the real and reactive power balance equations (0.0 and /30, respectively) were varied

independently. Here, a "sparse" formulation of the Parametric-OPF problem was used. In

this model, the reactive generations are also considered as decision variables (not as

functional inequalities) and line flow limits are not considered. In addition, the cost

coefficients are different from those used in the previous tests. As a result, the

computational times related below are on the average smaller than those presented in the

previous Tables (6.1-6.9). However, the influence of /..0 for both the compact and sparse

formulations is similar. In the Tables below, o.' and /3* are the optimal values of these

Lagrange multipliers for e=1 whereas o.0r and /3" correspond to the usual initialization for

these Lagrange multipliers (that is, 0.0 equal to the average of the generation incremental

cost and /30 equal to 1).
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Table 6.14- Optimization of generation cost plus voltage profile with difTerent 1°.

# # # # Trial Total
System Case fl,0 po Good Good Trial NR- time

e- NR- e- iter. (sec.)
iter. iter. iter.

14-bus w,=I, w3=100, fl,0' po, 12 32 0 0 34
system (l0f= ...43, pOf=l, ,

P'' P' 12 33 0 0 35fi, " -5, " 0.1 fi,

AFO.l
-.43 0 12 27 0 0 29

0 0 12 26 0 0 29

2 1 12 36 0 0 32

30 bus w,=I, w3=100, fI," p" 14 40 10 41 107
system aOt=...2, por=l, , P', P' 13 57 7 42 143fi, " -6, " -5 fi,

AFO.l
-0.2 0 15 35 10 26 90

0 0 15 34 10 25 84

2 1 17 55 15 75 151

34 bus w,=I, w3=200, fl,0' po, 55 201 64 284 522
system w=10, exo'=-12, ,

P'pO'=I, ex'" -158, ex 59 331 61 394 721

P''' 1.3
-12 0 57 199 63 273 513AFO.05

0 0 58 159 63 230 453

2 2 53 264 65 369 660

From the Tables 6.13 and 6.14 it can be seen that the influence of exO and po is

smaller than the influence of xO. Although their values affect the convergence of the

Newton method, the number of E-iterations is not affected in MOst of the cases. In

addition, it is interesting to notice that making exO equal to the average of the generator
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Table 6.15- Minimization of transmission losses with different ')..0.

# # # # Trial Total
System Case aO ~o Good Good Trial NR- time

e- NR- e- iter. (sec.)
iter. iter. iter.

14-bus w2=100, w=5, aO' W' 13 36 4 24 56
system aO'= -.43, W'=I,

• ~.. r No convergence of NR method fora ""-110, ",,0 a
&=0.1 e=.l

-.43 0 13 38 4 16 50

0 0 13 38 4 14 48

2 2 13 39 4 46 81

30 bus w2=100, w=10, aO' W' 15 44 18 167 193
system a.0r=_.2, f3or=l, · ~.. ~. 17 55 23 346 329a"" -112, "" -1 a

&=0.1
-0.2 0 18 44 22 62 126

0 0 18 43 22 61 123

2 2 15 40 18 95 141

34 bus w2=100, w=10, aO' PO' 46 194 75 420 558
system aO'=-12, ~"=1,

• fa·"" -1030, a 46 730 66 1901 1947

~."" 9.7
-12 0 43 167 76 359 501&=0.05

0 0 44 136 76 246 413

2 2 45 283 76 727 830

incremental costs is not the best possible choice even when minimizing the generation

costs. Similarly, making the values of aO and ~o equal to their optimal values was the

worst initialization for ail tested systems (! !) and minimization criteria, whereas aO=O and

~0=0 were the best choices.
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6.2.3 Tests With Different w

To assess the influence of the weighting factor associated with the parameterized

quadratic term, sorne of the tests presented in section 6.2.1 were repeated with a different

value for w. For this new set of tests, the objective was the minimization of transmission

losses while forwards and backwards linear prediction was used to find the break-points.

Also, in all tests XO is equal to the fiat voltage profile.

Table 6.16- Tests with different weigbting factors, w.

System Case # Good # Good # Trial # Trial Time Total
e-iter. NR-iter. e-iter. NR-iter. per iter. time

(sec.) (sec.)

14-bus w2=1, 21 430 2 53 21.38 598
w=l

w2=1 15 39 6 24 6.37 166
w=10

30-bus w2=1 16 220 3 11 24.38 658
w=1

w2=1 19 49 3 9 8.45 270
w=10

34-bus w2=1000 100 322 9 33 7.20 1277
w=40

w2=1000 94 302 9 28 7.50 1222
w=20

US-bus w2=1000 72 251 8 47 17.30 2368
w=200

w2=1000 87 286 3 17 17.10 2482
w=10

Table 6.15 shows that the influence of the parameterized weighring factor, w, is

in sorne cases, considerable. For the 14-bus and 30-bus systems, smaller w's yielded a

great increase in the number of Newton iterarions and consequently of the CPU rime,

whereas a faster convergence of the program was obtained by choosing a smaller w for
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t.'le 34-bus network and a larger w for the lIS-bus network. Since this term affects the

characteristics of the problem under study, its best value would be a balance between the

desirable convexity (and consequently, better convergence of Newton method) and the

desirable perturbation of the original problem, which will bring, as a consequence, an

increase in the number of 8-iterations.

6.2.4 Tests Considering Line Limits

In all tests presented previously, no line limit was activated during the tracking

process. To assess the influence of such constraints on the performance of the Parametric­

OPF sorne tests were repeated with active line limits. In all cases, the mechanism

composed of linear prediction plus binary search was used to find the optimal active set

with the initial guess of x equal to the flat voltage profile. The results are preoented in

Table 6.17. In this Table, plor represents the power flow on that specific line without

imposing any limit, whereas pl is the limited power flow.

The results of Table 6.17 show that the existence of active power flow limits

increases considerably the computational time of the Parametric-OPF. Because of the

adoption cf restrictive limits on the active generation, for the 14, 30 and 34 bus systems,

only mild enforcements of line flows did not lead to critical points of type 3 or 4. Note

that the largest increase in the number of iterations and computational time occurred for

the 34-bus network, again showing the great difficulties of operating the system, specially

when a limit on power flow is imposed. As a result, for all test systems, the final CPU

time increases when power flow limits become active in the optimization process.

6.2.5 Tests Considering FACTS Deviees

Finally, the influence of Flexible AC Transmission Systems (FACTS) on the

convergence of the method was analyzed by repeating sorne of the previous tests. In this

study, only the binary search mechanism was used to obtain the break-points of the

optimal trajectory. The initial solution was made equal to the approximate load flow
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Table 6.17- Tests with active line flow limits.

System Case Line # # # # Trial Time Total
flow Good Good Trial NR- per time
limit. E-iter. NR· E-iter. iter. iter.

iter.

14-bus w.=l, Inaet. 10 26 1 4 5.89 82
w,=IOO
pI7=0.62 Active 19 55 3 10 7.02 232
pl!'=0.66

30-bus w,=1 mact. Il 24 0 0 9.02 141
w,=IOO
pI7=0.71 Active 14 37 1 4 10.42 250
pI7o'=0.75

34-bus w,=200 Inact. 74 224 6 19 7.31 885
w,=IOOO
w=10
pl'2= -16.1 Active 137 494 38 151 8.90 2358

pl'2o,= -15.2

l1S-bus w,=1 Inact. 34 110 0 0 15.58 858
w,=1000
w=10

pl'29= -1.5 Active 37 122 1 5 15.70 926

10\.••"= -2.1

solution and the initial Lagrange multipliers associated with the equality constraints are

the same used in section 6.2.1.

Table 6.18 shows a significant increase in the total CPU time when variable series

reactances are considered in the optimization. Besides the increment in the time per E­

iteration, the number of iterations a1so' increase, specially for the 34-bus and 1l8-bus

networks. The difference in CPU time between cases with and without FACTS devices

increases when th~ number of devices augments, mainly because the number of Newton

iterations increases. Eventually, the optimization is only possible with the adoption of a

large parameterized weighting factor, w, which makes the problem more convex and

improves the 'performance of the Newton method.
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Table 6.18- Tests considering variable series reactances.

System Case Mode # Good # Good # Trial # Trial Time Total
Boiter. NR- Boiter. NR- per time

iter. iter. iter (sec.)
(sec.).-

14-bus wz=l, Fixed 23 68 4 14 4.70 151
,,=50
&:=0.1
test with Variable 24 72 5 26 5.97 209
xlz

30-bus wz=1 Fixed 26 73 21 70 7.16 444
w=50
~=0.1

test with Variable 25 70 18 65 8.88 515
D3

34-bus wz=1000 Fixed 118 309 177 765 6.2 2969
w=SO
~= 0.05
test with Variable 94 352 172 796 8.3 2811
D zo

U8-bus wz=1000 Fixed 74 263 133 700 17.30 4565
w=10
~= 0.05
test with Variable 87 303 165 851 18.9 5894

xl"

With this, we finish the discussion of the computational aspects of the Parametric­

OPF a1gorithm. In the next section we present results that are related to the general

aspects cf the optimal operation of a generation-transmission system.

6.3 Studies on the Optimal Operation of a Power System with the

Parametric-OPF.

The use of an optimization program in the active and reactive power optimal

dispatch is Dot trivial. The amount of time that must be spent in introducing an OPF

package into an engineering environment has given rise to discussion about the possible

savings that can be achieved by operating a generation-transmission system near the
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optimum. In addition, the fact that nonlinear based OPF algorithms are not always able

to find a solution to the problem of optimal operation the power system has made even

more difficult their acceptance by the utilities. The question that has been in researchers'

mind is that, since the load flow algorithm is nowadays considered a robust tool and, for

this reason, yridely used in power utilities, and since there has been great developments

in optimization methods in the past decades, why is it so difficult to solve the OPF

problem? How to differentiate between an unsolvable case and a case where the algorithm

fails to find a solution? These appear to be questions that need to be answered before

discussing the possible benefits of having an OPF package in a control centre.

Following this discussion, we here start the discussion of sorne aspects of the

optimal operation of a power system by studying the behaviour of the optimal solutions

of the Parametric-OPF problem. Later on, we discuss the benefits of optimal steady state

operation.

6.3.1 The Behaviour of the Optimal Power Flow Solutions under Parameter

Variations

The first aspect to be analyzed here is related to the difficulties encountered in

solving the OPF problem. Because the parametric approach dismembers the problem

through the use of the model parameters, it is useful in the study of the optimal behaviour

of the solution trajectories both for Phase 1 and Phase II. To make this analysis, we show

in Figures 6.l.a-6.l.i the optimal trajectories of sorne chosen variables of the 34-bus

system and their corresponding Lagrange multipliers. These trajectories correspond to the

problem of minimization of transmission losses starting from the flat voltage profile. The

results are presented in per unit for a 100 MVA basis.
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Figure 6.1.i- Lagrange multipliers of shunt compensators • Phase 1.

The' first noticeable aspect of the solution trajectories is the almost linear behaviour

of the voltase angles and active power generation compared with the very nonlinear

behaviour of the voltage magnitudes, reactive generation and shunt compensator=, This

is in accordance with the general knowledge that a reasonably good approximation for the

active OPF sub-problem can be achieved with linear models whereas for the reactive

sub-problem linear models do not yield reliable results. In addition, this confirms the high

level of reactive power and voltage instability of the 34-bus system,

The optimal trajectories of the Lagrange multipliers also give us valuable

information about the behaviour of the optimal solutions throughout the optimization

proce.s. Specially for the voltage magnitudes and static compensators these Lagrange

multipliers show a very erratic behaviour, thus indicating that the "tendency" of such

variables to stay fixed changes even with an incremental change in E, As an example of

such behaviour, we refer to Figure 6.1.f where the Lagrange multipliers of the voltage

magnitudes are depicted. By the values of sorne of these Lagrange multipliers we can see,

first of ail, that the optimal voltage mûgnitudes are extremely sensitive to parameter

variations, thus sorne of these voltages (fixed at the minimum) at sorne point of the
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tracking have their Lagrange multipliers smaller than -3000 while other voltages (fixed

at the maximum) have their Lagrange multipliers larger than 2000. Also notice the

behaviour of the Lagrange multipliers of the voltages at bus 19 and 31 around 1:=0.9.

These two buses are interconnected and as a result their voltage have more or less the

same behaviour (see Figure 6.1.b). During the tracking process, VI' is the first to be fixed

at its maximum, and the sharp increase of ils Lagrange multiplier indicates that such a

limit is very severe. However, as soon as V31 reaches its maximum limit, there is an

abrupt change in the trajectory of the Lagrange multiplier associated with VI" indicating

that these Iwo voltages cannot be fixed at the limit at the same time. Later on, the

optimization process "asks" that VI' be fixed once more at its maximum. As a

consequence, V31 has to be released almost immediately ( as indicated by the abrupt

change on the trajectory of its Lagrange multiplier). This sort of behaviour is not

uncommon for variables of the reactive OPF sub-problem and it is a very good indication

of the difficulties that have been encountered by researchers to solve the OPF. Because

of such behaviour, the definition of an optimal active feasible set is a complex task and

a wrongly chosen active set can lead te ill-conditioning of the Newton matrix (in this

example, il is not possible to increase 1: directly to ! with these two voltages fixed at

their maximum and solve the problem because the Newton method does not converge).

In the same way that the parametric approach is able to give us a very good

insight into the behaviour of the OPF variables during the optimization process, this

method also provides valuable information regarding the behaviour of the optimal solution

under variation of the system load.

The next Figures show the optimal solution trajectories of variables of the 34-bus

system during Phase II. The objective fWlction used in the tracking is again the

transmission losses and the same variables represented in Figures 6.l.a-6.1.e are depicted.

During the load tracking the Parametric-OPF followed the load curve represented in

Figure 6.2. In the process, all the loads of the system are multiplied by the same load

factor (Figure 6.2) which implies that they have different increments. For the 34-bus

system, the minimum load th~t can be attained starting from the optimal solution ofPhase
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Figure 6.2.- Load factor.

l is equal to 86% of the total load whereas the maximum 10ad that can be supplied is

equal to 104% of the totalload. Below the minimum limit, the optimal tracking cannot

continue without a "jump" to another optimal trajectory because of the occurrence of a

critical point of type 1 (saddle point) after the release of a previously fixed variable. The

maximum load limit, on the other hand, is defined by the existence of a critical point of

type 3 on the optimal trajectory, indicating the 10ss of structural stability and that the

feasible set becomes locally empty beyond this limit. Note that for the 34-bus network,

1% of the total load corresponds to ! 98 MW.
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From Figures 6.3.a-6.3.f, the more nonlinear characteristic of the reactive

sub-problem is very noticeable. However, even this part is considerably more linear than

it was for Phase l, resuIting in a much faster tracking process. It is interesting to notice

as weIl that, for this example, the voltage magnitudes decreased with the load, instead of

increasing. This fact is due to the excessive amount of VAr power in the network for low

loads. If we allow the shunt compensators to be more inductive, thus absorbing the VAr

excess, the voltage magnitudes wouId drop less with the load. Another interesting fact is

the behaviour of the reactive generations, indicating the fine tuning necessary to maintain

optimality during the tracking.

Throughout the tracking process, the optImlzation algorithm kept the shunt

compensators constant leaving the optimal control of the voltage magnitudes to the

synchronous condensers or generators only. As the load decreases, these var sources

cannot keep the voltage magnitudes near the ideal value of 1.0 p.u. and there is a voltage

drop in all network. For this system, at low loads it is necessary to disconnect sorne of

the transmission lines in order to keep a good control on the variables.

Notice in Fig. 6.3.fthat the bus incremental costs decrease at low load, at the same

time remaining more or less the same value for all buses of the system. As the load

increases however, sorne of the bus incremental cosls increase more than others,

indicating the effect of the higher transmission losses on these values.

6.3.2 Assessing the Effectiveness of Optimizing

To assess the importance of the optimization during the load tracking, the results

shown above ( Figures 6.3.a-6.3.f) were compared with the results of the load tracking

where the objective function was the minimization of the deviation of the current solution

from the optimum at 100% of the load. This objective function was chosen to give an

idea of the difference in costs between an arbitrary solution which respects aIl operation

limits and an optimal solution in the sense of minimum losses. The results of this second

load tracking are shown in Figures 6.4.a-6.4.e below. Also, to have an idea of the savings

obtained when tracking the load curve foIlowing the minimum loss criterium, the total
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active power generated for the minimum Joss case (Case 1) and for the minimum

deviation from an initial solution case (Case II) are represented in Figure 6.5. In addition,

Figure 6.6 depicts the MW difference between the total generations of each case studied.
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Figure 6.4.a- Voltage angles.
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Figure 6.4.d- Reactive generation • feasible solution•
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Figure 6.4.e- Shunt compensation. feasible solution.
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The comparison of the optimal trajectories of Case 1 and case II shows, first of all,

that the voltage drop which occurs at low load levels is due to a feasibility problem rather

than because of the optimization process. In addition, one can notice the difference of the

optimal traje::tories of the active and reactive generations for cases 1 and II. While for

Case II, ail active generations and most of the reactive generations decrease with the load,

during Case 1 this behaviour is not observed and the optimal trajectories are more

"erratic", thus indicating the tuning necessary to optimally track the load.

Figure 6.5 depicts the total active generation for cases 1 and II. As can be seen,

the difference is very small, even diminishing at low load levels and high load levels, thus

indicating the greater difficulty to perform the optimal operation. This smail difference

in the absolute value of the total generation was expected since the difference between

the cases is due to the transmission losses, which normally is of the order of 2% of the

totalload.

2
2.2 1 zlO

~I ---------------------------------

------Orey---------------- ---------

easen

1.8

1.7 +--,--r-,--,-,---,.--.---,---r--.--.-...,--,--r-,--,-,---,.--.---,---r-r-l
o Timelln)

Figure 6.5- Total active generation for cases 1 and Il.

Figure 6.6 represents the difference in MW between the total generations of Case

1 and Case II. This difference varies from 30.8 MW, at 86% of the total load, until 89.3
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MW at 94% of the total load. It is smaller at low load levels and high load levels

indicating the reduction of the optimization space. Considering that the cost of building

new generation is approximately 4xl03SlkW [Yamayee and Bala Ir., 1994], the capital

savings will range from 1.2xl0'$ to 3.6xl0'S. This gives a good idea of the savings

provided by optimally operating ( that is, operating with minimum loss ) the 34-bus

system. Although the absolute value of the losses is very small when comparing to the

totalload, the savings can be substantial, which justifies the use of an OPF algorithm in

on-line operation. These savings will be even greater if one considers fuel or operational

costs.

100-,------------------------,

w --------------------------------------

o+-_r_.,__~~~~~__r_,___r....,..~_,._...,__.__r_.,__~r___~c_I
o r... (hm.)

Figure 6.6- Difference in total generation of cases 1 and II.

Compared with the system incremental cost, SIC, the bus incremental costs (BIC's)

represented in Figure 6.3.f offer a more precise idea about the cost involved in an energy

transaction. In Figure 6.7, we compare sorne of the BIC's with the system incremental

cost for the 34-bus network during the load tracking. For this example, at high load levels

BIC, and BIC. are higher than the system incremental cost (SIC) whereas BIC15 and

BIC21 are lower than the SIC. At low load levels, however, the inverse occurs (that is,

~~~~~~~~~5~~~~~~.~
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Figure 6.7- System incremental cost & bus incremental costs.

behaviour can be understood if we consider that buses 7 and 8 are situated far from the

generating units whereas the opposite occurs with buses 15 and 21. Thus, the transmission

losses will yield larger incremental costs at buses 7 and 8 at high load levels and smaller

incremental costs at low load levels. For buses 15 and 21, on the other hand, the changes

in the transmission losses are very small, therefore they are not very much affected by the

variation of the totalload. As a result, when considering transmission transactions in this

network, both the location of the buses where the transaction occurs and the actual 1000

level of the system have special importance.

6.3.3 Optimal Steady State Behaviour under Line Contingencies

The simulation of line contingencies is important for a definition of an optimal

secure operating state. Although, presently, the Parametric-OPF algorithm is not able to

solve the secure OPF problem [Carpentier, 1987], possible violations in line flow Iimits

due to line contingencies can be corrected by the algorithm. A single line contingency

seldom leads to an "infeasible" OPF case (or, more specifically, to a structurally unstable

case>, but there are situations where resulting violations in the line flow limits cannot be
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corrected, specially if the limits of the active generation present in the neighbourhood of

the fauit are very tight. Even in the cases where these violations can be corrected, the

loadability limit of the system may be reduced. The next Figures show sorne selected

trajectories of the 118-bus system before and after the loss of one its lines during the load

tracking. process. In the resuiting network after the line outage, power flow violations

occur and this fact has a considerable effect on the behaviour of ail variables of the

system. In this example, line 86 is taken out during the load tracking at a load level that

is 4% above the initial load. The optimization criterion used in the test is a combination

of generation cost and voltage profile deviation from normal. The load curve is increased

by 1% between each interval of time. Due to the outage of line 86, the power flow limits

of lines 81 and 107 become active. After the line outage and the resulting violations are

corrected by applying Phase 1, the load tracking proceeds until the load reaches 7% above

the initial values. A, this point, the occurrence of a critical point of type 3 prevents the

tracking to proceed beyond a load level of 7% above the initial one. On the other hand,

without the line outage and the power flow violations, the optimal tracking may proceed

until the totalload is 12% above the initial value. The results are in p.u with a 100 MVA

basis.
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Figure 6.8.a- Voltage angles·
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Figure 6.8.b- Voltage magnitudes· Phase II with line contingency.
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Figure 6.8.e- Shunt compensators . Phase II with line contingency.
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Figure 6.8.C· Transfonner tap settings . Phase II with line contingency.
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Figure 6.S.g- Phase shifter angles· Phase II with line contingency.
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Figure 6.S.h- Power flows . Phase II with line contingency.
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The first aspect to be noticed is the very linear behaviour of the optimal

trajectories during the tracking, showing the more linear characteristics of IlS-bus

network when compared with the 34-bus network. Also notice that the line outage does

not cause extreme variations in the voltage magnitudes and angles, shunt inductors and

phase shifter angles. Transformer tap settings and real and reactive generation experience

larger variations. Note that ail the variable displayed in the above figures are in a region

close to the line outage. As the load is increased towards 8% above the initial value, some

of the optimal trajectories approach a quadratic tuming point and, at the same time, some

Lagrange multipliers assume very large values. This behaviour indicates the proximity of

the critical point of type 3 which occurs in a region where the objective function is

increasing thus demonstrating that the loadability limit was reached (see Figur~, 6.9.a­

6.9.d).
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Figure 6.9.a- Voltage magnitudes near critical point of type 3.
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Figure 6.9.b- Power flows near critical point of type 3•
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Figure 6.9.c- Lagrange mult. of power flows near critical point of type 3.
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Figure 6.9.d- Objective function near critical point of type 3.

In the test discussed above, the loadability limit of the 118-bus network was

determined by the limits imposed on the power flows of line 81 and 107. The FACTS

devices were designed to help the power dispatch in special situations such as this.

Therefore, next, we analyze the behaviour and performance of the FACTS devices in the

same scenario described above.

6.3.4 Studies with FACTS Deviees

In an attempt to increase the loadability limit of the system considering the loss

of !ine 86 (allProximately 4% less than with the line in), we introduced a FACTS device

in each line where the power flow limits are active. The FACTS devices simulated in this

case consist of variable series reactances. The devices are supposed to be able to vary the

lines reactances by 'F 50%. The same test represented in Figures 6.8.a-6.8.h and 6.9.a­

6.9.d was repeated with the FACTS devices in the network. The results are shown below.
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Figure 6.10.a- Voltage angles. Phase II with FACfS devices.
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Figure 6.10.b- Voltage magnitudes· Phase II with FACfS devices.
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Figure 6.10.c· Active generation - Phase II with FACTS devices.
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Figure 6.10.f· Transformer tap settings • Phase II with FACfS devices.
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Figure 6.10.g- Phase shifter angles - Phase II with FACfS devices.
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Figure 6.l0.h- Variable series reactances . Phase II with FACfS devices.
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Figure 6.10.i· Power Oows • Phase Il with FACTS devices•
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Figures 6.10.a-6.10.i show that the introduction ofFACTS devices on lines 81 and

107 compensates for the severity of the line constraints and enables the tracking process

to continue until the totalload is Il% above the initial value (that is, the same as without

a line outage). As the totalload approaches 12% above the initial value, the violation of

another line constraint (on line 24) causes the occurrence of a critical point of type 3 in

a region where the objective function is increasing. The theory tells us that beyond this

load level the feasible set is locally empty. This test demonstrates that such devices are

able to enlarge the loadability limit of a system in cases where a contingency occurs.

The presence of FACTS devices in lines 81 and 107 changes the amount of real

and reactive power in the region where the line outage occurs. When the FACTS devices

are not present, all pg's in the neighbourhood ( that is, pg,. , pgss , pgS6 , pgS9 , P~l and

P~2 ) reach their maximum limit whereas when the FACTS are introduced, only pgS4.

pgS6. pgS9. P~l are at the maximum, indicating that more power can be transferred from

the neighbouring areas of the network. As a result, the tracking can proceed normally
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until a higher load level and the loadability limit is defined by the operating limits of

another area of the system. This shows that such devices can be used to increase the

power transfer capability of a transmission network.

The total initialload of the 118-bus network is equal to 4216 MW. The differenee

in demand that can be satisfied in the first case (with no FACTS devices) and the second

case (with two FACTS devices) is approximately equal to 4% of the totalload, or 168.64

MW. Considering that the capital cost of generation is equal to 4xI03$IkW, the savings

in generation will be approximately equal to 6.7x108$. This savings will increase if the

operational costs are also considered. Presently, the cost of a FACTS device varies from

50 to 100 $IkVA, depending on the maximum power flow that the device can withstand

[Hingorani, 1993]. The maximum power flows in lines 81 and 107 are equal to 70 MW,

therefore, the price of a FACTS device for one ofthese lines will vary from 3.5xI06$ to

7.0xI06$, which yields a total investrnent varying from 7.0xI06$ to 1.4xI07$. This justifies

the use of the FACTS devices.

Although the FACTS devices may be important for the transmission of power, the

optimal control of the variables existing in the FACTS's model proved to be difficult

when the system under consideration has a larger amount of reactive power and totalload.

This is translated in an increase on the number of iterations (see Table 6.1) and/or in the

values needed for w to assure an initial optimal solution and a good convergence of the

Newton method. A typical example is the case of minimizing generation cost plus voltage

profile deviation from 1.0 p.u. for the 34-bus system. Supposing a maximum power flow

of 20.2 p.u. for lines 36, 37 and 38, the problem was solved, at tirst, supposing no

FACTS devices and, next, with one of such devices in each line with a limiting

transmission capacity. The FACTS were represented by a variable phase shifter ( with ~

varying from -0.1 rad to 0.1 rad) connected in series with a reactance which varies the

original value of the line reactance in ±50%. In both cases the Parametric-OPF was able

to arrive at the optimal solution, but because of very restrictive active generation capacity,

in order to respect the transmission limits imposed, considerable adjustments of the

decision variables is necessary, specially on the voltage magnitudes. The total generation

cost for the case without FACTS devices ( 1.504xI03$/h ) was almost the same as the
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total generation cost for the case with the FACTS devices, 1.498xl03$/h. The difference

in active gerieration was only 62 MW however a large difference was observed in the

optimal voltage magnitudes. Figure 6.11 shows that the use of FACTS devices improved

considerably the optimal voltage profile of the 34-bus system considering the line limits

described above.

The optimal control of the 3 FACTS devices included in the 34-bus system proved

to be a difficult task. Whereas, for the test with no such devices the weighting factor w

was made equal to 10, in the presence of FACTS devices this weighting factor had to be

above 5000 to assure an initial optimal solution and a good convergence of the Newton

method. With the increase in the number of FACTS devices, there is a considerable

increase in the number of iterations and larger w's must be used. This can be an obstacle

to the optimization of the FACTS variables for larger generation-transmission systems

with heavy load and/or high levels of reactive power.

UJ6.,.----------------------,
FAcrs devices on lines 36, 37 e 38

r~ ----- -----
l
>0.98

No FAcrs devices

~% - -----------------------

34
~94 +-rT--r-r-r--r-r-r--'T""T-r"'-''''''''''''''',,''''-,,''''-rT--r-r-r--'T""T-r-n

1 Bus

Figure 6.11- Optimal voltage magnitudes with & without FACTS devices.
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6.4 Validation of the ResuUs

The results provided by the parametric algorithm were compared with the optimal

solution given by a general nonlinear optimization package. Two problems defined with

a fixed load were also solved by the nonlinear optimization toolbox of MATLAB 4.0

which is based on sequential quadratic programming. The initial solution guess, xo, was

made equal to the flat voltage profile for the 14-bus system and equal to a load flow

solution for the 3D-bus network. Since Phase II is a simplification of Phase l, the tests

were not repeated for a varying load.

The problem of minimizing the generation cost plus the voltage profile deviation

from 1.0 p.u. was solved for the 14-bus and 3D-bus systems using both the Parametric ­

OPF and the optimization toolbox. The tests were made supposing the transformer tap

settings fixed and equal to 1.0 p.u..Tables 6.19 and 6.20 show the results for the 14-bus

system and 3D-bus system, respectively.

The comparison of the results for Phase 1 show very small differences in the

optimal solutions for both the 14-bus system and the 3D-bus system. In both cases, the

Parametric-OPF provided a slightly better solution. However, if Xo is made equal to the

flat voltage profile, the performance of the optimization toolbox deteriorates for the 30­

bus system, yielding an optimal cost of30.0395$, indicating its dependency of the optimal

solution on the initial guess. The proximity of the solutions obtained by the different

methods validates the Parametric-OPF results.

ln ail tests made, the choice of Xo did not affect the quality of the solution

provided by the Parametric-OPF. Although the solution trajectories Val)' substantially for

different xc, different initial guesses did not lead to different optima, which is an

interesting characteristic of the Parametric method.
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14-Bus System

Parametric-OPF OptimizatioD Toolbox
Bus Optimal Cast: 23.9530$ Optimal Cast: 24.9091$

li V pg qg b li V pg qg b

1 0 1.0260 2.7607 -0.2500 0 0 1.0313 2.7587 -0.2101 0

2 -0.1145 1.0084 0 0.3372 0 -0.1129 1.0122 0 0.3148

3 -0.2608 0.9928 0 0.4000 0 -0.2581 0.9960 0 0.4000 0

4 -0.2122 0.9918 0 0 0 -0.2096 0.9945 0 0 0

5 -0.1821 0.9951 0 0 0 -0.1798 0.9982 0 0 0

6 -0.2887 1.0102 0 0.2400 0 -0.2864 1.0113 0 0.2400 0

7 -0.2734 1.0028 0 0 0 -0.2704 1.0029 0 0 0

8 -0.2734 1.0001 0 -0.0154 0 -0.2704 0.9998 0 -0.0177 0

9 -0.3049 1.0118 0 0 0.4173 -0.3019 1.0107 0 0 0.3939

10 -0.3077 1.0038 0 0 0 -0.3048 1.0031 0 0 0

11 -0.3010 1.0033 0 0 0 -0.2983 1.0036 0 0 0

12 -0.3054 0.9957 0 0 0 -0.3030 0.9967 0 0 0

13 -0.3074 0.9918 0 0 0 -0.3049 0.9926 0 0 0

14 -0.3254 0.9841 0 0 0 -0.3226 0.9839 0 0 0
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30-Bus System

Parametric-OPF Optimization Toolbox
Bus

Optimal Cost: 27.8658$ Optimal Cost: 27.8683$

Il V pg qg b Il V pg qg b

1 0 1.0500 2.8449 -0.2509 0 0 1.0500 2.8285 -0.2529 0

2 -0.1090 1.0332 0.1838 0.5000 0 -0.1083 1.0334 0.1992 0.5000 0

3 -0.1502 1.0168 0 0 0 -0.1497 1.0169 0 0 0

4 -0.1814 1.0095 0 0 0 -0.1808 1.0096 0 0 0

5 -0.2668 1.0055 0 0.4000 0 -0.2660 1.0057 0 0.4000 0

6 -0.2125 1.0057 0 0 0 -0.2118 1.0058 0 0 0

7 -0.2440 0.9978 0 0 0 -0.2433 0.9980 0 0 0

8 -0.2259 1.0064 0 0.4000 0 -0.2253 1.0066 0 0.4000 0

9 -0.2706 1.0163 0 0 0 -0.2700 1.0163 0 0 0

10 -0.3013 1.0069 0 0 0.1900 -0.3007 1.0069 0 0 0.190

11 -0.2706 1.0473 0 0.1559 0 -0.2700 1.0469 0 0.1542 0

12 -0.2886 1.0153 0 0 0 -0.2880 1.0154 0 0 0

13 -0.2886 1.0474 0 0.2400 0 -0.2880 1.0474 0 0.2400 0

14 -0.3052 1.0003 0 0 0 -0.3046 1.0003 0 0 0

15 -0.3068 0.9960 0 0 0 -0.3061 0.9961 0 0 0

16 -0.2992 1.0043 0 0 0 -0.2986 1.0043 0 0 0

17 -0.3046 1.0006 0 0 0 -0.3040 1.0006 0 0 0

18 -0.3180 0.9872 0 0 0 -0.3174 0.9872 0 0 0

19 -0.3210 0.9853 0 0 0 -0.3204 0.9853 0 0 0

20 -0.3172 0.9899 0 0 0 -0.3166 0.9899 0 0 0

21 -0.3097 0.9938 0 0 0 -0.3090 0.9938 0 0 0

22 -0.3094 0.9943 0 0 0 -0.3087 0.9943 0 0 0

23 -0.3136 0.9859 0 0 0 -0.3129 0.9859 0 0 0

24 -0.3161 0.9811 0 0 0.0430 -0.3154 0.9811 0 0 0.043

25 -0.3074 0.9773 0 0 0 -0.3068 0.9774 0 0 0

26 -0.3154 0.9589 0 0 0 -0.3147 0.9590 0 0 0

27 -0.2972 0.9839 0 0 0 -0.2965 0.9840 0 0 0

28 -0.2236 1.0023 0 0 0 -0.2229 1.0024 0 0 0

29 -0.3204 0.9632 0 0 0 -0.3198 0.9633 0 0 0

30 -0.3372 0.9512 0 0 0 -0.3365 0.9513 0 0 0

• Table 6.20- Comparison of results - 30-hu5 system.
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6.5 Conclusion

The Parametric-OPF approach proved to be a flexible and reliable method. For

Phase l, in spite of the large computational times required, the method enables the

resolution of the OPF problem without the recourse of numerous heuristics to find the

optimal feasible set. The method was able to find the optimal solution of different test

systems, including a very nonlinear network and could track a load curve efficiently

during an interval of time. In ail cases tested, the optimum did not depend on the

mitialization, which is a good measure of the reliability of the approach. Although, for

sorne cases the Parametric-OPF was not able to solve the problem, changes in the strategy

to find the optimal active feasible set or changes in sorne initial parameters enabled the

finding of an optimal solution (when a single optimum exists). The many difficulties

associated with the optimal operation of a generation-transmission system are easily

visualized with the parametric approach, specially the occurrence of multiple solutions or

unfeasible cases for the OPF problem. Since these difficulties can be differentiated,

separale solutions can be proposed for each one, in this way augmenting the reliability

of the method. However, it is important to realize that sorne of the difficulties existing in

the parametric approach are inherent in the OPF problem itself and their resolution will

benefit other OPF methods. Sorne of the difficulties that were highlighted by the

parametric method are closely related to the optimal operation of a power system ( for

example, the loss of optimality or structural stability during the load tracking ), and ilie

successful adoption of a on-line OPF package depends heavily on their resolution.

Because of its high computational time, the present implementation of the method

is not suited to be used in large systems. A more powerful version of the Parametric-OPF

will certainly depend on the usage of a faster and more intelligent strategy to find the

optimal active set. The challenge here is to conceive such a strategy without recourse to

heuristics, which could compromise the positive characteristics of the method (namely,

the ability to differentiate the various causes for failure and to provide a good

visualization of the optimal behaviour of a generation-transmission system). In addition

to this necessary improvement, the development strategies for resolution of the critical

points are also crucial, even more so if we think about on-line applications to track a
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varying load. This represents a meaningfuI change in the present way of studying the OPF

problem. Nowadays, researchers are mostly concemed with a fast solution of the problem

for a fixed load and very little attention was given to the fact that the load varies with

time and weIl posed problems can become unsolvable because of these changes in the

system load ( unsolvable either because of the inexistence of an optimum or the

inexistence of a feasible solution that can be attained without drastic changes in the

control variables ). This is in fact the meaning of the critical points: the loss of optimality

or local feasibility that can occur due to changes in the total load. On-Iine

implementations of an OPF method must be able to deal with such situations.

Even though the Parametric-OPF was not used in real size systems, the tests made

proved that the approach provides a very good understanding of the optimal steady state

behaviour of a power sy3tem. The studies made showed the potential benefits of the

optimal operation of a power system in normal operation or considering line outages with

or without FACTS devices.

Finally, the tests made with a different optimization method in two different

networks validate the optimal solutions provided by the Parametric-OPF.
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS FOR

FUTURE RESEARCH

7.1 Introduction

This thesis has presented a first implementation of a generalized parametric

optimization method to solve the full nonlinear OPF problem. The parametric approach

has the characteristic that it can generate a set of optimal solution trajectories rather than

a single solution. The main motivation for the use of such an approach was to analyze the

behaviour of the optimal solution trajectories during the optimization process. This study

showed that, besides providing an innovative means to solve the OPF, the parametric

approach a1so gives a completely new understanding of the problem itself.

The parameterization embeds the OPF model into a broader class of problems

characterized by the range of variation of the parameter. Using this formulation, the

behaviour of the optimal solution with respect to a change in any parameter existing in

the model can be studied. As a direct consequence, a formulation of the OPF problem

valid for both fixed or variable load was possible. In addition an a1gorithm which can be

used in both cases was implemented. Generally speaking, one couId study the behaviour

of the optimal solution with respect to any parameter of the OPF with basically the same

a1gorithm.

204
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7.2 Summary of Results

The following are the main results obtained from the research performed in this

thesis:

1. The pararnetric approach enables the solution of the OPF problem (in principle)

starting from any initial solution and permits the exact tracking of a pre-specified

load curve.

2. The pararneterization gives us a means of solving the OPF problem by

systematically tracking the changes in the optimal active set by either a binary

search or a linear prediction method.

3. As a result of the systematic tracking, the approach is less subject to problems of

ill-conditioning of the Newton matrix, W.

4. ln spite of being slow, the Pararnetric-OPF algorithm is robust. Il was tested

successfully in different transmission systems for fixed and variable load and,

when tested for different initial points, the method always arrived at the sarne

optimum. The results were validated by an optimization algorithm based on

sequential quadratic programming.

5. The method permits the visualization of the optimum trajectories created during

the solution process, which gives valuable insight about the behaviour of the OPF

solution both for both fixed and variable load. From this characteristic and from

consideration (2) above it follows that:

a. The approach permits the identification and prediction of the "critical

points" existing in the optimal trajectories. The differentiation of these

critical points is useful to the identification of unsolvable cases and, in a

more broad perspective, is important for a good understanding of the
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optimal steady-state behaviour of a power system in a varying load

environment.

b. Regions of structural stability could be identified by the method. These

regions may be of great importance in practice because they represent

intervals of variation of 1: for which there is a continuous change in the

feasible set.

z. Seme conclusions can be drawn about the behaviour of the optimal

trajectories: (i) these trajectories are fairly linear between break-points; (ii)

clearly the trajectories of the active OPF subproblem are more Iinear

compared with those of the reactive subproblem; (iii) this nonlinear

behaviour of the reactive subproblem is mainly due to changes in the

active feasible set and (iv) it is evident that there is a linear variation of

the OPF variables for a small variation in the system demand.

d. Useful information can also be obtained from the optimal trajectories of

the Lagrange muitipliers associated to different variables. The changes in

their trajectories give an idea about the influence of a newly fixed variable

on the "tendency" of other variables to stay at their limits. In particular,

these trajectories show the great sensitivity of the reactive subproblem

variables to changes in the active set.

e. The trajectories of the Bus Incrementai Costs and of the System

Incrementai Cost as a function of the load can also be provided. These

trajectories show that the cost of supplying additional demand depends

both on the total system demand at a specific time and on the location of

this additional load. Moreover, the study of these sensitivities show that

the Bus Incrementai Costs provide more reliable information regarding the

actual cost of supplying additional load at different buses.

6. The fairly Iinear characteristics of the optimal trajectories between break-points
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accounts for the good performance of the linear prediction based approach

implemented in this thesis to follow the changes in the optimal active feasible set

throughout the tracking process.

7. The studies regarding FACTS devices show that they can be important to increase

the loadability limit of a network and also to improve the quality of the optimal

solution.

7.3 Recommendations for Future Research

The following are sorne points that could be investigated to continue the work that

has begun with this thesis:

1. The CPU time of the Parametric-OPF is still prohibitive for on-line use. To

improve the performance of the algorithm it is important to conceive faster

strategies to define the optimal active feasible set that would not compromise the

systematic search made by the algorithm. ln addition, faster solvers for the system

of KT conditions could be tested, perhaps with sparsity techniques designed

specifically for the OPF problem.

2. A new implementation of the Parametric-OPF in a compilable language is

necessary to enable tests with real-size transmission networks.

3. The on-line use of this method is also conditioned to the resolution of the critical

points that can occur in the optimal trajectories when the load varies.

4. The study of critica! points might also be important to formulate a sound

theoretical basis for the problem of feasibility of the OPF and Secure-OPF.

5. There are sorne aspects of the tracking process still not fully understood. We could

not disprove the existence of "cycling" in the algorithm (i.e., the existence of

variables that continuously are fixed at their limit and subsequently released
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delaying the tracking process ). An investigation of such an aspect is advisable.

Another point that bears investigation is the observed invariance of the optimal

solution given by the method for different starting points.

6. Until today no attempt was made to represent discrete variables in parametric

approaches. Further research is also needed is this area.

7. Among the interior points optimization methods being developed today is a

pathfoIIowing method. Interior points methods have shown a computational

performance comparable to LP based algorithms in the resolution the OPF. It

would be interesting to see the performance of such an interior point pathfoIIowing

method in the parameterized OPF problem.

8. Additional studies can also be made regarding the influence of FACTS devices in

the optimal steady-state operation of a power system. New (more realistic) models

can be tested and more extensive simulations can be carried out to assess the

influence of such devices.
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FORMULATION OF THE OPF PROBLEM

A.1 Mathematical Model for the OPF Problem

k Network

Pl:t + j.cnr.. .........::: r,
Sk.( V, a, a, 4>, xl )

1 '1.J."k.

Figure A.I- Power balance at bus k.

Figure (A.l) represents a generic bus k of a transmission system with ail "arriving"

and "le2ving" power. From this figure, it is easy to verify that the energy balance on bus

k can be represented as

209
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• pgt - pdt - Pt(V,ô,a,cP,xl) = 0

qgt - qdt - qt( V, ô,a,cP,xl) + bt ·V; = 0
(A.l)

where pg. and qg. are the generated power; pd. and qd. are the connected loads; b.

represents the variable shunt compensator; V and Il are the vectors of bus voltage

magnitudes and angles, respectively; a is the vector of transformer taps; cl> is the vector

of phase shifter angles and xl is the vector of variable series reactances.

The Optimal Power Flow calculation optimizes the static operating condition of

a power generation-transmission system. A scalar function is to be minimized subject to

many sparse equality and inequality constraints. The equality constraints represent the

energy balance in each bus of the network ( the basic load flow equations ) while the

inequalities represent limits on the state and controllable variables, as weil as on other

dependent variables (e.g.,line active flows). Since pg. and qg. are considered free within

limits, in the OPF formulation we can represent both pg. and qg. in terms of the other

variables by using equation (A.I). However, since the OPF is formulated also to optimize

the generation cost, we decided to consider pg. as a decision variable, while using

equation (A. 1) to represent the reactive power injections in terms of the other variables

of the system. Considering this, the problem can be formulated in a general form as:
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•
subject to

ob ob ob

Min c = w1L Cf.pgi) + wlL pgl + w3L (Vj-l)l
i-l i-l i-l

(A.2)

pgi - pdl - pi(V,ô,a,41,xl) =0, i=l,...,nb (0:1) (A.3)

qdl + ql(V,ô,a,41,xl) - bl~ = 0, i = l,...,nqgfïx (~i) (A.4)

pl;""' s pli ( V, ô,a,41,xl) s plt'JZlX i=l,...,nl
min ....

(al 'ai ) (A.6)

Where

v:-m S Vi S v:- i =l,...,nb

b;""' S bi S b~ i =1 ,...,nb

min mu
pgl S pgl S pgl i =1,...,nb

min mu
al sai s ai i=I,...,nI

xl;""' S xli s xl~ i = 1,...,nI

min ....
(Xi , Xi )

(y;m", Y:""')

min mu
(Tli ,TIl )

(A.7)

(A.8)

(A.9)

(A.IO)

(A.ll)

(A.12)

nb =number of buses in the system;



cr,min (j'.max E R =, . ,

•

•

FORMULATION OF THE OPF PROBLEM 212

ni = number of lines in the system;

nqgfix = number of buses with fixed reactive injection (Joad buses);

nqgnf = number of buses with free reactive injection;

pgi E R = active power generation at bus i;

pdi E R = active load at bus i;

qdi E R = reactive load at bus i;

bi E R = variable shunt compensator at bus i;

V E Rnb = vector of voltage magnitudes;

Ô E Rnb = vector of voltage angles;

a E Rnl = vector of transformer tap settings;

4> E Rn' = vector of phase shifter angles;

xl E R"I = vector of variable series reactances;

ai E R = Lagrange multiplier associated to the active power mismatch;

Pi E R = Lagrange multipliers associated with the reactive power mismatch

at the load buses;

Pimin
• Pim", E R = Lagrange muitipliers associated with the mInimum and

maximum limits on the reactive generation;

Lagrange multipliers associated with the minimum and

maximum limits on the line flows;

Y.min y.m'" E R =, . ,

~.min ~.mox E R =
':JI '~I

n,min 1t.max E R =, . ,

",.min ",.m", E R =
"t'I ''t'1

Lagrange multiplier associated with the mInimum and

maximum limits on the voltage magnitudes;

Lagrange multiplier associated with the minimum and

maximum Iimits on the shunt compensators;

Lagrange multipliers associated with the minimum and

maximum limits on the active generation;

Lagrange multipliers associated with the minimum and

maximum limits on the transformer tap settings;

Lagrange multipliers associated with the minimum and

maximum limits on the phase shifter angles;

Lagrange multipliers associated with the minimum and

maximum limits on the variable series reactances;

ci(pgj= aai pgi + bbi pgi2 = generation cost function of bus i.

Tt ·
min

Tt·mox E R =, . ,
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A.2 Parameterized Model and Optimality Conditions - Phase 1

A.2.1 Parameterized Model

Let.x = [ôT, yT,b T,pg T,a T,4l,.xl Tf. The Parametric-OPF is formulated from

the model given by (A.2)-(A.12). Ta express the parameterized model we first introduce

a Lagrangian function composed only by the equality constraints (A.3) and (A.4). This

Lagrangian is defined at the initial guess (IO, 0.0, 13°), supposing that the active and

reactive bus load vectors for Phase 1 are pd and qd, respectively:

ob ob ob

r;j! = wl:E C~g~) + w2:E pg~ + w3:E (v? -1 i
iZl l i-l i-l

ob

+ :E cx~[pgjO - pdj- Pj(VO,ôo,ao,<I>°,.xlo)]
i-l

1II/IIfiz
+ :E P~[qdj+ qj(VO,ôo,ao,<I>°,.xlo) - b~(v?)2]

j-l

Then the Parametric-OPF model can be defined as

ob ob ob

Min C = wl:E cj(Pgj) + w2:E pgj + w3:E (Vj _1)2
j-I j-l j-I

(A.l3)

- (1

(A.14)

ob

- ~ :E[(ôj-ô~f + (V;-v?)2 + (bj-b~i + (pgj- P8jO)2]
2 j_1

-~t [(a,-a~f + (<I>/-<I>?)2 + (.xll-.xl~f]}
2 ,-1
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subject ta

pg, - pd, - P,CY, ô.a.cIl,xl) -

CI-e)[pg,O - pd, - P,CVO.ôO,ao,cIl°.xlO)] = 0, i=l,....nb

qd, + q,CV.ô,a.cIl,xl) - b,V? -

Cl-e)[qd, + q,CVO,ôo,ao.cIl°,xl°) - b~CV;»Z]= 0,

qg;m" s q,CY,ô,a,cIl,xl) -b,v? +qdj

- CI-e)!1qg, s qg;-, i=I,•.. ,1UJ81!f Cp:"",,p;-)

(A.15)

(A.16)

(A.17)

pl;m" s pl,CV,ô.a.cIl.xl) - CI-e)!1pl, s pl;-, i =l •...•nl Co:,,",. a;-) (A.18)

v:"'" s V. s v:- i =l ••..•nb (1t:,,",.1t;-) (A.19)
1 1 1

b~ s b. s b~ i =l .....nb ('Ir:""''Ir;-) (A.20)
1 1 J

min mu i =l .....nb (min mu (A.21)pg, s pg, S pg, y, •y, )

min mu i=l,....nl C~:""'. ~;-) (A.22)a, s ai s a,

cil:,,", s cil, s cIl:- i =l .....nl (11:""'.11;-) (A.23)

xl;m" s xl, s xl;- i=l .....nl c.,;:""'•.,;;-) (A.24)
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A.2.2 Optimality Conoitions

For Phase J, the Lagrangian of the parameterized problem is written

lib lib lib

~ = WI~ c,(pg,) + W2~pgl + W3~ (VI-l)2
'-1 '-1 '-1

"'I1lfa
+ ~ Ptlqdl + ql(V.ô.a,~,xl)- b,V: - (1-e)[qdl+q,(YO.ôo.ao.~o.xl°)-blo(~)2J1

1-1

"'l!I'" . ..2 .
+ ~ P:=[qdi+qP~Ô,a,~,xl)-biYI -qg!"",-(l-e)âqdil

'-1

"'llI'!f
+ ~ p:-[qd,+qp~ô,a,cP.xl) -b, v:-qg;"'" - (l - e)âqd,l

'-1
III

+ ~ a~[pli(V.Ô.a,~.xl) - pl;'"" - (l - e)âpl,l
1-1

III

+ ~ a:,,",,[pI,(V.ô.a,~,xl) - pli- - (l - e)âpl,l
'-1

lib lib lib lib

+ ~ lt;""'(V,-v;'"") + L lt:,,",,(Vi-v;""') + ~ 1/1;""'(b,-b;'"") + ~ 1/1:-(b,-b/-)
'-1 1-1 1-1 1-1

lib ob III III

+ ~ ..,;""'(pgl-pg;'"") + L ..,:-(pgl-pg;m") + ~ ~~(al-almiD) + ~ ~;""'(a,-ar''')
'-1 '-1 '-1 '.1

III III III III

+ ~ 'l;""'(~I-~;""') + ~ 'l;"""(cPI-$:-) + ~ "'~(xll-xl;'"") + ~ ",:-(xll-xl;m")
'-1 tal '-1 '-1

(A.25)
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First Order Optimality Conditions ( Kuhn-Tucker Conditions)

A feasible point x' = [(ô ')T, (V')T, (b'l,(pg ')T.(a ')T, (cjl'):r. (xl')Tf (i.e.,

belonging to the set defined by (A.15)-(A.24» that fuifils LICQ, satisfies the necessaIY

conditions for optimaIity if it solves the folIowing system of equations for

u' = [(a: ')T, (~'f, (7tmln'f,(7tIll4X ')T, .... (..mln')T,('tlll4X'ff:

(A.26)

(p~)'[qd, + q,(ô' ,V',a' ,cjl',xl') - bt(vt'f - qg;'"" - (l - e)âqg,l = 0 ._ (A.27)
1- 1,..,nqgnf

(p;-)'[qd, + q,(ô' ,V',a' ,cjl' ,xl') - bt(Yt)2 - qg;"'" - (l - e)âqg,l = 0

min .
(al )'[Pll(ô',V',a',cjl',xl')-plimJn-(l-e)Âplll = 0

(a;au)'[pll(ô"V',a'.cjl',xl') -pl:- -(l-e)Âpljl = 0

i=l,...,nb
(7t:"",,rc Yi' - v;""") = 0

i=l ....,nb
(W;-)'(bj' - b;-) = 0

i=l ....,nl
(~;-)'(a; - a;-) = 0

i = 1,...,nl (A.28)

(A.29)

(A.30)

(A.31)

(A.32)
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• (11:'"")'( 4>; - 4>:'"") = °
(11;""')'( 4>; - 4>;""') = ° i=l,...,nl (A.33)

•

(-t~)'(xl,' -xl:um) = °
i=l,...,nl

(.;""')'(xl; -xl;nu) = °
Where

(p:'""r ~ 0, (a:'""r ~°,(1I:,""r ~ 0, (1Jr:,""r ~ 0,

(y:,""r ~ 0, (~:'""r ~ 0, (11:'"")' ~ 0, (.:'""r ~°

(p;""')' ~ 0, (a;""'r ~ 0, (1I;""'r ~ 0, (1Jr;""'r ~ 0,

(y;""')' ~ 0, (~;""')' ~ 0, (11;""')' ~ 0, (.;""'r ~°
and for V a.:, /3;'.

Second Order Optimality Conditions

(A.34)

(A.35)

(A.36)

A point z' = [x', \J'] satisfies the second order (sufficient) optimality conditions

if , at z = z' the hessian matrix,
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• éP'ii. éP'ii. 0 0 éP'ii. éP'ii. éP'ii.

aÔ2 aÔav aÔaa aôalj> aôaxl

éP'ii. éP'ii. éP'ii. 0 éP'ii. éP'ii. éP'ii.--
avaÔ av2 aVab avaa avalj> avaxl

0 éP'ii. éP'ii. 0 0 0 0
abav ab2

H= 0 0 0 éP'ii. 0 0 0 (A.37)--apg2

éP'ii. éP'ii. 0 0 éP'ii. éP'ii. éP'ii.--aaaô aaav aa2 aaalj> aaaxl

éP'ii. éP'ii. 0 0 éP'ii. éP'ii. éP'ii.

alj>aô alj>av alj>aa alj>2 alj>axl

éP'ii. éP'ii. 0 0 éP'ii. éP'ii. éP'ii.

axlaô axlav axlaa axlalj> axl2

is positive definite on the null space of the jacobian J defined as

_ap ap
0 Id ap ap ap-- -- -- --

aô av aa alj> axl
aqg aqg aqg

0
aqg aqg aqK

aô av ab au alj> axl
(A.38)J= aqN. aqN. aqN. aqN. aqN. aqN.__a • • 0 • • •

aô av ab aa alj> axl
aplN. ap1N. aplN. aplN. aplN.• • 0 0 • • •
aô av aa alj> axl

where the index K stands for the set of buses with fixed reactive injection, No stands for

the set of active inequalities associated with Lagrange multipliers different from 0 ( for

q(.) this includes ail buses with generation at the limit ) and Id is the identity matrix.

Therefore, a point z·=(x·, u") satisfies the second order optimality conditions if,

for y '1' 0 such that
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we have

Jy = 0 (A.39)

(A.40)

A.3 Parameterized Model and Optimality Conditions - Phase Il

A.3.1 Parameterized Model

During Phase II the system load is supposed to vary linearly with e. For the load

tracking, the optimal solution corresponding to a specifie load level dO is used as the

initial solution to track the load variation until the next level dO+.1.do. Since the initial

solution is an optimal solution, it is not necessary to parameterize the objective function.

However, to improve the convergence of the Newton method, the parameterized quadratic

terrn is kept also during the load tracking. Since the parameterization affects the load, ail

constraints of power balance on the buses of the system need to be parameterized (this

includes the power balance constraints on the load buses and the limits on the reactive

generation). The active power flow limits, since they do not depend directly on the bus

loads, are not parameterized.

Supposing that the vectors of real and reactive load associated with the initial

solution XO are pdo and qdO, respectively, the Parametric-OPF for Phase II is defined
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lib lib lib

Min C = wILcj(Pgj) + w2LPgj + w3L(Vj-l)2
i-1 i-l j-l

+ (1 - e){ W Ê[(Ôi - Ô~)2 + (Vj - v?t + (bi -b?)2 + (pgj -pg?t]
2 i-I

+ W
2
t [(aj -a?i + (cl>j -cl>~i + (xlj -xl?i]}
."1

subject to

(A.41)

(nAD Dpgi - \Y"i +el1pdi ) - Pj(V,ô,a,cl>,xl) = 0, i=I,...,nb (cti ) (A.42)

qd?+el1qd? + qj(Y,ô,a,cl>,xl) - bjV; = 0, i=I,...,nqgfix (P;l (A.43)

qg;am ,; qi(Y,ô,a,cl>,xl) - biV; +

qd? +eâqdjD ,; qg;=, i=I, ...,nqgnj (p;m",p:-)

pl;am ,; pli(Y' ô,a,cl>,xl) ,; pl;=, i =1,..•,nl (a;m", 0:-)

(A.44)

(A.45)

v:'"" ,; Vi ,; v:- i = 1,...,nb min mu
(1ti , 1ti )

(
min muVi ,Vi )

(A.46)

(A.47)

min mu i =1,...,nb (y:,"", y:-)pgi ,; pgj ,; pgj

min mu i =1,...,nl (~:m",~;-)ai ,; ai ,; ai

cl>:m" ,; cl>i ,; cl>:- i=I,...,nl min mu('li , 'lj )

xl;mn ,; xlj ,; xl;= i=I,...,nl min mu('Ci , 'Ci )

(A.4S)

(A.49)

(A.50)

(A.51)
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A.3.2 Optimality Conditions

The Lagrangian of the parameterized problem is written

lib lib lib

lii = wlE c,{pgl) + w2Epgl + w3E (VI-Ir
1,1 1-1 1-1

+ (1-e){~f[(ôl-Ô~)2+ ... +(Pgl-pgIO)2] + WE[(al -a?)2+"'+(XII -XI?)2]}
2 1<1 2 1'1

lib

+ E atipSI- (pdlo+efJ.pd~)-pp~ô,a,4>,.tl)1
1-1

N/1ifil< 0 0 2
+ E ~t1 qdl + efJ.qdl + qtO~ô,a,4>,xl) - blVII

1'1

"'I8'rf
+ E p7""[qd~ +efJ.qd~ +ql(V,ô,a,4>,xI) -bY~ -qg:""'l

1-1

"'I8'rf
+ E p~[qd~+efJ.q~+ql(V,ô,a,4>,xl)-b/V;-qg;-l

1-1

~ ~

+ E o;""'[pII(V,ô,a,4>,xl) - pl:""'l + E o;""[Plj(V,ô,a,4>,xl) - pl;-l
M I~

lib lib lib lib

+ E 1t;""'(~- V!""') + E 1t;""(VI - v;""') + E 1f17""(bl -b;nm) + E 1f1;""(bl -bt'ax)
'-1 '-1 '-1 1-1

lib lib ~ ~

+ E .,;""'(PSI-PS;nm) + E .,;""(PS/-PS;-) + :E ~7""(aj-a;nm) + E ~;""(al-a;-)
'~1 '-1 1-1 '-1

First Order Optimality Conditions (Kuhn-Tucker Conditions)

(A.52)

For Phase II, a feasible pointx' = [(ô 'l,(V')T,(b')T,(pg 'l, (a 'l,(cj)')T,(xl'lf

(i.e., belonging to the set defined by (A.42)-(A.51» that fulfils LICQ, satisfies the

necessary conditions for optimality if it solves the following system of equations for

u' = [(U')T,(p')T,(~mln')T,(~mu'l, ... ,('tmln'l,('tmu')Tf:
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(A.53)

•

(p:""'nqd/O + el1qd,O + q/(ô",v' .0'.cI>'.xl') -b;(v,'i -qg;""'l = 0

(p;"'j'[qd,O + eI1 qd,O + q/(ô "V'.O'.cI>' .xl') - b;(V,')2 - qg:-l = 0

(o:m"r[Plj(ô',V',a',cIl',xl') -plimln] = 0

(O;UUr[Plj(ô"V'.a"cIl',xl') -pl;=] = 0

(11;'"'1' (V/ - v;""') = 0
i = 1,•••,nb

(ll;uur (Yi' - v;-) = 0

i=l,...•nb
(1J1;uunbj ' - b;=) = 0

i = l ....nqgnf

i=l,...,nl

(A.54)

(A.55)

(A.56)

(A.57)

(A.58)

(ç:m"na/ - a;m") = 0

(ç;UUnaj' - a;=) = 0
i=l,...,nl (A.59)

(A.60)

(~;m')'(xlj' -xl;m") = 0

(~~'(xl/ -xl;=) = 0
i=l .....nl (A.61)
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Where

(p;"iI')* ,; 0, (o~r ,;°,(1t~r ,; 0, (1jr~r ,; 0,

(y~)' ,; 0, (~~r ,; 0, (T)~r ,; 0, (t;'""r ,;°
(p;""'r ~ 0, (o;""'r ~ 0, (1t;""'r ~ 0, (1jr;""')' ~ 0,

(y;-Ur ~ 0, (~;-Ur ~ 0, (T);-Ur ~ 0, (,;-Ur ~°
and for 'ri ai" 13:.

Second Order Optimality Conditions

(A.62)

(A.63)

•
The second order optimality conditions represented by equations (A.37)-(A.40) are

also valid here. Since the parameterized quadratic term existing in the objective function

is the same for both models, the expression of the hessian H and of the jacobian J are the

same for both Phase 1 and Phase II. The main difference between the two models appears

on the first order optimality conditions. These differences become clear if we derive the

expressions existing in equations (A.26) and (A.53).

A.3 Derivatives of the Lagrangians of Phase 1 and Phase Il

The differences between the expressions of equation (A.26) and (A.53) are due to

the parameterized term !inear in x that appear in the objective function during Phase I.

The expressions of the derivatives shown below are also valid for Phase II if the terms

in 'il: are disregarded.

A.3.1 First Order Derivatives

For Phase 1, the first order derivatives existing on the optimality conditions

(equatioll (A.l4» are:
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1II/8nf min aq. 1II/8nf mu aq.
+ L PI -' (V.ô.a.~.xl) + L Pi -' (V.ô.a.~.xl)

i-I aÔk 1"1 aÔk

~ min ap11 ~ mu ap11
+ ~ ai aô (V,ô.a.~.xl) + ~ al aô (V.ô.a.~.xl)

,-1 k 1-1 k

(A.64)

(A.65)

. (A.66)
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•

(A.67)

(A.68)

(A.69)
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(A.70)

A.3.2 Second Order Derivatives:

The second order derivatives appearing in (A.37) for both Phase 1 and Phase n
are:

&'ii _ d' (2 ) ~ &[cxJ'~V,ô,a,cll,xl)] ~ &[p/ql(Y,ô,a,cll,xl)]
-- - lag w3 - ~ + ~
avkYi /-1 avkYi 1-1 avkv,

+ r &[p:",",ql(Y,ô,a,cll,.:d)] + r &[p:"",,ql(Y,ô,a,cll,xl)]

1-1 avkv, /-1 avkv, (A.71)

-t &[O~pli(V,ô,a,cll,xl)] + t a[o:"",,p11(Y,ô,a,cll,xl)]

1-1 avkYi 1-1 avkvi

- diag(2'Pk'bk) - diag(2.p't'.bk) - diag(2.pr".bk) + (1 -e)w
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• &5i. = _ i: &[œJ'j(V,ô,a,c/l,xl)] + E &[13 jqj(V,ô,a,c/l,xl)]

aÔtÔ, /-1 aÔtÔ, /-1 aÔtÔ,

+ "f &[p:,""qj(V,ô,a,c/l,xl)] + E &[p:"""qp~ô,a,c/l,xl)]

j-1 aÔtÔ, j-1 aÔtÔ, (A.72)

+ t &[a~plj(Y,ô,a,c/l,xl)]

j=1 aôtô,

+(l-e)w

+ t &[a:"""plj(V,ô,a,c/l,xl)]

j-1 aôtô,

•

&5i. = _ Ë&[œJ'j(V,ô,a,c/l,xl)] + E &[13/qj(V,ô,a,c/l,xl)]

avtô, j-1 avtô, j-1 avkô,
+ "f &[p:,""qj(Y,ô,a,c/l,xl)] + E &[p:"""qj(V,ô,a,c/l,xl)]

j=1 avtô, /-1 avtô,
+ t &[a~plj(Y,ô,a,c/l,xl)] + t &[a:"""plj(V,ô,a,c/l,xl)]

j=1 avtô, j-1 avtô,

(A.73)

(A.74)

(A.75)

(A.76)
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= - 'É &[a:J'I(V,ô,a,41,xl)] + 'f &[Plql(V,ô,a,41,xl)]

1-1 oaka, 1-1 oaka,

+ E &[p;m"'ql(V,ô,a,41,.:d)] + r &[p;"""ql(V, ô,a,4l,xl)]

1-1 oaka, 1-1 oaka, (A.77)

+ t &[o;m"'p11(V,ô,a,41,xl)]

1-1 oaka,

+(l-e)w

+ t &[o;"""p11(V,ô,a,<I>,xl)]

'-1 oaka,

•

&g = - 'É &[a:IPI(V,ô,a,<I>,xl)] +E &[Plql(V,ô,a,<I>,xl)]

oakV, 1-1 oakV, 1-1 oakV,

+ E&[p;m"'ql(V,ô,a,<I>,xl)] + r &[p;"""ql(V,ô,a,41,xl)]

j-1 oakV, j-1 oakV,

+ t &[o;m"'P1,(V,ô,a,<I>,xl)] + t &[o;"""p11(V,ô,a,<I>,xl)]

j-1 oakV, 1-1 oakV,

(A.78)

= - 'É &[œJ'I(V,ô,a,<I>,xl)] + E&[Plql(V,ô,a,41,xl)]

'-1 oak ô, 1-1 oakô,

+ E &[p;m"'q,(V,ô,a,<I>,xl)] + r &[p;"""ql(V,ô,a,<I>,xl)]

1-1 oakô, 1-1 oakô,
(A.79)

+ t &[o;m"'P11(V,ô,a,<I>,xl)]

1-1 oakô,

+ t &[o;"""plj(V,ô,a,<I>,xl)]

1-1 oakô,
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• éP'ii. = -:Ë éP[œJ'l( I,ô,a,cjl,xl)) + E éP[~lqp';ô,a,cjl,xl)]

8cjltcjl/ 1-1 8cjltcjl/ ;-1 8cjltcjl/

+ EéP[p;mnqp';ô,a,cjl,xl)] + E éP[p~qp';ô,a,cjl,xl)]

;-1 ?cjltcjl/ 1-1 8cjltcjl/

+ t éP[a;mnpl;(V,ô,a,cjl,xl)] + t OZ[a~pl;(V,ô,a,cjl,xl)]

1-1 8cjltcjl/ 1-1 8cjltcjl/

+(l-e)w

(A.80)

éP'ii. = -:Ë éP[œJ'I(V,ô,a,cjl,xl)] + E éP[~jql(V,ô,a,cjl,xl)]

8cjltV/ ;-1 8cjltV, ;-1 8cjltV/

+ EéP[p;mnq;(V,ô,a,cjl,xl)] + E éP[p~ql(V,ô,a,cjl,xl)) (A.8t)

1-1 8cjltV, 1-1 8cjltV/

+ t OZ[a;mnpl;(V,ô,a,4>,xl)) + t éP[a~pll(V,ô,a,cjl,xl)]

;-1 8cjltV/ ;-1 8cjltV,

éP'ii. = -:Ë OZ[œJ'I(v,ô,a,cjl,xl)] + E éP[~;ql(V,ô,a,cjl,xl)]

8cjltô/ 1-1 84>tô/ ;-1 8cjltô/

+ EéP[p;mnql(V,ô,a,cjl,xl)] + E éP[p~q,(V,ô,a,cjl,xl)] (A.82)

1-1 8cjltô/ 1-1 8cjltô/

+ t OZ [a;mnpll( V, ô,a,cjl,xl)] + t OZ[a~pll( V, ô,a,cjl,xl)]

1-1 8cjltô/ 1-1 8cjltô/
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• = - É a'l[œïPP'~ô,a,41,.t/)] + E a'l[~/q/(Y,ô,a,41,xl)]

1-1 a41kal /-1 a41kal

+ E a'l[p;wnql(Y,ô,a,41,xl)] + E a'l[p~qj(Y,ô,a,41,xl)]

/-1 a41kal /-1 a41kal

+ t a'l[a;wnp11(Y,ô,a,41,.t/)] + t a'l[o~plj(V,ô,a,41,.t/)]

/-1 a41kal /-1 a41kal

(A.83)

a'l'iJ. = _ Éa'l[ClïPj(Y,Ô,a,41,.t/)] + E a'l[~jqj(Y,ô,a,41,.t/)]

axlkVI /-1 axlkVi /-1 a.t/kVI

+ E a'l[p;wnq/(Y,ô,a,41,xl)] + E a'l[p~ql(V,ô,a,41,xl)] (A.84)

/-1 a.t/kVi j-1 axlkVI

+ t a'l[o;""'P11(Y,ô,a,41,.t/)] + t a'l[o~plj(Y,ô,a,4l,.t/)]

j-1 axlkVi /-1 a.t/kVI

a'l'iJ. = _ Ëa'l[œïP/(V,ô,a,4l,xl)] +E a'l[~jqj(V,ô,a,4l,.t/)]

axlkôl /-1 axlkôl j-1 a.t/kÔI

+ E a'l[p;wnqj(Y,ô,a,4l,xl)] + E a'l[p~qj(Y,ô,a,4l,xl)] (A.85)

j-1 a.t/kÔI j-1 a.t/kÔI

+ t a'l[o;wnplj(Y,ô,a,4l,.t/)] + É a'l[o~plj(V,ô,a,4l,.t/)]

/-1 axlkôl j-l axlkôl

= - Ëa'l[ClïPj(Y,ô,a,4l,xl)] + E a'l[~lql(V,ô,a,4l,xl)]

j-1 axlkal j-l a.t/kal

+ E a'l[p:,""qj(V,ô,a,4l,xl)] + E a'l[pf""qj(Y,ô,a,4l,xl)]

j-1 a.t/kal 1-1 a.t/kal

+ t a'l[o;""'plj(V,ô,a,4l,xl)] + t a'l[a~plj(V,ô,a,4l,.t/)]

1-1 a.t/kal 1-1 a.t/kal

(A.86)
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j=1 axlkcPl
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+ E OZ[~jqj(v,ô,a,cP,xl)l

j-l axlkcPl

+ r OZ[p:,""qj(v,ô,a,cP,.d») + E OZ[p;""'qj(v,ô,Q,cP,xl)] (A.87)

j-l axlkcPl j=1 axlkcPl

+ EOZ[a;mnplj(V,ô,a,cP,xl)] + EOZ[a;""'plj(V,ô,a,cP,xl)]

j=1 axlkcPl j-l axlk<l>l

•

OZ'J. = _ Î; OZ[œJ'j(V,ô,a,<I>,xl)] + E OZ[~jqj(v,ô,a,<I>,xl)]

ax1e.t'l j-l aX1cxll j=1 axle.t'l

+ r OZ [p:,""qj(v, ô,a,<I>,xl)] + E cJ2[p;""'qj(V,ô,a,<I>,xl)]

j-l ax1rll j=1 ax1cxll

+ EOZ[a;mnplj(V,ô,a,<I>,xl)] + EOZ[a;""'plj(V,ô,a,<I>,xl)]

j=1 axle.t'l j=1 ax1e.t1l

+(l-e)w

The remaining second arder derivatives are zero.

(A.88)
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APPENDIX B

MATRIX FORMULATION AND DERIVATIVES

B.I Power Injections and Power Flows in Matrix Form

The current on the line between two busses k and l, with voltages VC~ and VCI>

of a system (Figure B.I) is given by

Figure B.I-Line current.

(B.I)

where

232
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• VCk = Vk·expU.Ôk)

VCZ = Yz.expU. ÔZ)

For this line, the complex power flow is, thus, represented by

C* 1* * * . 1 * silS.z = VCk.J kZ = VCk·y kZ'( VC. - VCz ) - J'2VC••VCk .bkZ

(B.Z)

(B.3)

•

If an ideal transformer is connected between busses k and 1 (Figure A,2), the

current starting at each bus will be

V<; 1: t VC1

k~ ~Ë'---<:==--->_---J=r 1
IC

ki
y1kl IC

Ik

Figure B.Z- Transformer current.

ICkZ = 1tkz I
2 .y1kz·VCk - tk~.ylkz'VCz

le" = - tkz.y1kl'VCk + y1kl'VCz

where

(B.4)
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(B.5)

Since ICkI is different from IC]):, only one is chosen to be monitored during the

solution of the problem. Here, the current ICkI was chosen. The power flow through this

transformer will then be

....
ICt

Figure B.3- Bus current injection.

The current injection at a bus k (Figure B.3) is given by

ob ob

ICk = VCk'(Yk + L ylk..) + L (- ylk..)·VC..
"'-1,.1JI1: "'-1,1II1JI1:

(B.7)

Using (B.7) a expression for the vector of current injections le and an expression

for the vector of complex power injections S can be derived. To represent the complex

power injection in matrix form, let us first define the admittance matrix Y as
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k 1

k E Wk.. 1
2 .y1k.. + j.!.. b:~) - t;l·y1kl

..eC, 2 (B.8)
Y=

-tlk·y1lk E (y1lm . 1 bsh)
1 + J.-. lm

MEOI
2

where ~ and !>-t are the sets of all busses connected to bus k and 1(excluding bus k and

1), respectively.

Using Y, and defining VC as the vector of complex bus voltages, the vector of

complex power injections is given by

S = VC.diag(lC') = VC.diag(Y'.VC') = diag(VC).Y'.vC· (B.9)

where

VC = diag(V).expU.ô) = diag(expU.ô».V (B.I0)

and where V and li are the vectors of voltage magnitudes and angles, respectively.

To represent the complex power flows on lines or transformers in matrix form,

first we define the bus-line incidence matrix A, the "starting bus-line" incidence matrix

Ar and the "ending bus-line" incidence matrix At respectively, as
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1
1 if i = ifromU)

A = [Aij] where A jj • -1 if i = itoU)

o otherwise

where At.. = { 1
IJ 0

if i = ifromU)

otherw"ise

if i = itoU)

otherwise

(8.11)

Let b'h be the vector of line shunt reactances, YI the vector of lines and

transformers series admittances and t the vector of complex transformer ratios. Using

matrices Af and At, the complex power flows through lines are expressed

SI = diag(AfT.vC).diag(Yl').diag[Af-Atf.vc'

- j.~ .diag(AfT.VC).diag(bsh)(AfT. VC ')

Whereas the power flow trough transformers are

SI = diag(AfT.VC).diag(Yl').diag(t).[Aj.diag(t') -Atf.vc'

where

t = diag(a).expU.<!» = diag(expU.<!»).a

(8.12)

(8.13)

(8.14)

with a and <P being the vectors of transformer tap settings and phase shifter angles.

Since the second term of equation (8.12) affects only the reactive power, the

active power flows both through lines (with t=1) and transformers are represented in

matrix form as
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pl = real {diag(AfT.VC).diag(Yl').diag(t)[Af.diag(t ') -At]T.VC ') (B.15)

If, in equation (B.S), the transformer ratios tk, are ail equal to l, Y is a symmetric

matrix and can be expressed in terms of the bus-line incidence matrix A:

y = A.diag (Yl).A T + ~.diag(j.abs(A).b'h) (B.16)

When the transformer ratios are complex, Y is no longer symmetric. Nevertheless,

it can still be represented as a matrix multiplication of the form

y = [Af.diag(t·) -At].diag(Yl).[Af.diag(t) -Atf + ~.diagu.abS(A).b·h) (B.17)

Equation (B.17) can substitute Y in equation (B.9), glVlng an "extended"

expression for the complex power injections:

or

S = diag(VC).{[Af.diag(t·) -At].diag(Yl).[Af.diag(t) -At]T

+ .!..diagU.abs(A).b·h))' .VC'
Z

S = diag(VC).{[Af.diag(t) -At].diag(Yl·).[Af.diag(t·) -At]T

- .!.diagU.abs(A).b sh )) .VC'
"..

(B.18)

(B.19)

This equation will be useful when obtaining the derivatives of S with respect to the

transformer ratios and series reactances.
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B.2 Derivatives of the Expressions of Complex Power Injection

B.2.1 First Order Derivative of 5

The vector of complex power injections, 5, can be represented concisely in terms

of the system admittance matrix and the vector complex voltages. This representation is

used here to obtain the first and second derivatives of 5 with respect to the voltage

magnitudes and angles. However, the derivatives of 5 with respect to the transformer taps,

phase shifter angles and series reactance can be obtained in a matrix form only by using

the "extended" expression for 5 of equation (B.19).

The reai and imaginary parts of the derivatives of 5 with respect to the decision

variables are the expressions of the derivatives of the active and reactive injections

appearing in the optimaiity conditions of the problem.

The derivatives of the complex voltage vector with respect to its magnitudes and

angles are, respectively,

avc = diag(expU ô»
av •

avc = j.diag(VC)
aô

(B.20)

(B.21)

Thus, the first derivative of the complex power vector with respect to the voltage

magnitude vector is expressed as

or

~~ = diag(VC).Y" a~~* + diag(Y*.VC*). a:; (8.22)
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• ~~ = diag (VC). Y'. diag (exp ( -j. Ô»

+ diag(Y'. VC ').diag(expU.Ô»

(B.23)

In the same way, the first derivative of the complex power injection veclor with

respect with the voltage angles vector is given by

~~ = j.[diag(Y'. VC').diag(VC) - diag(VC).Y'.diag(VC')] (B.24)

The derivatives of t with respect to the transformer tap settings and phase shifter

angles are, respectively,

and

Then, from (B.19),

~ = diag(exp(j.4»)aa

~ = j.diag(t)
a4>

(B.25)

(B.26)

as = diag(VC) •.2.. {[Af,diag(t) -At].diag(Yl)'.[Af,diag(t') -At]T.VC'} (B.27)aa aa

or

as = diag(VC).{Af,diag(Yl')[diag(AfTVC').diag(2.a)aa
- diag(At T.VC').diag(expU.4>))]

- At.diag(Yl').diag(AfT.VC').diag(exp( -j.4»)}

And, in the same way.

(B.28)
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as = diag( VC).~ ([AJ,diag(t) - At].diag(Yl').[AJ,diag(t ') - At]T.VC '} (B.29)
a<l> a<l>

or

as = j.diag(VC).[At.diag(Yl')diag(AP. VC').diag(t')a<l> (D.30)

- AJ,diag(Yl').diag(AtT.VC').diag(t)]

The conjugate series admittance of a !ine kl of the network, yl'." is

Jl~ = (B.31)

where rl i and Xli are the resistance and series reactance of line i. Thus, the derivative of

yI' will be

ayl~ 2.rllrJ.xlkJ
-- =-
axllrJ (rl~ + xl~)2

(B.32)

And the derivative of S with respect to xl will be

aS
l

= diag( VC).[AJ,diag(t) - At].
ax

diag ([diag(t').AfT - At T] .vC' }.diaJ aYl')
~ axl

B.2.2 Second Order Derivative of S

(B.33)

Since the first derivatives are matrices, the second derivatives would be tensors.

To facilitate their expressions, these derivatives are obtained in terms of an arbitrary
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• multiplicative vector k. Following the same steps as above we have

éf(ST.k) = ~ {[diag(VC).Y·.diag(exp( -j.ô»
av2 av (B.34)

+ diag(Y·. V·).diag (expU. ô»f.k}

or

éf(S T.k) = diag (exp( _j. Ô».(Y')T.diag(expU. ô».diag(k)aYZ (B.35)

+ diag(k).diag(expU.ô».Y·.diag(exp( -j.ô»

In the same way,

éf(ST.k) = ~{j.[diag(Y'.VC).diag(VC) - diag(VC).Y·.diag(VC·)f.k} (B.36)
aô2 aô

• or

éf(S T.k) = _ diag(Y·. VC ·).diag( VC).diag(k)
aô2

+ diag(k).diag(VC).Y'.diag(VC·) (B.37)

+ diag(VC·).(y·)T.diag( VC).diag(k)

- diag[(Y·l.diag(VC).k].diag(VC")

And

éf(ST.k) = ~{j [diag(Y'.VC').diag(VC) - diag(VC).Y".diag(vc·)fk} (B.38)
aôav av'

or
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• éfL(ST.k) = j.diag(Y' .VC').diag(exp(j.Ô».diag(k)
aÔav

+ j.diag(k).diag(VC).Y' .diag(exp ( -j.Ô»

- j.diag( VC ').(Y'f.diag(exp(j.Ô ».diag(k)

- j.diag [(Y' f.diag( VC).k] .diag(exp ( -j.Ô»

(B.39)

To obtain the second derivative of S with respect to V and a, we first substitute

y from equation (B.17) in equation (B.23). The second derivative is then represented

• or

éfL(ST.k) =.i.{ {diag(VC).[Af,diag(t) -At].diag(Yl')
avaa aa

. [Af.diag(t') -At]Tdiag (exp( -j.ô» + diag{[Af,diag(t) -At]

.diag(Yl').[Af,diag(t') -Atf.VC' }.diag(exp(j.ô»}Tk}

éfL(S T.k) .1:_ ( (' .. »
avaa = .....g exp -J.u

. {[Af,diag(2.a) - At.diag (exp(j.cIl))].diag [AfT.diag(k).VC]

+Af.diag(exp( -j.cIl». diag [At T.diag(k).VC] }.diag(Yl')

+ diag (exp(j. ô ».diag(k). {[Af,diag(2.a) -At. diag (exp( -j.cIl»]
.diag(AfT.VC')-Af.diag(exp( -j.cIl».diag(At T•VC') }.diag(Yl')

(B.40)

(B.4I)

Following the same steps, the second derivative of S with respect to V and cP is

&(ST.k) ='dia (exp(-'ô»avacll J. g "}•

•[4f.diag(t') -At.diag(t)].diag(Yl').diag[AfT.diag(k). VC] (B.42)

- j.diag(exp(j. ô».diag(k).Af,diag(At T. VC ').diag(t).diag(Yl')

+ j.diag(cxp(j. Ô».diag(k) .At.diag(AfT. VC').diag(t').diag(Yl')
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Substituting (B.17) into equation (B.24), the first derivative of S with respect to

li can be used to obtain the expression of the second derivative of S with respect to 15 and

a:

&(:;.k) =~{{ -j.diag(VC).{[Af.diag(t') -At].diag(Yl')
a a aa

.[Af.diag(t) -At]TI'.diag(VC') + diag{ ([Af.diag(t') -At]

.diag(Yl').[Af.diag(t) - At]T. VC }'}.diag(VC)} Tk}

Giving

&(ST.k) =

aôaa

- j.diag (VC ') {[Aj.diag(2.a) -At. diag(exp U.q, »].diag[Ar.diag(k).vC]

- Af.diag (exp ( -j.q,».diag [At T.diag(k) .vC] }.diag(Yl')

+ j. diag( VC).diag(k).{ [Aj.diag(2.a) - At.diag(exp ( -.j.q,))].diag (Ar. VC ')

- Aj.diag(expU.q,».diag(At T.VC ')}.diag(Yl')

(B.43)

(B.44)

In the same way, the second derivative of S with respect to li and ~ can be

obtained by substituting (B.l7) into (B.24) and deriving for ~:

{diag(VC).{Af.diag[AtT.diag(k). VC].diag(t')

- At.diag [AfT. diag (k). VC].diag(t)}

+ diag( VC). diag (k). {Af. diag (At T. VC ').diag(t)

- At.diag (AfT. VC ').diag(t') }}.diag(Yl')

(B.45)

Finally, the second derivatives of S with respect to a, ~ and a & ~ can be obtained

directly from the first derivatives (equations (B.28) and (B.30»:
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(8.46)

diag(2).diag(AfT. VC *).diag(YZ *). diag [AjT. diag(k). VC]

and

o Tkéf'a(S . ) =j.diag (AfT. VC*).diag(YZ*).diag[AtT.diag(k). VC].aacjl
diag (exp ( -j.cjl» - diag(At T, VC *).diag(YZ*).

diag[AtT.diag(k). VC].diag(expU·cjl»

&(S T.k) =diag(At T. VC *).diag(YZ*).diag[AfT,diag(k). VC].acjl2
diag(t) + diag(AfT, VC*).diag(YZ*).

diag [At T.diag(k). VC].diag(t *)

(8.47)

(B.4S)

The second derivatives of S with respect to xl and V, li, a and cjl can be obtained

from (B.33). Then, for V,

or

~~;.:) = aa
V

{{diag(VC).[Af,diag(t) -At].

diag {[diag(t *).AjT -AtT].VC*}.diaAaa~*)rk)

(B.49)

&a~;:) =diag( aa~; ).{diagHdiag(t*).AjT -AtT]. VC*}.

[diag(t).AjT - At 7].diag(k).diag(expU. /l» (B.50)

+ diag{[diag(t).AfT -AtT].diag(k).VC}.

[diag(t*).AfT - AtT].diag(exp(-j. /l))}
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For 5,

éP'(S T.k) = j.diag( ayz'). {diag ([diag(t').AfT _At T]. VC' J.
axlaô axl

[diag(t).AfT -At7).diag(k).diag(VC) (B.Sl)

- diag ([diag(t).AfT - AtT].diag(k). VC}.

[diag(t').AfT -AtT].diag(VC')}

•
And for cP,

éP'(ST.k) = diag(aYZ').{diag{[diag(t,).AfT -AtT].VC'}.
axlaa axl

diag [AfT. diag(k). VC].diag( expU.cIl»)
+ diag{[diag(t).AfT -AtT].diag(k).VC}.

diag(AfT. VC ').diag(exp(-.j.cIl))}

(B.S2)

éP'(S T.k) = j.diag( ayz').{ diag {[diag(t').AfT _At T]. VC'}.
axlacll axl

diag[AfT.diag(k).VC].diag(t) (B.S3)

- diag{[diag(t).AfT-AtT].diag(k). VC}.

diag(AfT. VC').diag(t')}

The second derivative of S with respect to xl is a function of the second derivative

of y" with respect to xl. From (B.32) we have
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(8.54)

And, from (B.33),

éf(ST.k) = diag{[diag(t').AfT -At T]. VC'}.
ax/2

diag {[diag(t).AP - At T].diag(k). VC}.( éf(Yl'»)
ax/ 2

(B.55)

•
B.3 Derivatives of the Power Flows

The active power flows through lines or transformers can be represented by the

generaI expression (B.l5). To obtain the expression of the derivatives, first we define

SIl = diag(AfT. VC}.diag(Yl').diag(t).[diag(t').AfT -At T]. VC' (B.56)

The reaI part of t'le derivatives of SI, with respect te the state variables are the

expressions needed to compute the optimaIity conditions for the real power flows.

B.3.1 First Order Derivatives of the Power Flows

The first derivatives of SIl are:
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aSll =

av
diag(AfT. VC).diag(Yl').diag(t). [diag(t').AfT - AtT].diag(exp(- j. a»

+ dLg(Yl').diag(t).diag ([diag(t').AfT - At T]. VC' }.AfT.diag(expU. a»

(B.57)

•

aSlaa l
= - j.diag (AfT. VC).diag(Yl').diag(t).[diag(t').AjT -At T].diag(VC ') (B.58)

+ j.diag(Yl').diag(t).diag{[diag(t').AfT-At T]. VC' }.AfT.diag(VC)

aSl
_1 = diag(AfT.VC).diag(Yl').diag(AfT. VC').diag(2.a)
aa (B.59)

-diag(AfT. VC).diag(Yl').diag(At T. VC ').diag(expU.4»)

•

aSl
a4>1 = -j.diag(AfT. VC).diag(Yl').diag(At T. VC ').diag(t)

and

aSl
_1 = diag(AfT. VC).
axl

diag(t).diag ([diag(t').AfT - At T] vc ,}.diag ( aYl')
axl

which is a function of (B.32).

(B.60)

(8.61)
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8.3.2 Second Order Derivatives of the Power Flows

The second derivatives of SI, are:

éP(Sltk)
-'-:"a"":y2:"""':" = diag(exp( -j.ô». [Af.diag(t ') - At].diag(t).

diag(Yl').diag(k).AP.diag(expU. ô» + diag(expU.ô ».Af.

diag(k).diag(Yl ').diag(t). [diag(t ').AfT -At T]. diag(exp( -j. ô»

(8.62)

éP(SIT. k )
-.-:......:1:.......:.. = diag(VC').[Af.diag(t') -At].diag(t).

ali2

diag(Yl').diag(k).AP.diag(VC)- diag{[Af.diag(t') -At]. (8.63)

diag(t).diag(Yl').diag(AfT. VC).k}.diag(VC') + diag(VC).

Af.diag(k). diag(Yl'). diag(t). [diag(t').AfT - AtT]. diag( VC ')

- diag {Af. diag(k). diag( Yl'). diag(t)[diag(t ').AfT - At T] •VC ' }.diag( VC)

éP(Sltk) =_ j.diag(VC '). [Af.diag(t') - At].
aôav

diag(t).diag(Yl').diag(k).AfT.diag(expU. ô»
- j.diag{ [Af.diag(t') -At].diag(t).diag(Yl').

diag(AfT.VC).k}.diag(exp(-j.ô» + j.diag(VC).

Af.diag(k).diag(Yl').diag(t). [diag(t ').AfT - At T].

diag(exp( -j. Ô»+ J,diag {Af.diag(k).diag(Yl').diag(t).

[diag(t').AfT - At T]. VC' }.diag(expU. ô»

(8.64)



MATRlX FORMULATION AND DERIVATIVES 249

(8.65)

diag(2). diag (AjT. Vc-).diag(fl').diag(AjT. VC).CÜiJg(k)

éf(srt,k) = diag (2. a).diag (AfT. VC ').diag(fl ').diag (k).AfT.diag (expU. ô»
aaav

+ diag(2.a).diag(fl').diag(k).diag(AjT. VC).AjT.diag(exp( _j. Ô»(8.66)

- diag (expU. 4»).diag (At T. VC').diag(fl').diag(k).AfT.diag(expU. ô»
- diag (expU. 4> ».diag(fl').diag(k).diag(AfT. VC).At T. diag (exp ( -j. ô»

&~:~T~k) = j.diag (2. a). diag (AfT. VC').diag(fl').diag(k).Af~diag(VC)

- j.diag(2.a).diag(fl').diag(k).diag(AfT. VC).AjT.diag(VC') (8.67)

- j.diag (expU. 4>».diag (At T. VC' ).diag(fl').diag(k).diag(k).AfT.diag( VC)

+ j.diag (expU. 4> ».diag(fl').diag(k).adiag(AfT. VC).At T.diag(VC')

& (Srt.k) T
---'-:-- = diag(AfT. VC).diag(fl').diag(At . VC').diag(k).diag(t)

a4>2

&(Srt.k)
=

a4>av
-j.diag(t). diag (At T. VC ').diag(fl').diag(k).AfT.diag(expU. ô»
-j.diag(t).diag(fl*).diag(k).diag(AfT. VC).At T.diag (exp ( -j. ô»

(8.68)

(8.69)
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•

•

éJ?(SI T k)
--:.,.....;l:......·~ =diag(t).diag(At T. VC").diag(Yl").diag(k).

éJcIl·éJ.ll

AfT.diag(VC)- j.diag(t).diag(Yl").diag(k).

diag (AfT. VC ").At T. diag( VC")

éf~=~:k) = -j.diag(AfT.VC).diag(Yl").

diag(At T. VC ").diag(k).diag(expü.cIl»

éf(SIT.k )
--..:......;éJl~l~ = diag (exp ( -.ô».[Af~diag(t") -At].

éJV x

diag(t).diag(AfT. VC).diag(k).diag( éJéJ~" )

+ diag(expü.ll ».Af.diag (k). diag (t).

r.iag {[diag(t ").AfT -At T]. VC" }.diag( Ôô~" )

T
Ô(Sll·k) .. " ."
ôllôxl =- j.diag(VC ).[Af.diag(t ) -At].

diag(t).diag(AfT•Vc).diag(k).diag( ôô~" )

+ j.diag (VC).Af. diag (k). diag (t).

diag{[diag(t").AfT -At T]. VC"}.diag(ÔYl")
ôxl

(B.70)

(B.71)

(B.n)

(B.73)
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•

éPrSlTk)
'1' = diag (2. a).diag (AfT. VC').diag(AfT. YC).
aaaxl

diag(k).diag( aa~') - diag(exp(j,~».

diag(At T,VC').diag(AfT. VC),diag (k), dias( aa~' )

éP(Slt.k) = -j. diag (t).diag (At T. VC').
a~axl

diag(AfT, VC).diag(k),diag(aYl')
axl

éP(Sl T. k ) .
~......:I~ = diag{t).dzag(AP. VC).diag(k).

axl2

diag{[diag(t').AfT -At T]. VC' l,diag( éPYi')
ax12

(8.74)

(8.75)

(8.76)



APPENDIX C

BEHAVIOUR OF THE OPTIMAL SOLUTIONS

NEAR A SINGULARITY OF MATRIX W(z,a)

When tracking the OPF optimal solutions as the parameter varies, critical points

on the optimal trajectories occur where the jacobian of the KT conditions (defined for the

active set) is singular. In addition, since in the Newton method the same jacobian matrix

is involved, near the point of singularity, the parametric algorithm is not able to find the

solution of the KT condifons. This is so because of the ill-conditioning of W(Z,E) near

such type of critical points. In this appendix, we present sorne results about the behaviour

of the optimal trajectories near the singular points.

A point belonging to the optimal trajectory must solve the KT equations derived

for the Lagrangian function, 5f, (equation (3.9» . These equations can be defined as

ra~ ac ri rlhL"-a (z,e) = -(X,E) + 2(X,E)Â + --,,(X,E)I1,_x . ~ ~ ~ ~

~î(Z,E) = g(X,E)

a~-----(Z,E) = hL,,(X,E)
ailL"

= a~ (z E) = 0 (C.I)az ,.

The behaviour of (C.l) around an arbitrary a point(z,e) is given by

252



•
BEHAVIOUR OF THE OPTIMAL SOLUTIONS NEAR A SINGULARITY OF MATRIX JV(x.&) 253

where W(Z,€) E Jl<ny+m+pxn"+m+p
) is thejacobian of the KT conditions (that is, the derivative

of the KT conditions with respect to z) and Q(.) is an expression containing terms in

[dz\de]T of second and possibly higher orders. As long as at (z,e) the jacobian of the

KT equations is non-singular, for small variations in e, the higher order term of equation

(C.2) is negligible and we can express the variation in z as

- - 1( éffi. - - )dz = - W(z,er --(z,e) deazae
(C.3)

If, otherwise, at (z,€), the matrix W(Z,€) is singular, the variation on the KT

solutions for'a"small variation of the pararneter cannot be obtained by (C.3). To obtain

the behaviour of z near a singular point, the higber order term of equation (C.l), Q(.),

must be considered. To derive the expression of dz, tirst of all, note that, at (z,e) there

exists a non-zero vector v such that:

and, since W(z,e) is symmetric,

W(z,€)v = 0 (C.4)

(C.6)

Assume, for simplicity, that the nul! space of W(z,€) has dimenSIOn one. Then,

associat~d with W(z,€) there also exists a range space, spanned by the nv+m+p-l

independent vectors {uJ perpendicular to v. Let th"se vectors be represented by the

(nv+m+p) by (nv+m+p-l) matrix U.

The solution dz of equation (C.2) for small increments de characterizes the

optimal power flow solution behaviour near a singularity. Taking the second order term

of (C.2) into consideration we have
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Let dz be represented by two components, one along the null space of the

jacobian, Y, and another perpendicular to it:

tk = vd6 + Udw

Substituting (C.7) into (C.6) and disregarding the term in (dE)' yields,

WUdw + &'ii. dE + [&'ii. VdlJ ]Vd6 + [&'ii. Vd6 ]UdW + [&'ii. UdW ]Vd6
al.aE al. 3 al.3 al.3

+ [&'ii. UdW]UdW + 2 &'ii. vd6dE + 2 &'ii. UdwdE = 0
al. 3 al.zaE al.zaE

(C.7)

(C.S)

To solve (C.8) we neglect the terms in da.dE, deo.dE, da.deo and (deo)' (this step

is justified later on). Thus,

WUdw + &'ii. de + [&'ii. Vd6 ]Vd6 = 0
al.aE al.3

Multiplying (C.9) by y T and using (C.5) yields

which can be solved for de:

(C.9)

(C.IO)
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• de = ±
(Coll)

For dE~O, equation (C.ll) has a solution if and only if

VT &'ii. {v T [ à'l'ii.V]V}-i ~ O. Additionally, around (Z,e) , the optimal trajectories can
azae aZ3

be represented by a parabola whose maximum point is (z,e).

If we substitute (C.ll) into (C.9) we can find the value of dOl:

Since yTW=O, the vector on the right hand side of (C.l2) is perpendicular to Y, that

is, this vector belongs to the range space of W. Consequently (C.l2) can be solved for dOl

giving

•
WUdw

(CoU)

(CoI3)

where

(CoI4)

As a conclusion, the behaviour of the OPF solution neat the singularity of the

jacobian of the KT conditions is characterized by:

(i)- The solution of the KT equations can be representcd locally by a parabola

with maximum at (z,e).
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(ii)- It is composed of the sum oftwo components vde and UdCll. The first term

has a unique direction but its magnitude is affected by de (equation

(C.ll».

(iii)- The second term is orthogonal to the first.

(iv)- The square root term also indicates the direction along which there exists

a solution.

(v)- The square root tends to dominate the behaviour near the singularity of W,

yielding relatively large changes in z for small changes in e.

(vi)- The terms neglected in equation (C.8) are of order 2 and 1.5 in de, while

the retained ones are of order 1. This justifies their elimination in equation

(C.9).
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RESOLUTION OF CRITICAL POINTS TYPE 4

A Type 4 critical point (x, €) is characterized by the existence of more active

inequalities than free variables. Therefore, the jacobian of the active constraints, J , in this

situation has more rows than columns. Since this jacobian is rank deficient (from equation

(3.37», we have that the matrix W(z,€) is singular at this point, in the same way that

it occurs with type 3 critical points. Since we have more active constraints than free

variables, to proceed with the tracking process, we must find an optimal sub-set of this

set of active constraints. Because equation (3.37) holds, we can take at least one active

inequality from the active set. To ensure optimality over the remaining active set, we must

consider the sign of the Lagrange multipliers of the remaining active inequalities and the

value of the released inequality for E ) € . In other words, supposing that hr is the new

inequality that is just to become active at (x,€) and that hq is the inequality to be deleted

from the active set, we must have, for &; > 0,

11/ > 0, 1 E La(x,€), l ~ q

hq(x + t.x,€ + t.€) ;; 0
(D.1)

To derive the expressions of III E Lo(x,€), l;tq and hq, let J be the jacobian

defined for the m+p-l constraints initially active at (x,€). From the KT equations we

have that

257
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• ac (X,Ë) + JJ ÂOld] = 0
a:t llJ.old

gk(X,Ë) = 0, k c K

h/(x,Ë) = 0, 1c Lo(x,Ë)

(D.2)

where À-01d E li'" and /lold E R<P-') correspond to the initially m+p-l active constraints.

Since J is a square matrix, the first equation of (D.2) can be solved for

[À-01dT,/loldTlT, yielding

(D.3)

•
Since hp was the last inequality to reach its limit, we want to verify if replacing

a previously fixed inequality constraint, hq, with hpwill give us an optimal active set. Let

J' be the jacobian defined after hq is replaced by hp, this jacobian will have the forrn:

ag1/a:t 0

ag../a:t 0

ahda:t 0

JI = (D.4)

ahq/a:t ava:t - ahp/a:t -qth position

ahq+1/ a:t 0

ahp_da:t 0

where the first terrn on the right-hand side of equation (DA) is the jacobian defined for

a fixed hq ( without considering hp), J, and the second terrn is the change in the original

jacobian, M.
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The new set of Lagrange mulripliers [À"",r, (/l",w)T1T (defined for the new set of

active constraints), is, therefore,

(D.S)

The value of the released inequality, hq, for 1: near € can be approximated by

__ arh
q

= h (x €) +-dx
q' ax

(D.6)

Now, since the new set of active constraints must remain active for 1: near €, we

have

which gives

dx =-(J'r'

ag
ax

ah d€
new

a:x

(D.7)

and wh~re hn,w is the new vector of active inequalities.

Substituting (D.7) into (D.6) we can obtain an expression for the derivative of hq•

which must be less or equal to zero to guarantee non-violation of the maximum limit:
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•
dh :q

)

ahq+ - de,; 0ae
(0.8)

To solve equations (D.5) and (D.S) we ca.., apply the matrix inversion lemma for

J'. First of ail, note that /)J can be represented as

(0.9)

where eq E Rem.p.!) is a column vector with 1 in the qlh position and zeros elsewhere and

r : [ahq _ ahp ]
q ax ax

Therefore, the inverse of J' can be represented as

(rl)rqe;(r l )

1 + rT(rl)e
q q

(0.10)

Substituting (D.10) into (D.5) we have

(0.11)

The new Lagrange multipliers associated with the inequality constraints, Il,,w' can

then be tested using equation (0.11). Note that in this equation, the only elements that

vary are the vectors rq and eq, which are defined for each hq that we try to release. Note,

as weil, that on the qth position of Iln". we have the Lagrange multiplier associated with

hp, whereas, in the qlh position of Ilold we have the Lagrange multiplier associated with
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In the same way, the value of the released inequality, h. can be obtained from

(D.12)

•

Once more, sorne cf the terms in (D.12) will remain constant throughout the

ealculations; only varying h., hn,w and r•.

Equations (D.ll) and (D.12) can be used to test if sorne inequality constraint h.

ean be released when hp is fixed at its limit. Equation (D.ll) Can be used to verify the

first condition of (D.l), while equation (D.12) can be used to verify the second condition

of (D.l). Since, initially, there are p-l active inequalities and since, for every trial (where

h. is substituted by hp), equations (D.l1) and (D.l2) must be solved, then up to 2(P-l)

equations must be solved to find a inequality to be released when hp is fixed.



• APPENDIX E

TESTS SYSTEMS DATA

E.l Remarks

Ali data is given in per unit with a basis of 100 MYA. The power flow limits

were arbitrarily chosen. In the Tables showing the generation data, aa and bb are the cost

coefficients associated with the linear and quadratic terms of the generation cost function,

ci(pg), respective1y. The constant term of Ci(pgi) was a1ways supposed to be equal to zero.

E.2 5·bus System

Table E.1

Line data Il1 1 1 i 1

Line No. From To xl bsh
Max.

r
flow

1 1 2 0.0420 0.1680 0.0300 1.1600

2 2 3 0.0310 0.1260 0.0200 0.5000

3 3 5 0.0530 0.2100 0.0150 0.3000

4 3 4 0.0840 0.3360 0.0120 0.2100

5 4 5 0.0630 0.2520 0.0110 0.2780

6 5 1 0.0310 0.1260 0.0100 0.6000

262
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•

Bus data

Bus No. V"'in V"'''' bmi'l. bm'" pd qd

1 0.9500 1.0500 0.000 0.000 0.6500 0.3000

2 0.9500 1.0500 0.000 0.000 1.1500 0.6000

3 0.9500 1.0500 0.000 0.000 0.7000 0.4000

4 0.9500 1.0500 0.000 0.000 0.7000 0.3000

5 0.9500 1.0500 0.000 0.000 0.8500 0.4000

Table E.3

Generation data

Bus No. pgmin pgm", q~in qgm", aa bb

1 0.000 3.700 -1.0500 2.0500 0.500 1.000

3 0.000 2.160 -1.000 1.000 1.000 2.000

4 0.000 2.000 -1.000 1.000 0.500 0.500



• E.3- 14-bus System

Table E.4

TESTS SYSTEMS DATA 264

Line data

Line No. From To r xl bsh/2 Max. Flow

1 1 2 0.01938 0.05917 0.0264 2.500

2 1 5 0.05403 0.22304 0.0246 1.320

3 2 3 0.04699 0.19797 0.0219 1.300

4 2 4 0.05811 0.17632 0.0187 1.100

5 2 5 0.05695 0.17388 0.0170 1.050

6 3 4 0.06701 0.17103 0.0173 1.050

7 5 4 0.01335 0.04211 0.1.J064 1.500

8 4 7 0.0000 0.20912 0.0000 2.000

9 4 9 0.0000 0.55618 0.0000 1.600

10 5 6 0.0000 0.25202 0.0000 1.500

11 6 11 0.09498 0.19890 0.0000 1.100

12 6 12 0.12291 0.25581 0.0000 1.040

13 6 13 0.06615 0.13027 0.0000 1.100

14 7 8 0.0000 0.17615 0.0000 1.600

15 7 9 0.0000 0.11001 0.0000 1.600

16 9 10 0.03181 0.08450 0.0000 1.100

17 9 14 0.12711 0.27038 0.0000 1.200

18 10 11 0.08205 0.19207 0.0000 1.200

19 12 13 0.22092 0.19988 0.0000 1.200

20 13 14 0.17093 0.34802 0.0000 1.200
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•

Bus data

Bus No. V""' V"'" bmin bm
'" pd qd

1 0.95 1.05 0.0000 0.0000 0.0000 0.0000

2 0.95 1.05 0.0000 0.0000 0.2170 0.1270

3 0.95 1.05 0.0000 0.0000 0.9420 0.1900

4 0.95 1.05 0.0000 0.0000 0.4780 -0.0390

5 0.95 1.05 0.0000 0.0000 0.0760 0.0160

6 0.95 1.05 0.0000 0.0000 0.1120 0.0750

7 0.95 1.05 0.0000 0.0000 0.0000 0.0000

8 0.95 1.05 0.0000 0.0000 0.0000 0.0000

9 0.95 1.05 -0.4200 0.4200 0.2950 0.1660

10 0.95 1.05 0.0000 0.0000 0.0900 0.0580

11 0.95 1.05 0.0000 0.0000 0.0350 0.0180

12 0.95 1.05 0.0000 0.0000 0.0610 0.0160

13 0.95 1.05 0.0000 0.0000 0.1350 0.0580

14 0.95 1.05 0.0000 0.0000 0.1490 0.0500

Table E.6

Generation data

Bus No. pg""' pg"'" qg""' qg"'" aa bb

1 0.000 5.000 -0.250 5.000 8.600 0.008

2 0.000 0.500 -0.400 0.500 10.500 0.040

3 0.000 0.000 0.000 0.400 0.000 0.000

6 0.000 0.000 -0.050 0.240 0.000 0.000

8 0.000 0.000 -0.050 0.240 0.000 0.000



• E.4 30-bus System

Table E.7
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•

Generation data

Bus No. pg"'m pg"'''' qg"'m qg"'''' aa bb

1 0.000 5.000 -3.000 5.000 8.000 0.200

2 0.000 0.500 -0.400 0.500 10.000 0.100

5 0.000 0.000 -0.400 0.400 0.000 0.000

8 0.000 0.000 -0.100 0.400 0.000 0.000

11 0.000 0.000 -0.060 0.240 0.000 0.000

13 0.000 0.000 ··0.060 0.240 0.000 0.000

Table E.8

Transformer tap data

Line No. From To amin am..

11 6 9 0.900 1.100

12 6 10 0.900 1.100

15 4 12 0.900 1.100

36 28 27 0.900 1.100
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•

Line data
Line No. From Ta r xl bsh/2 Max. flow

1 1 2 0.0192 0.0575 0.0264 2.5000
2 1 3 0.0452 0.1852 0.0204 1.6500
3 2 4 0.0570 0.1737 0.0184 1.6500
4 3 4 0.0132 0.0379 0.0042 1.9000
5 2 5 0.0472 0.1983 0.0209 1.3200
6 2 6 0.0581 0.1763 0.0187 1.3000
7 4 6 0.0119 0.0414 0.0045 1.7000
8 5 7 0.0460 0.1160 0.0102 1.6500
9 6 7 0.0267 0.0820 0.0085 1.6500
la 6 8 0.0120 0.0420 0.0045 1.6500
11 6 9 0.000 0.2080 0.0000 1.8000
12 6 10 0.000 0.5560 0.0000 1.8000
13 9 11 0.000 0.2080 0.0000 1.6500
14 9 10 0.000 0.1100 0.0000 1.3000
15 4 12 0.000 0.2560 0.0000 2.3000
16 12 13 0.000 0.1400 0.0000 2.9000
17 12 14 0.1231 0.2559 0.0000 1.6500
18 12 15 0.0662 0.1304 0.0000 1.3200
19 12 16 0.0945 0.1987 0.0000 1.6500
20 14 15 0.2210 0.1997 0.0000 1.6500
21 16 17 0.0824 0.1923 0.0000 1.3200
22

i- 15 18 0.1070 0.2185 0.0000 1.3200
23 18 19 0.0639 0.1292 0.0000 1.3200
24 19 20 0.0340 0.0680 0.0000 1.3200
25 10 20 0.0936 0.2090 0.0000 1.1600
26 10 17 0.0324 0.0845 0.0000 1.3200
27 10 21 0.0348 0.0749 0.0000 1.3200
28 10 22 0.0727 0.1499 0.0000 1.1600
29 21 22 0.0116 0.0236 0.0000 1.3200
30 15 23 0.1000 0.2020 0.0000 1.3200
31 22 24 0.1150 0.1790 0.0000 1.3200
32 23 24 0.1320 0.2700 0.0000 1.1600
33 24 25 0.1885 0.3292 0.0000 1.1600
34 25 26 0.2544 0.3800 0.0000 1.1600
35 25 27 0.1093 0.2087 0.0000 1.1600
36 28 27 0.000 0.3960 0.0000 2.2000
37 27 29 0.2198 0.4153 0.0000 1.1600
38 27 30 0.3202 0.6027 0.0000 1.1600
39 29 30 0.2399 0.4533 0.0000 1.1600
40 8 28 0.0636 0.2000 0.0214 1.1600
41 6 28 0.0169 0.0599 0.0065 1.1600
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•

Bus data

Bus No. V"'in V"'''' bMin hm'" pd qd

1 0.95 1.05 0.000 0.000 0.000 0.000

2 0.95 1.05 0.000 0.000 0.217 0.127

3 0.95 1.05 0.000 0.000 0.024 0.012

4 0.95 1.05 0.000 0.000 0.076 0.016

5 0.95 1.05 0.000 0.000 0.942 0.190

6 0.95 1.05 0.000 0.000 0.000 0.000

7 0.95 1.05 0.000 0.000 0.228 0.109

8 0.95 1.05 0.000 0.000 0.300 0.300

9 0.95 1.05 0.000 0.000 0.000 0.000

10 0.95 1.05 -0.190 0.190 0.058 0.02

11 0.95 1.05 0.000 0.000 0.000 0.000

12 0.95 1.05 0.000 0.000 0.112 0.D75

13 0.95 1.05 0.000 0.000 0.000 0.000

14 0.95 1.05 0.000 0.000 0.062 0.016

15 0.95 1.05 0.000 0.000 0.082 0.025

16 0.95 1.05 0.000 0.000 0.035 0.018

17 0.95 1.05 0.000 0.000 0.090 0.058

18 0.95 1.05 0.000 0.000 0.032 0.009

19 0.95 1.05 0.000 0.000 0.095 0.034

20 0.95 1.05 0.000 0.000 0.022 0.007

21 0.95 1.05 0.000 0.000 0.175 0.112

22 0.95 1.05 0.000 0.000 0.000 0.000

23 0.95 1.05 0.000 0.000 0.032 0.016

24 0.95 1.05 -0.043 0.043 0.087 0.067

25 0.95 LOS 0.000 0.000 0.000 0.000

26 0.95 1.05 0.000 0.000 0.035 0.023

27 0.95 1.05 0.000 0.000 0.000 0.000

28 0.95 1.05 0.000 0.000 0.000 0.000

29 0.95 1.05 0.000 0.000 0.024 0.009

30 0.95 LOS 0.000 0.000 0.106 0.019
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Table E.1l
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Generation data

Bus No. pg"'"' pg"'''' qg"'"' qg"'''' aa bb

1 0.00 53.70 -3.00 10.00 7.00 0.001

2 0.00 23.20 -3.00 10.00 7.50 0.003

3 0.00 26.10 -3.00 10.00 7.50 0.003

4 0.00 47.40 -3.00 10.00 7.20 0.002

5 0.00 15.40 -3.00 10.00 7.70 0.004

6 0.00 50.00 -3.00 10.00 7.00 0.001

18 0.c1f) 0.00 -3.00 10.00 0.00 0.00

27 0.00 0.00 -3.00 10.00 0.00 0.00
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Line data

Line No. From To r xl bsh Max f10w

1 1 28 0.00005 0.00:>69 0 120.000

2 2 23 0.00004 0.00643 0.1360 100.000

3 3 25 0.00010 0.00444 0 100.000

4 4 30 0.00003 0.00226 -0.0340 150.000

5 5 11 0.00014 0.00898 -0.0610 77.000

6 6 12 0.00014 0.00581 0 120.000

7 7 8 0.00008 0.00185 0.7380 55.000

8 7 13 0.00023 0.00681 2.5760 45.000

9 7 14 0.00006 0.00150 0.6260 102.000

10 7 26 0.00011 0.00314 1.3740 50.000

11 8 19 0.00009 0.00255 1.1230 37.000

12 8 20 0.00055 0.01307 5.5530 53.000

13 8 18 0.00053 0.01493 6.6410 46.000

14 9 10 0.00007 0.00172 0.6890 100.000

15 9 13 0.00023 0.00692 2.8010 101.000

16 9 13 0.00023 0.00692 2.8010 101.000

17 9 11 0.00078 0.02295 9.8210 30.000

18 9 11 0.00078 0.02295 9.2810 30.000

19 9 11 0.00094 0.02253 9.9290 31.000

20 10 12 0.00101 0.02434 10.878 28.000

21 10 20 0.00010 0.00228 0.9530 100.000

22 11 12 0.00013 0.00379 1.5460 100.000

23 11 15 0.00045 0.01042 4.4020 67.000

24 11 15 0.00045 0.01042 4.4020 67.000

25 12 15 0.00048 0.01126 4.7660 62.000

26 12 21 0.00068 0.01517 6.4880 46.000

27 13 14 0.00027 0.00851 3.6790 82.000

28 13 29 0.00015 0.00426 1.8390 100.000

--.. 29 14 22 0.00009 0.00279 1.2250 100.000

30 15 16 0.00058 0.01351 5.7550 51.000--
31 15 16 0.00058 0.01351 5.7540 51.000

32 15 16 0.00058 0.01351 5.7540 51.000
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Line data (cont.)

Line No. From To r xl bsh Max. flow-
33 16 30 0.00060 0.01411 6.0180 49.000

34 16 30 0.00060 0.014Il 6.0180 49.000

35 16 30 0.00060 0.014Il 6.0180 49.000

36 17 18 0.00054 0.01608 7.2820 43.000

37 17 18 0.00054 0.01610 7.2670 43.000

38 17 18 0.00054 0.01647 7.5980 42.000

39 17 32 0.00044 0.01311 5.8550 53.000

40 17 32 0.00044 0.01311 5.8560 53.000

41 17 32 0.00049 0.01422 6.5520 49.000

42 17 34 0.00012 0.00345 1.5130 100.000

43 18 19 0.00050 0.01513 6.8060 46.00~_

44 18 31 0.00037 0.01059 4.8650 66.000

45 19 22 0.00019 0.00551 2.4260 127.000

46 19 31 0.00016 0.00471 2.0640 148.000

47 20 21 0.00052 0.01149 4.8620 60.000

48 20 26 0.00045 0.01083 4.6IlO 64.000

49 20 27 0.00053 0.01561 6.7450 44.000

50 21 27 0.00024 0.00709 3.IlI0 80.000

51 23 24 0.00022 0.00622 2.8050 90.000

52 23 28 0.00032 0.00942 4.1280 74.000

53 24 25 0.00025 0.00706 3.1820 90.000

54 24 25 0.00025 0.00706 3.1820 90.000

55 24 33 0.00045 0.01318 5.8770 53.000

56 24 33 0.00045 0.01318 5.8770 53.000

57 27 34 0.00039 0.01155 5.1380 60.000

58 27 34 0.00039 0.01155 5.1380 60.000

59 28 32 0.00055 0.01649 7.4560 42.000

60 28 32 0.00055 0.01649 7.4580 42.000

61 28 32 0.00055 0.01649 7.5310 42.000

62 32 33 0.00007 0.01900 0.8560 36.000

63 33 34 0.00048 0.01387 6.3980 50.000

64 33 34 0.00048 0.01387 6.3980 50.000
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Bus data

" Bus No. V""' V""" bmin bm"" nd ad

1 0.95 L05 0.00 0.00 0.0000 0.0000

2 0.95 L05 0.00 0.00 0.0000 0.0000

3 0.95 L05 0.00 0.00 0.0000 0.0000

4 0.95 L05 0.00 0.00 0.0000 0.0000

5 0.95 L05 0.00 0.00 0.0000 0.0000

6 0.95 L05 0.00 0.00 0.0000 0.0000

7 0.95 L05 0.00 0.00 32.0326 4.0382

8 0.95 L05 0.00 0.00 27.8528 0.7733

9 0.95 L05 -6.70 6.60 24.7537 -6.5129

10 0.95 L05 -3.40 3.30 9.1963 -0.0082

11 0.95 L05 -3.40 3.30 0.0000 0.0000

12 0.95 L05 -3.40 3.30 0.0000 0.0000

13 0.95 L05 0.00 0.00 1L6150 0.4902

14 0.95 L05 0.00 0.00 21.3966 0.1042

15 0.95 1.05 -6.70 6.60 2.4618 0.4492

16 0.95 1.05 -8.30 8.25 LI 464 0.2127

17 0.95 1.05 0.00 0.00 3.7194 -0.7294

18 0.95 1.05 -3.40 3.30
:

0.0000 0.0000

19 0.95 1.05 0.00 0.00 17.4624 -L0848

20 0.95 1.05 0.00 0.00 7.8867 -0.2046

21 0.95 1.05 0.00 0.00 4.7270 1.9766

22 0.95 1.05 0.00 0.00 8.0475 0.5300

23 0.95 1.05 -3.40 3.30 0.0000 0.0000

24 0.95 1.05 0.00 0.00 0.0000 0.0000

25 0.95 1.05 0.00 0.00 0.0000 0.0000

26 0.95 1.05 0.00 0.00 1Ll031 -0.4204

27 0.95 1.05 -3.40 3.30 0.0000 0.0000

28 0.95 1.05 -3.40 3.30 0.0000 0.0000

29 0.95 1.05 0.00 0.00 12.0500 Ll311

30 0.95 1.05 0.00 0.00 0.6000 0.1100

31 0.95 L05 0.00 0.00 2.6449 0.3130

32 0.95 1.05 -3.40 3.30 0.0000 0.0000

33 0.95 1.05 -3.40 3.30 0.0000 0.0000

34 0.95 1.05 -3.40 3.30 0.0000 0.0000



• E.6 HS-bus System

Table E.14
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•

Transformer tap data

Line No. From Ta amin am..

51 86 87 0.900 1.100

58 81 80 0.900 1.100

83 65 66 0.900 1.100

89 64 61 0.900 1.100

90 63 59 0.900 1.100

143 30 17 0.900 1.100

148 26 25 0.900 1.100

173 8 5 0.900 1.100

Table E.15

Phase shifters data

Line No. From Ta <!lmin <!lm..

77 69 68 -0.090 0.090

128 38 37 -0.5236 0.5236
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Line data
Line No. From To r xl bsh Max. flow

1 118 76 0.01640 0.05440 0.01356 1.370
2 118 75 0.01450 0.04810 0.01198 1.370
3 117 12 0.03290 0.14000 0.03580 1.370
4 116 68 0.00034 0.00405 0.16400 4.055
5 115 114 0.00230 0.01040 0.00276 1.370
6 115 27 0.01640 0.07410 0.01972 1.370
7 114 32 0.01350 0.06120 0.01628 1.370
8 113 32 0.06150 0.20300 0.05180 1.370
9 113 17 0.00913 0.03010 0.00768 1.370
10 112 110 0.0247 0.06400 0.06200 1.370

11 III 110 0.02200 0.07550 0.02000 1.370

12 110 109 0.02780 0.07620 0.02020 1.370

13 110 103 0.03906 0.18130 0.04610 1.370
14 109 108 0.01050 0.02880 0.00760 1.370

15 108 105 0.02610 0.07030 0.01844 1.370

16 107 106 0.05300 0.18300 0.04720 1.370

17 107 105 0.05300 0.18300 0.04720 1.370

18 106 105 0.01400 0.05470 0.01434 1.370

19 106 100 0.06050 0.22900 0.06200 1.370

20 105 104 0.00994 0.03780 0.00986 1.370

21 105 103 0.05350 0.16250 0.04080 1.370

22 104 103 0.04660 0.15840 0.04070 1.370

23 104 100 0.04510 0.20400 0.05410 1.370

24 103 100 0.01600 0.05250 0.05360 2.050

25 102 101 0.02460 0.11200 0.02940 1.370

26 102 92 0.01230 0.05590 0.01464 1.370

27 101 100 0.02770 0.12620 0.03280 1.370

28 100 99 0.01800 0.08130 0.02160 1.370

29 100 98 0.03970 0.17900 0.04760 1.370

30 100 94 0.01780 0.05800 0.06040 2.055

31 100 92 0.06480 0.29500 0.07720 1.370

32 99 80 0.04540 0.20600 0.05460 1.370

33 98 80 0.02380 0.10800 0.02860 1.370

34 97 96 0.01730 0.08850 0.02400 1.370

35 97 80 0.01830 0.09340 0.02540 1.370

36 96 95 0.01710 0.05470 0.01474 1.370



• Table E.16.b
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Line data (cont.)
Line No. From To r xl bsh Max. flow

37 96 94 0.02690 0.08690 0.02300 4.055

38 96 82 0.01620 0.05300 0.05440 1.370

39 96 80 0.03560 0.18200 0.04940 1.370
40 95 94 0.01320 0.04340 0.01110 1.370
41 94 93 0.02230 0.07320 0.01876 1.370
42 94 92 0.04810 0.15800 0.04060 1.370
43 93 92 0.02580 0.08480 0.02180 1.370
44 92 91 0.03870 0.12720 0.03268 1.370
45 92 89 0.00799 0.03829 0.09620 2.370
46 91 90 0.02540 0.08360 0.02140 1.370
47 90 89 0.01638 0.06517 0.15880 1.370
48 89 88 0.01390 0.07120 0.01934 1.370
49 89 85 0.02390 0.17300 0.04700 1.370
50 88 85 0.02000 0.10200 0.02760 1.370
51 86 87 0.00000 0.20740 0.00000 2.150

52 86 85 0.03500 0.12300 0.02760 1.370
53 85 84 0.03020 0.06410 0.01234 1.370
54 85 83 0.04300 0.14800 0.03480 1.370
55 84 83 0.06250 0.13200 0.02580 1.370
56 83 82 0.01120 0.03665 0.03796 1.370
57 82 77 0.02980 0.08530 0.08174 1.370
58 81 80 0.00000 0.03700 0.00000 4.225

59 81 68 0.00175 0.02020 0.80800 2.015
60 80 79 0.01560 0.07040 0.01870 1.370
61 80 77 0.01088 0.03321 0.07000 2.055
62 79 78 0.00546 0.02440 0.00648 1.370
63 78 77 0.00376 0.01240 0.01264 1.370
64 77 76 0.04440 0.14800 0.03680 1.370
65 77 75 0.06010 0.19990 0.04978 1.370
66 77 69 0.03090 0.10100 0.10380 1.370
67 75 74 0.01230 0.04060 0.01034 1.370
68 75 70 0.04280 0.14100 0.03600 1.370
69 75 69 0.04050 0.12200 0.12400 1.370
70 74 70 0.04010 0.13230 0.03368 1.370
71 73 71 0.00866 0.04540 0.01178 1.370
72 72 71 0.0446 0.18000 0.04444 1.370



• Table E.16.c
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•

Line data {cont.\
Line No. From Ta r xl bsh Max. flow

73 72 24 0.04880 0.19600 0.04880 1.370
74 71 70 0.00882 0.03550 0.00878 1.370
75 70 69 0.03000 0.12700 0.12200 1.370
76 70 24 0.10221 0.41150 0.10198 1.370
77 69 68 0.00000 0.03700 0.00000 6.225
78 69 49 0.09850 0.32400 0.08280 1.370
79 69 47 0.08440 0.27780 0.07092 1.370
80 68 65 0.00138 0.01600 0.63800 4.150
81 67 66 0.02240 0.10150 0.02682 1.370
82 67 62 0.02580 0.11700 0.03100 1.370
83 65 66 0.00000 0.03700 0.00000 6.225
84 66 62 0.04820 0.21800 0.05780 1.370
85 66 49 0.00900 0.04595 0.04960 2.055
86 65 64 0.00269 0.03020 0.38000 6.225
87 65 38 0.00901 0.09860 1.04600 2.055
88 64 63 0.00172 0.02000 0.21600 4.150
89 64 61 0.00000 0.02680 0.00000 6.225
90 63 59 0.00000 0.03860 0.00000 2.055
91 62 61 0.00824 0.03760 0.00980 2.055
92 62 60 0.01230 0.05610 0.01468 1.370
93 61 60 0.00264 0.01350 0.01456 1.370
94 61 59 0.03280 0.15000 0.03880 1.370
95 60 59 0.03170 0.14500 0.03760 1.370
96 59 56 0.04070 0.12243 0.11050 1.370
97 59 55 0.04739 0.21580 0.05646 1.370
98 59 54 0.05030 0.22930 0.05980 1.370

99 58 56 0.03430 0.09660 0.02420 1.370
100 58 51 0.02550 0.07190 0.01788 1.370

101 57 56 0.03430 0.09660 0.02420 1.370
102 57 50 0.04740 0.13400 0.03320 1.370
103 56 55 0.00488 0.01510 0.00374 1.370

104 56 54 0.00275 0.00955 0.00732 2.055
105 55 54 0.01690 0.07070 0.02020 1.370
106 54 53 0.02630 0.12200 0.03100 1.370

107 54 49 0.03993 0.14507 0.14680 1.370
108 53 52 0.04050 0.16350 0.04058 1.370



• Table E.16.d
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•

Line data (cont.)

Line No. From To r xl bsh Max. flow

109 52 51 0.02030 0.05880 0.01396 1.370

110 51 49 0.04860 0.13700 0.03420 1.370

111 50 49 0.02670 0.07520 0.01874 1.370

112 49 48 0.01790 0.05050 0.01258 1.370

113 49 47 0.01910 0.06250 0.01604 1.370
114 49 45 0.06840 0.18600 0.04440 1.370

115 49 42 0.03575 0.16150 0.17200 1.370

116 48 46 0.06010 0.18900 0.04720 1.370

117 47 46 0.03800 0.12700 0.03160 1.370

118 46 45 0.04000 0.13560 0.03320 1.370

119 45 44 0.02240 0.09010 0.02240 1.370
120 44 43 0.06080 0.24540 0.06068 1.370
121 43 34 0.04130 0.16810 0.04226 2.055

122 42 41 3.04100 0.13500 0.03440 1.370

123 42 40 0.05550 0.18300 0.04660 1.370

124 41 40 0.01450 0.04870 0.01222 2.055

125 40 39 0.01840 0.06050 0.01552 2.055

126 40 37 0.05930 0.16800 0.04200 1.370

127 39 37 0.03210 0.10600 0.02700 1.370

128 38 37 0.00000 0.03750 0.00000 4.150

129 38 30 0.00464 0.05400 0.42200 6.225

130 37 35 0.01100 0.04970 0.01318 1.370

131 37 34 0.00256 0.00940 0.00984 2.055

132 37 33 0.04150 0.14200 0.03660 1.370
133 36 35 0.00224 0.01020 0.00268 1.370
134 36 34 0.00871 0.02680 0.00568 1.370

135 34 19 0.07520 0.24700 0.06320 1.370
136 33 15 0.03800 0.12440 0.03194 1.370

137 32 31 0.02980 0.09850 0.02510 1.370
138 32 27 0.02290 0.07550 0.01926 1.370

139 32 23 0.03170 0.11530 0.11730 1.370
140 31 29 0.01080 0.03310 0.00830 1.370
141 31 17 0.04740 0.15630 0.03990 1.370
142 30 26 0.00799 0.08600 0.90800 6.225
143 30 17 0.00000 0.03880 0.96000 4.225
144 30 8 0.00431 0.05040 0.51400 6.225



• Table E.16.e
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•

Line data (cont.)

Line No. From To r xl bsh Max. flow

145 29 28 0.02370 0.09430 0.02380 1.370
146 28 27 0.01913 0.08550 0.02160 1.370
147 27 25 0.03180 0.16300 0.17640 1.370

148 26 25 0.00000 0.03820 0.00000 8.000

149 25 23 0.01560 0.08000 0.08640 2.055
150 24 23 0.01350 0.04920 0.04980 1.370
151 23 22 0.03420 0.15900 0.04040 1.370
152 22 21 0.02090 0.09700 0.02460 1.370
153 21 20 0.01830 0.08490 0.02160 1.370
154 20 19 0.02520 0.11700 0.02980 1.370
155 19 18 0.01119 0.04930 0.01142 1.370
156 19 15 0.01200 0.03940 0.01010 1.370

157 18 17 0.01230 0.05050 0.01298 2.055
158 17 16 0.04540 0.18010 0.04660 1.370

159 17 15 0.01320 0.04370 0.04440 1.370

160 16 12 0.02120 0.08340 0.02140 1.370

161 15 14 0.05950 0.19500 0.05020 1.370

,... 162 15 13 0.07440 0.24440 0.06268 1.370

163 14 12 0.02150 0.07070 0.01816 1.370

164 13 11 0.02225 0.07310 0.01876 1.370

165 12 11 0.00595 0.01960 0.00502 1.370

166 12 7 0.00862 0.03400 0.00874 1.370

167 12 3 0.04840 0.16000 0.04060 1.370

168 12 2 0.01870 0.06160 0.01572 1.370

169 11 5 0.02030 0.06820 0.01738 1.370

170 11 4 0.02090 0.06880 0.01748 1.370

171 10 9 0.00258 0.03220 1.2300 6.225

172 9 8 0.00244 0.03050 1.16200 6.225

173 8 5 0.00000 0.02670 0.00000 6.225

174 7 6 0.00459 0.02080 0.00550 1.370

175 6 5 0.01190 0.05400 0.01426 1.370

176 5 4 0.00176 0.00798 0.00210 2.055

177 5 3 0.02410 0.10800 0.02840 1.370

178 3 1 0.01290 0.04240 0.01082 1.370

179 2 1 0.03030 0.09990 0.02540 1.370
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Bus data

Bus No. V"'.. V"'.. bmin bm.. nd od

1 0.950 1.050 0.000 0.000 0.510 0.270
2 0.950 1.050 0.000 0.000 0.200 0.090

3 0.950 1.050 0.000 0.000 0.390 0.100
4 0.950 1.050 0.000 0.000 0.390 0.120

5 0.950 1.050 0.000 0.100 0.000 0.000
6 0.950 1.050 0.000 0.000 0.520 0.220
7 0.950 1.050 0.000 0.000 0.190 0.020
8 0.950 1.050 0.000 0.000 0.280 0.000

9 0.950 1.050 0.000 0.000 0.000 0.000
10 0.950 1.050 0.000 0.000 0.000 0.000
11 0.950 1.050 0.000 0.000 0.700 0.230
12 0.950 1.050 0.000 0.000 0.470 0.100

13 0.950 1.050 0.000 0.000 0.340 0.160
14 0.950 1.050 0.000 0.000 0.140 0.010
15 0.950 1.050 0.000 0.000 0.900 0.300
16 0.950 1.050 0.000 0.000 0.250 0.100
17 0.950 1.050 0.000 0.000 0.110 0.030
18 0.950 1.050 0.000 0.000 0.600 0.340
19 0.950 1.050 0.000 0.000 0.450 0.250
20 0.950 1.050 0.000 0.000 0.180 0.030

21 0.950 1.050 0.000 0.000 0.140 0.080

22 0.950 1.050 0.000 0.000 0.100 0.050

23 0.950 1.050 0.000 0.000 0.070 0.030
24 0.950 1.050 0.000 0.000 0.130 0.000
25 0.950 1.050 0.000 0.000 0.000 0.000
26 0.950 1.050 0.000 0.000 0.000 0.000
27 0.950 1.050 0.000 0.000 0.710 0.130
28 0.950 1.050 0.000 0.000 0.170 0.070
29 0.950 1.050 0.000 0.000 0.240 0.040
30 0.950 1.050 0.000 0.000 0.000 0.000
31 0.950 1.050 0.000 0.000 0.360 0.270
32 0.950 1.050 0.000 0.000 0.590 0.230
33 0.950 1.050 0.000 0.000 0.230 0.090
34 0.950 1.050 0.000 0.000 0.590 0.260
35 0.950 1.050 0.000 0.000 0.330 0.090
36 0.950 1.0S0 0.000 0.000 0.310 0.170

• Table E.17.a
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Bus data (cont.)

Bus No. V"'.. V"'.. b
m

"
bm.. nd ad

37 0.950 1.050 0.000 0.050 0.000 0.000
38 0.950 1.050 0.000 0.000 0.000 0.000
39 0.950 1.050 0.000 0.000 0.270 0.110
40 0.950 1.050 0.000 0.000 0.660 0.230
41 0.950 1.050 0.000 0.000 0.370 0.100
42 0.950 1.050 0.000 0.000 0.960 0.230
43 0.950 1.050 0.000 0.000 0.180 0.070
44 0.950 1.050 0.000 0.050 0.160 0.080

45 0.950 1.050 0.000 0.050 0.530 0.220
46 0.950 1.050 0.000 0.000 0.090 0.100

47 0.950 1.050 0.000 0.000 0.340 0.000

48 0.950 1.050 0.000 0.100 0.200 0.110

49 0.950 1.050 0.000 0.000 0.870 0.300

50 0.950 1.050 0.000 0.000 0.170 0.040

51 0.950 1.050 0.000 0.000 0.170 0.080

52 0.950 1.050 0.000 0.000 0.180 0.050

53 0.950 1.050 0.000 0.000 0.230 0.110

54 0.950 1.050 0.000 0.000 1.130 0.320

55 0.950 1.050 0.000 0.000 0.630 0.220

56 0.950 1.050 0.000 0.000 0.840 0.180

57 0.950 1.050 0.000 0.000 0.120 0.030

58 0.950 1.050 0.000 0.000 0.120 0.030

59 0.950 1.050 0.000 0.000 2.770 1.130

60 0.950 1.050 0.000 0.000 0.780 0.030

61 0.950 1.050 0.000 0.000 0.000 0.000

62 0.950 1.050 0.000 0.000 0.770 0.140

63 0.950 1.050 0.000 0.000 0.000 0.000

64 0.950 1.050 0.000 0.000 0.000 0.000

65 0.950 1.050 0.000 0.000 0.000 0.000

66 0.950 1.050 0.000 0.000 0.390 0.180

67 0.950 1.050 0.000 0.000 0.280 0.070

68 0.950 1.050 0.000 0.000 0.000 0.000

69 0.950 1.050 0.000 0.000 0.000 0.000

70 0.950 1.050 0.000 0.000 0.660 0.200

71 0.950 i 1.050 0.000 0.000 0.000 0.000

72 0.950 1 1.050 0.000 0.000 0.120 0.000
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Bus data (cont.)

Bus No. V"'., V"'.. b"" b.... pd ad

73 0.950 1.050 0.000 0.000 0.060 0.000

74 0.950 1.050 0.000 0.000 0.680 0.270

75 0.950 1.050 0.000 0.000 0.470 0.110

76 0.950 1.050 0.000 0.000 0.680 0.360

77 0.950 1.050 0.000 0.000 0.610 0.280

78 0.950 1.050 0.000 0.000 0.710 0.260

79 0.950 1.050 0.000 0.050 0.390 0.320

80 0.950 1.050 0.000 0.000 1.300 0.260

81 0.950 1.050 0.000 0.000 0.000 0.000

82 0.950 1.050 0.000 0.050 0.540 0.270

83 0.950 1.050 0.000 0.100 0.200 0.100

84 0.950 1.050 0.000 0.000 0.110 0.070

85 0.950 1.050 0.000 0.000 0.240 0.150
86 0.950 1.050 0.000 0.000 0.210 0.100

87 0.950 1.050 0.000 0.000 0.000 0.000

88 0.950 1.050 0.000 0.000 0.480 0.100

89 0.950 1.050 0.000 0.000 0.000 0.000
90 0.950 1.050 0.000 0.000 1.630 0.420

91 0.950 1.050 0.000 0.000 0.100 0.000

92 0.950 1.050 0.000 0.000 0.650 0.100

93 0.950 1.050 0.000 0.000 0.120 0.070

94 0.950 1.050 0.000 0.000 0.300 0.160

95 0.950 1.050 0.000 0.000 0.420 0.310

96 0.950 1.050 0.000 0.000 0.380 0.150

97 0.950 1.050 0.000 0.000 0.150 0.090
98 0.950 1.050 0.000 0.000 0.340 0.080

99 0.950 1.050 0.000 0.000 0.420 0.000

100 0.950 1.050 0.000 0.000 0.370 0.180

101 0.950 1.050 0.000 0.000 0.220 0.150
102 0.950 1.050 0.000 0.000 0.050 0.û30
103 0.950 1.050 0.000 0.000 0.230 0.160
104 0.950 1.050 0.000 0.000 0.380 0.250
105 0.950 1.050 0.000 0.000 0.310 0.260
106 0.950 1.050 0.000 0.000 0.430 0.160
107 0.950 1.050 0.000 0.000 0.500 0.120
108 0.950 1.050 0.000 0.000 0.020 0.010
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Bus data (cont.)

Bus No. V"'"' V"'.. bmin bm.. pd qd

109 0.950 1.050 0.000 0.000 O.OSO 0.030

1I0 0.950 1.050 0.000 0.050 0.390 0.300

III 0.950 1.050 0.000 0.000 0.000 0.000

1I2 0.950 1.050 0.000 0.000 O.GSO 0.130

1I3 0.950 1.050 0.000 0.000 O.OGO 0.000

1I4 0.950 1.050 0.000 0.000 O.OSO 0.030

Ils 0.950 1.050 0.000 0.000 0.220 0.070

IIG 0.950 1.050 0.000 0.000 1.S40 0.000

1I7 0.950 1.050 0.000 0.000 0.200 O.OSO

Ils 0.950 1.050 0.000 0.000 0.330 0.100



• Table E.lll.a
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•

Generation data

Bus No. pg"'"' pg"'''' qg"'"' qg"'''' aa bb

1 0.700 1.800 -0.230 1.150 60.73 127.70

4 0.800 2.170 -0.400 1.200 48.90 78.60

6 0.400 1.080 -0.500 0.500 69.60 195.60

8 0.800 2.170 -3.500 2.200 77.30 68.00

10 0.400 2.000 -2.000 3.400 50.19 45.97

12 0.400 1.080 0.150 0.750 80.30 193.20

15 0.300 0.720 -0.800 0.400 151.30 120.40

18 0.300 0.720 -0.600 1.400 151.30 120.40

19 0.400 1.080 -0.150 0.750 136.70 124.60

24 0.300 0.720 -0.400 2.400 151.30 120.40

25 0.800 2.170 -2.240 3.000 39.40 78.40

26 1.200 3.240 -4.000 2.250 63.85 69.90

27 0.300 0.720 -0.080 0.400 151.30 120.40

31 0.300 0.720 -0.150 0.400 151.30 120.40

32 0.300 0.720 -0.200 0.600 151.30 120.40

34 0.400 1.080 -0.400 0.750 136.70 124.60

36 0.400 1.080 -1.000 1.000 67.50 206.60

40 0.300 0:120 -0.500 0.500 151.30 120.40

42 0.400 1.080 -0.150 0.750 136.70 124.60

46 0.300 0.720 -0.080 0.400 151.30 120.40

49 0.800 2.170 -0.240 1.200 77.30 68.00

54 0.300 0.720 -0.080 0.400 151.30 120.40

55 0.400 1.080 -0.150 0.750 80.30 193.20

56 0.300 0.720 -0.080 0.400 151.30 120.40

59 0.400 1.080 -0.850 2.000 67.80 154.60



• Table E.18.b
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Generation data (cont.)

Bus No. pg"''' pg"'''' qg"''' qg"'''' aa bb

61 0.400 1.080 -1.650 1.650 67.80 154.60

62 0.400 1.080 -0.150 0.750 63.60 201.60

65 0.800 2.160 -3.000 1.500 46.33 104.10

66 1.200 3.240 -0.450 2.000 42.13 72.93

69 1.600 4.340 -2.000 2.000 59.97 39.85

70 0.300 0.720 -0.800 0.400 15.13 120.40

72 0.300 0.720 -0.080 0.400 15.13 120.40

73 0.300 0.720 -0.080 0.400 15.13 120.40

74 0.400 1.080 -0.150 0.750 80.30 193.20

76 0.400 1.080 -0.150 0.750 80.30 193.20

77 0.300 0.720 -0.400 0.400 151.30 120.40

80 1.200 3.250 -3.000 2.250 31.49 76.87

85 0.400 1.080 -0.150 0.750 67.80 154.60

87 0.400 1.080 -0.400 0.750 80.30 193.20

89 1.200 2.250 -0.450 2.200 58.13 71.76

90 0.800 2.170 -2.000 1.500 48.90 78.60

91 0.300 0.720 -0.240 1.200 151.30 120.40

92 0.400 1.080 -0.150 0.750 136.70 124.60

99 0.300 0.720 -0.080 0.400 151.30 120.40

100 0.400 4.000 -0.480 2.400 28.20 46.20

103 0.000 4.000 -0.480 2.400 36.82 45.98

104 0.000 2.080 -0.150 0.750 136.70 124.60

105 0.000 2.080 -0.150 0.750 136.70 124.60

107 0.000 2.080 -0.150 0.750 67.80 154.60
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