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(ii) 

ABSTlIAèT ;\ .. 

\1 

This thesis presents a new « adapti ve control wi th 

f recursive identification » scherne for d~~crtte time sto

chastic linear systems. Our scheme has the~~ollowing pro

perties when applied to an unstable system witp unknown ... , 
parameters. 

(1) 

(2) 

The adaptive c~trol ~art of our algoritnm s~ilizes 

and asymptotically optirnizes the system. 

The feedback control law is such that it is subj~ct to 

a random disturbance so that the resul ting controi:. signals 
~ 

possess an important "persistency of excitation. " pt:operty. 

This results in strongly consistent estimates of the lystem 

parameters being produced by the recursive pararneter esti

mation (AML) part of our algorithm. 

The aDove results are subject to an inverse stability as~ 

sump on on the deterministic part of the system, a positive 

real co dition on the stochastic part, and a h~pothesis on the 

irreducib'lityof the system representation. Our ~nalysis 

covers bo the scalar (unit delay and general delay) and multi-

variable (unit delay) cases. 

;/ 
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(iii) 

SOMMAIRE 

Cette th~se pr~sente et analyse une nouvelle m~thode 

permettant de faire simultan~ment la commande adaptative et 

l'identification r~cursive des syst~mes stochastiques lin~aires 

a tèmps discret. Notre algorithme possêde les propriêt~s ~ 
" , 

suivantes lorsqu'il est appliqu~ à un système instable dont l~s 

paramètres sont inconnus. 

(1) Le système est stabilis~ et sa performance optimisée par 

l'algorithme de commande adaptative. 

o 
(2) La loi de commande de ce r~gulateur ~tant pertur~e par, 

l'addit~on d'un signal aléatoire, les signaux de contrôle. 

qui spnt g~n~rés possêdent une importante propri~t~ dite 

"d'excitation persistante". En cons~quence, des estim~s 

convergents des param~tres du systême sont produits par 

l'algorithme récursif d'estimation des paramètres (AML). 

Ces r~sultats sont sujets à une hypothèse de phase 
, 

minimale quant à la partie déte~iniste du systême, une condition , 

de passivité quant ~ la partie stochastique, et une hypothèse 

d'irr~ductibilité en ce qui concerne le modèle du système. 
/ 

La thèse analyse le cas univariable (délai quelconque) 

et le cas multivariable (délai unité). 
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CllAPTER l 

INTRODUCTION 

----------~.--

This thesis is concerned with the "adaptive control" 
1 

-------

problem of linear stochastic discrete time systems. Since the 

expression \"adaptive control" is often employed in different 

contexts and therefore may lead to sorne confusion, we specify imme

diately that we shall consider the "parameter adaptive control 

problem". This problem consists in the design of a re-

gulator for a plant whose parameters are not precisely known. The 

customary usage of the term adaptive - which we also adopt - implies 

that satisfactory requlation~ would be possible if the parame ter 

values were known. If onels lack of precise knowledge of the plant 

in~olved sorne other information, for instance structural data con-

cerning the plant, then one would have another type of adaptive 

control proble~, in this case a "structural adaptive control problem". 

Interpreted in this way we see that there i8 J?o definitive adaptive l' 

control problem, but rathér adaptive versions of previouslY'.,.defined 

control problems. 

1 

Parameter aaaptive control theory and its applications have been 

an object of study within control engineering for many years. For a 

samp1e of this work we refer the :reader to the list of references 

[l~- 15] drawn from publications which have appeared over: the last 

thirty years. In particular, for the case of discrete time para

~ meter stochastic adaptive control, we mention the seminal paper of 

CI " . As~rom and Wittenmark [6] that introduced the self-tuning regulator. 

~ .............. -. -....-,- ------ ---- n 111 ~~ ---------- ~------, ' 
" 
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" . 
It was not unti1 re'lati vely recent1y. however, that there beqan 

to appear' complete analyses of the stability of various adaptive 

feedback schemes which stooà upon aC:fe table hypotheses .. To bel 

specifie, during the'period 1978-1~80 there appeared treatments 

of the deterministic sca1ar continuo time par~ter case in 

[16-18] 1 the deterministic scalar and multivariable discrete time 

parameter cases in [18-19] and [20] respecti ve1y, and the stochastic 
c 

multivariab1e discrete time parameter case in [21] ~ 

In order to proceed ~é need to be more precise about the resul ta. 
l 

contained in [21 J. This paper_ considers syst!='~ of the form 
, ~ ~ f 

a(z) y "" 2~ (z) u + c (z)w (assuming for the znoment that the reader is-
- ( 

fami1iar with ~his notation). It establishes the existence of 

adapti ve control laws for such 1inear stochastic discrete time un
~ 

stable ,systems where the pa.rameters and noise variance are unknown. 
,1 

These control·,laws st'tabl1ize the system in the sense that the input pro-

cess u and the output process y are both sample mcan square bounded. 
". . ~ 

/... Furtllermore the system 15 optimized in the sense that the sample 

• • 
mean square of the deviation of the output from a bounded deter-

* mnistie damand proeess y converges to the prediction" errer of the 

s-ystem when this is cemputed u5ing the true values of th~ parameters. 

, In the adaptive control schèmes of [21J and the related work 

[22-2"7], the control laws analysed emp10y ei ther a type of stochastic 

approximation parameter estimation a1gorithm [21,22,27] or modified 

least squares a1go.rithms [23-26]. None ~se the techniques (referred 

to as monitoring> which project parameter estimates into regions 

.' 
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'which correspond to a stable system, an operation requ1rinq certain 

a priori information about-the s,stem parameters. The conditions 

for these control alqorithms to perform as described consist of re-
,\ 

latively weak assumptions on the system noise process w, an inverse 

asymptotic stability hypothesis on the deterministic part of the 

system,and somee form of positive real condition on the stochastic 

, part. 

Oespite some parti~!_ resu1ts (see e.g. [23,26])none of the 

control alqorithma described above have ~een shown to pro duce con

sistent parameter estimates. 

The contribution of this thesis is tQ extend the results of 

Goodwin, Ramadge and Caines [21] by showing that there exist asymp

totically optimizing adaptive control algorithms which t in addition, 

generate consistent' -estimates of the parameters of the system whieh 

ia beinq regulated. To the best of ~he author's knowledge, it is 

the firet result of this type. The reader 15 referred to [28,29] 

for results of a distinct but analogous type concerning the ad4Ptive 

control and identification of a completely observed discrete time 

parameter Markov proeess with finite paramet,r set. 

A.new « adaptive control with recursive ~dentificatlon » 1 

l 
,cheme ls p~esented. ~t consists of two recursive algqrithmB, one 

for adaptive control and one for system identifle~tion, which 

operate simultaneously on the system being considered. More spe-

cifically, the followinq result ls established: 

. , 

'. 

'. 
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Let the control law of [21], be subject to a white noise 

disturbance or dither'siqnal re~ulting in what is termed a 
1 

"continually diaturbed control" (introduced in [30]). Then the 

çesulting system behaviour ia such that 

(1) The deqradation of the asymptotioatQy optimal performance 

of the system is qiven by the addition of a term equal to the 

':;,,-- variance of the di ther signal. 

(2) The resultinq control process is npe~~iatently exciting" 

in that the limit of the sample covariance o( a particular re

gression vector is positive definite w.p.l. '\ 

(3) It is possible to use, in parallel,a second recursive 
r 

pa:ameter estimation alqoritnm (called the AML algorithm [31]) 

which produces stronqly consistent estimates of the parameters 

appearinq in the polynomials a(z),b(z) ,c(z). 

The results (1),(2), (3) are, of course, subject to a set of ., 
hypotheses which are descr1bed in detail in the main body of the 

"thesis. In the author's opinion, the only restrictive hypotheses 

are, first, that structural information about the system is available 

in the form of knowledge of the orders of a(z),b(z) ,c(z) and the 

de1ay d, second, that the c{z) polynomial satisfies sorne form of 

positive real cond~tion,'and third, the inverse stability assumption 

on the deterministic part ot, the system. However, these hypotheses 

- reflect the current state-of-the-art in the theoret,ical analysis of 

adaptive control~ and parameter estimation methods. The subject of , 
/ 

, adaptive control of non-minimum phase systems is' <still only parti,a11y 

- - ( 

" .' 

'.llè i'l1$l .... ~~ 

./' 
./ 
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treated i~ the literature and, at present, positive real conditions 
,1 

are 'ubiquitous in the analysis of recursive stochastic algorithms 

(see e. g. [3?]) • 

. 
This thesis is organized as follows: 

In Chapt:er II,we state in a fonnal w~ the adaptive control préblem 

under consideration and then briefly recall the main results of (21). 

In Chapter III we qive a description of the "continually disturbed 

control actions" .method and analyse its effect on the perf~rmance 

of the system, and in Chapter IV we prove the important "persistency 

of excitation" p~pertyof this method. Chapter V contains the 

unified theorem describinq the joint use of the (stabilizinq and 

asymptotically optimizing) control laws toqether with the AML para-

meter estimation alqorithm in the scalar unit delay case. 

Chapt~r VI extends the previous results to the scalar general 

delay-colored noise case, and c~ap{er VII to the multivariable 

unit delay-colored noise case.' The extension of the algorithm of [211 

to the multivariable case is done using a technique described in [39]. 

It seems it is the first time tHat such a technique is employed in 

derivinq multivariable versions of stochastic adaptive control 

algorithms. 

We also carry out in the same manner the derivation of the 

multivariable AML alqorithm and give" in Appendix D, a complete 

proof of its- almost sure convergence. 
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CHAPTER II 

THE ADAPTlVE CON~ROL PROBLEM 

2.1 ~ System model 

In this thesis we are·concerned with the adaptive control 

and recursive ,identification of (scalar) linear time-invariant 

fini te dimensional systems which we represent (see e.g. [39] 

in their autoregressive moving averag~ (ARMA) form, i.e. we 

consider systems of the form 

a(z)y =v zdb(z)u + c(z)w, 

---- - _.......-....-

with initial conditions giyen at t = 0, where z ie the unit backward 

shift o~erator, and where u,w and y denot~ the input, disturbance 
• 

fi and output proce6~es of the system. 

In chapters II to V of this thesis, we will restrict our 

analysis to the unLt delay case, i.e. d = 1. Bence, the system S 
.-

~der constderation will be described by: 

S: (z)'Y = zb (z) u + c (z) w (2.1) 

. The polynomials ap .aring in (2.l) are defined as follows: 

a(z} 1,+ .f. ..•. :;\+ n = alz anz , ~ '. , 
b (z) bO + bl z m b . JI- 0 = + •• ". T b z , 

, m 0 
\ ~ c(z} = l + clz. + •• l + ctz \ 

We adopt the following assumptions about the structure of 

the s})stem S: 

.~;, ------_.-, 
, ? 

,( 

1 p 
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(51) c(z) and b(z) are asymptoticall~ stable polynomials i.e. 

aIl zeros lie outside of the closed unit disk. 
-

(52) [c(z) - ! ] is strictly positive real for some a > 0, i.e., 

recalling the definition of a strict positive real function (see 

e.g. [36]): 

-
(i) [c(z) ! ] has no' poles in {z: 1 z 1 ~ l} ~ 

<trivial here sinee e(z) is a polynomial) 

(ii) c(ei6 ) + c(e-i6) - a > 0 Il a e [0,2'IT} • 

Concerning these· assumptions we make the fOllowing remarks: 
_ 1 Ç'l 

(i) If the proeess c(z)w is wide s~nse st~tionary and w is a 

stationary orthogonal process then c(z) can be taken to be stable 

without loss of generality. 

(iï) It will be seen thitt it is neeessary to assume that b(z) is 

asymptotically stable because we are going to co~sider the (asymptotic) 
, 

minimization of a cost function only involving y, not u. 

(iii) The pçsitive reality assumption is indeed a substantive 

one but, at present, conditions of this type seem inevitable when 

one.wishes to ensure the convergence of recursive schemes (see [37]). 

ALI random variables appearing in th~s thesiswill he defined 

upon an underlying probability space (n,B,p). 

-Let n m maxCn,m+l,t) and let Xo denote the initial condition 

{yo, ••• ,y - 1 U , ••• ,u -; w , ••• ,w -} for (2.1). -n 0 -n 0 -n 

----------

-·· .... i 

1 
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We take Xo to be a random variable defined on (Q,8,P) and 

to be a stochastic process on (n, B,P),. _ Let F 0 denote 

the a-field generated by x ,and,for t > l,let Ft denote that o -

generated by {x ,wl/w~, .•• ,Wt}; then our initial hypotheses,on o ' ~ 

the disturbance process w are as follows: 

(W1) All finite dimensional distributions of Xo and the w process 

are mutually absolutely coneinuous with respect to Lebesgue measure. 

(W2) E wt IF t-1) = 0 a.s. t > l -
(W3) 

2 ,,.,. 
E wt IF t-l)= y2 a.s. t > l 

l N 2 
(W4) lim sup N L wt < 00 a.s. 

N-+oo 1:=1 

These assumptions imply that w is a martingale difference 

process of constant (conditional) variance and finite power. 

2.2 - Control objective 

The control obj~ctive i6 as follows: design a feedback 

control algorithm for S, with only n and observations on y and u 

s input data, that 
\ 

(i~ stabilizes the system, in the sense that 
\ 
U and y shall have a.s. sample Mean square bounded trajectories, 

and (ii) asymptotical1y optimizes its behaviour, in the sense 

* that given a sequence y the sample Mean square error between y 

* and y is minimized. 

1t 
The hypothesis on the target sequence y is 

(Tl) y* is a bounded, deterministic (i.e.{n,~} measurable) 

sequence defined on t > 1. 

.' 
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/ 

The 1055 function we use is 

. 
is a result of the analysis in [21]that the control law described 

below yields a limit as N ~ œ for this expression which is equal 
'2 2 to the quantity y. We stress that y is the loss incurred by 

o 
Astr8m's minimum variance control algorithm [6] when it is applied 

to a'system of the form (2.1) with b(z) asymptoticallylstable,w,u,y 

wide sense stationary and the coefficients of a(z),b(z),c(z) 

known (i.e., available for the design of the r~gulator ). 

The control problem we treat is an adaptive one because 

ut,t ~ l, is not permitted to be an explicit function.of the co-

2 efficients of a(z),b(z) ,c(z) and y , but only depends on these 

qu~ntities through the observations {YI,.··,Yt } and {ul, .•• ,ut _ l }., 

The specification of our feedback control algorithm is such 

that it dependS only upon n,m,~,d, and the feedback control action 

Ut' t ~ l, i9 required to be measurable only with respect,;o the ( 

cr-field of past observations i.e. that generated by {yo}, in 

case t = l, and by {Yl' •.. 'Yt} together with {ul, ••. ,ut _ l }, in 

case t > 1. Hence, reasoning inductively, we see that Ut i6 measur

able with respect to the a-field generated by {Yl, .•. ,Yt }, which 

we denote F{Yl'~'.'Yt} , for aIl t > 1. 

The control algorithm that wa6 proposed and analysed in [21] 

consisted of two parts: first, a stoéhastic approximation parame~er 

identification algorithm, and second, an algorithm computing the 

control action. The pararnèter .9
0 

that- is estimated in' the al

gorithm i6 the vector of coefficients appearing on the right hand 

side of (2.2) below. This expression gives the predicted deviations 

* of y from the sequence y computed using the true model (2.1): 

1 • 

j 
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'" * ,,* " * 
(Yt +l -Yt +l ) + cl (Yt - Yt ) + ••• + cii(~t-n+l -,Yt-n+l) 

t > l (2.2) 

where we have used (2.2) to define the vector ~(t), where Yt denotes 
/"' 

and where (2.2) is ini tiali zed wi th X o E F 0 

and hence the recursion has constant coefficients. (See the proof 

of Theore~ 3.1 for a detailed derivatian of a generalized form of 

equation (2.2).) 

The control action given below is that which would 'give a 
"i,J \ 

minimum variance control action if 8 were available for the 
o " 

design of the control algorithm. To b~ specific,the contr91 

action defined by (A3) alone,witn ê(t) ~ 8
0

, is the minimum variance 

control action: the adaptive control algorithm operates by 
, , 

estimating 8
0 

and substituting the estimate into (A3). 

~APTlVE CONTROL ALGORITHM 

Take {ê(l), ••• , Sen)} and {ul' ••• ,Un} as arbitrary 

functions of the observations: then set 

-
(Al) 

"- " ~ (t-l) Tê (t-l)] , a (t) = a(t-l) + a cp (t-l) [Y t -r (t-l) 

- 0, n+l a > t > , 
1 

(A2) r (t) = r(t-1) + q,T (t).p (t) , r (1) = ••• =r(n) ... l, t > - n+l 

(A3) q,T(t)ê(t) 1:11 , t > n + l 

~....-.--.. --~ -~--~--------~ - ... - ~---~-
1 _ ~ M~" 
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(Notice that this algorithm starts at 
, 

t = il + l when all the 

necessary initial conditions are availab1e). o 

Equation (A3) implicity defines the feedback control 1aw \ 

which is exp1icitly given by 

= - l A A 

[al (t)Yt + .•• ,,+ en (t)Yt - n + l 
\ ên+l(t) 

* A * A * 
Yt+l - e2n+l (t)yt ···- 63ii<t)Yt -n+l] 

t ~ n+l, a.s. (2.3) 

By virtue of (Wl) division by zero in (2.3) is a zero 

probability event. 

The behaviour of S, subJect to the hypotheses stated earlier 

and the adaptive control algorithm just described, is given by 

Theorem 2. 1" [21] 

Let S satisfy the structural assumptions (51) and (52), 

the assumptions (Wl)-(W4) concerning the disturbance process w, 

and let y* satisfy (Tl). Let the control actions u be generated 

by the control algorithm described by (Al),(A2),(A3). 

Then, the specification of the algorithm via (Al),{A2),(A3) 

requires only the structural data on the ARMA system 5 given 

by the integer n and Ut ~s F{Y1' •. "Yt} measur~b1e for t > 1. 

,---,---- --., 

J 

, 
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the input-output sample paths of S when u\~s 
\ 

(Al) , (A2) , (A3) satisfy: \ 
\ 

\ N 
2 

(2.4\ lim sup !. L Yt < 00 a.s. 
N .... 00 N t=l \ 

\ 

l N '. ~ \ 
lim s~up N L u2 < 00 a .. s. ~ (2 • ..,t-~,,-

'>c::-N ..... ao t"l t \ 
1 N * 2 .. y~ \ 
N i !(Yt.-Yt ). IF t-1) &. (2.6) 

t-l 

0 

~ , 

\ 

\. 

\ 

\. 
" 

, ,,----------------~--~-

\ 
'< 

\, 
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CHAPTER III 

ADAPTlVE CONTROL USING CONTlNUALLY 

OISTURBEO CONTROLS 

3.1 Introduction 

In general, the parame ter estimation parts of th~ adaptive 

control algorithms developed to this day do not produce consis

tent (i.e. convergent) system parameter estimates. This is true 

for both stochastic approximation type and least squares type 

~lgorithms. In fact, to the best of the author's knowledge, in 

all the results on the convergence of the system and/or predictor 

parameter estimates, sorne forro of persistency of excitation (see 

Chapter IV) is assumed to be satisfied1 howaver, nothing guarantees 

that the inputs generated by adaptive control algorithms are 

persistentlyexciting. (See e.g. [26].) 

In an initial step towards the analysis of the behaviour of 

the parameter estimatesin the adaptive control scheme of Chapter II, 

Caines [30] studied the effect of adding disturbances to the control 

action u by injecting a "dither" signal into the, controller part 

of the algorithme As in [30], we will call such controls "continually 

disturbed controls". We wi'll see in Chapter IV that these distur-

bances play a crucial role in the convergence of the identification 

part of our scheme. 
,,"",,,

.... ' 
{ 

In this chapter, we restate the main result of [30] and give '-

its (new) complete and detailed proof.More specifically, we 

.. 

-,---

1 
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• provide an analysis of the degradation of the performance of 

the adaptive control scherne of Chapter II wh en the controls suffer 

a disturbance involving an exogenous noise process. We then pre- _ 

sent a new dorollary. These results constitute foundations for 

the analysis which follows in the next chapters. 

3'.2 - Modified adaptive control algorithrn . 
The'so-called continually disturbed controis result from the 

injection of an exogenous noise process e: into equation (A 3) and ~o 

(the regression vector)i we shall use the notation (AD3) and ~D in 

the fC:)l,lowinq to denote this disturbed case. The recursi ve iden

tification part of the algorithm, (Al) and (A2), remains unchanged 

except that we employ ~D instead of ~ , 

" 



\ 

-15-

, 
"ÂDAP'l'IVE CONTROL ALGORITBM WITB CON'l'INUALLY DISTORBED CONTROLS 

" A ... \ 

Take {6(l), ••• , Sen)} and {ul, ••• ,Un } àB arbitrary 

functions of the observations {y l' ••• , Yn} 1 then 1 for t "! ii + l, 

set, 

(Al) • ê(t) -

• CO' 

êCt-l) + r1t-l) 4>D(t~l) (Yt - ,DCt-t;'T êCt-l) l,' a > 0. 

(A2) r(l) - ••• -r(n) - 1 

where 
\ , 

* * - (Yt + €t-l)'···'-(Yt-n+1 + Et_ii»T, -t~n (3.1) 
r 

and where the process € will be defined beiow. o 

Thus, u is explicitely qiven by 

, 

~. * 
+ 62n {t)ut _n+'1 - (Yt7l + Et) 

" * 6 2n+l (t) (Y t + Et - I ) - ••• 

" * 6 3n (t! (Yt-ii+1 + Et-li )J' , a.B. '(3.2) 

, ' 

~c "rI",- ' ..... __ ~; .. v .. _::~ " ~~ ' .... t~~-.. .. ~ '; ... 
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/. 
€ is an exoqenous ooise process . d~fined upon the under1yinq pro

babi1ity space (n,S,p). Denoting by Gt the a-field generated 
r~ ~ by {xo,w1~.oI.\I,Wt'€l'.'.' €tJ, the fo1lowing assumptions will be 

~made.concerning w and e: 

, 

(wP1) AlI finite dimensiona1 distributions of Xo ~d the w 

a~d e,processes are mutua11y absolutely continuous with respect 

ta- Lebes'gue measure. 

(wD2) Ewt: 1 Gt _l ) ... 0 &.s. t > 1 -
(wD3) 2 2 

EWtl Gt - l ) ,. y a.s. t > 1 -, 

(wl'4) lim sup 
1 N 2 
N l, Wt 

< 00 a.s. (as before) 
-N ... 00 t-l 

(El) EetlGt_l) ... 0 a.s. t > l -
2 lJ2 (E2) EetIGt_l)" :II a.s. t > l -

(E3) Ee!'1 Gt - 1 ) < K < éO a.s. t > 1 -

W~point out immediately that the last three &ssumptions 

(E1),(E2), (El) imply, by Lemma A.2.in Appendix A, the fo1lowinq 

ergodic ~ype result for € : 

, 

l N 1im _ t 

N 0+ (Xl N t;l 
&.s. t3.3).. 0 

(the raison d'être of assumption (E3) 1s'solèly to ensure the 

validity of equation (3.3).) 

We now present a generalization of Theorem 2.1 in the case 

of eontinually disturbed controls. (In fact, the proof of the 
o 

fol1owinq Theorem al sa app1ies for Theorem 2.1 when the procas. & 

ls identically z\~o.) 

',' 

"" 

/ 
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'l'heorem 1 3 .1. 
1 

Le~ s sa~isfy 'the structural assumptions (51) an~ (52), 
• 

the assumptions (wCI) - ewD4) concerninq the disturbance process 

" * ~ anfelet y satisfy (Tl). Let the control actions u be qenerated 

by dt control algorithm described by (Al), (A2) , (AD3) with the 

exogenous noise process ~ sat~sfying (El) - (E3). 

~, 

Then,the input-output sample paths of S satisfy: 

N • f 

l 2 
, 

lim sup N L Yt < co a.s. (3.4) 
N .... oo tsl 

-.-/ - - ... 
t 

, 
1 N 2· lim sup N ï Ut < co a.s. (3.S) 

N .... oo t-l .. 

l N ·.2 y2 + u2 l;m if L E(Yt -Yt) I.Gt _ l ) • a.s • (3.6) 
N .... CD t-l 

' .. 0 

Remark 3.1: Notation 

mixed Ltation nt :,a 

.{' 

We shall use the u,ual m (z') ~ ta 
, 1 mr t 

denate the generation of, the outPu~ess n from the input 
, 

proces. ~ via the ARMA scheme nont + ••• + nnnt_n '"" ni~~t + ••• + ~~t-lll' 

t ~ 0, (n and m beinq respecti vely the degrees of n (z) and m (z) } 

together with initial conditions at t - o. 

Proof of Theorem 3.1 • 

... 
P,art 1. We beqin by motivatinq the choi~. of the regresaion vector 

.. 
and establish an importanë relation usinq th~ filter equation. 

/ 

~ 

t .... -.-_, .~,!,':-+"""-""""'-. '''''-;-.-"", 7':, "·,,......:"'·~,:-~1/,;,;·, ... ="'~ 
• 1 ~' 
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The system equation (2.1) can be written in its pre~icti~n 

with initial condition' xo" (Sinee d = l this is just a transposi-

tion of (2.1». Subtracting c(z) (Y;+1 +Et ) from each side, ve . . 
obtain 

. * 
c(z) [Yt+l -Yt+l -wt +1 - St] :::a (cl - a1)Yt + ••• + (cii -aii'Yt-n+l 

where the ve~tors ,D(t) and 9Q are.defined as follow8: 

e • o 
---, 

o 

~ * Denoting the con~rol error Yi- Yt as et' and defininq: 

ve have from "!.. 7) : 

• D(t)Te .. 
c(zlZt • - (Yt+l 0 + et)' 11: ~ l • 

'l 
'. 

... 
., 

-' 

1 

(3.7} 

(3.8) 

(3.9) 

(3.10) 

(3.11) 
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o * D TA But, from (A 3) 1 Yt+l + Et :10 <1> (t} 0(t) J hence , defininq . 

" Set) ! set) - So we obtain the fol1owing crucial relation: 

t > ii + 1 (3.12 ) 

Since Xo E Gt for t ~ 0, wt +l :::II: y t+l - EY,t+l' Gt ) for 

* t ~ 0; therefore, Zt = - Yt +l +EYt+IIGt ) - Et and hence ~ ~Gt 

measurable, which we write 'as Zt El Gt • It follows that EZtIGt> .Zt' 

Part 2. In this section, we establlsh an important property . 

of the algorithme In the analysis to follow we take t ~ il + l, 

and note that all the required initial conditions'have been 

specified. 

Substitutinq (A
D3> in (Al), we have: 

-
è (t) • è (t-l) + r (:-1) 4>0 (t-l) [et - €t-l] . (3.13) 

Let V(t) â è(t)TëCt) êhen 

V(t) 'SI V(t-l) + 

+ 

-2 D T 2 
+ • <1> (t-l) <1> Ct-l) (et - €t-l- wt ) 

r (t-l) 2 

... 
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, ,\ 
\. "'" - T D 

Takinq condit±onal expectatl.ons and~wrftinq b(t-l) ~ -0(t-ll ~ (t-l) 

- -2 
EV(t) IGt ... l ) = V(t-l) - r~~-l) b(t-l}-Zt_l -: ~(:_1)2 ~D(t-l)T~D(t-l}Zt_12 

-2 \. 
+ a $D(t_1)T~D(t_l)y2 

r(t:-1)2 

from (wl'2) ,. (WD3) and Zt_l E Gt _ 1 . 

Sa, notinq that 

we have 

-pa 

!D Ct-l) T 1° Ct-l) 

ret-l' 

2 z . 
t~l + 

r (t-l) 

~ l, 

where p i8 a small positive constant chosen so tnat 

[c(z) - ~ ] 

(3.15 ) 

is positive rea1. The existence of such apis assured by the strict -

\ positive real condition (S2). 
\ 

Now let 
h(t-l) _6. b(t-l) - (a + p)z 

2 t-l (3.17) 

Recallinq equation (3.12) and the definition of b(t-1), we have 

h(t-l) ... [c(z) - ~]z 
~----z-- t-1 (3.lB) 

___ --;-.-,'-.-.;------;-o--~-.---------:-

; 
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Equation (3.16) can now be wri.tten as 

EV(t) IGt _ 1 ) i V(t-l) -

+ 

Let us define 

t 
S (t) .. 2a l 

j=n+1 

- 2' paz
t

_
1 2a 

-r~(t--~1~)-h(t-l)Zt_l - r (t-l) 

a2 
<l>D (t-1) T <l>D (t-l) y2 

r Ct-Il 2 
a.s. 

h(j-1)z. l + J-
K, 0 < K < Gel 

'" t > ii + 1 

where le is a pos,itive quantity depending upon Xo that ensures 

(3.19) 

(3.20) 

S (t) ~ 0 for aIl t > ii + 1. The existence of K fo1'lows from the 

positive real condition (S2) (see for instance the proof of the 

Positive Real Lemma given in Lemma A.4 of Appendi x Al. 

Now define the non-negative random variable 

So 

< 
= 

+ 

t > il + 1 

S (t) 
r (t-1) 

S (t-I) 
V(t-1) + r(t-l) 

-2 a 

where we have used (3.19) and (3.20). 

• . -~- _ .. - - ---~ 

....-~ ____ ...... __ ~, ____ • -..i __ ----

- 2 paz
t

_
1 

, r <t-l] 

a. s. , 

(3.21) 
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Next, since r(t-2) ~ r(t-l), we obtain the important "near-

super-martingale" inequality 

1 
S (t-l) 

EZ(t) Gt - l ) ~ V(t-l) +- r(t-2) -

- 2 
paz t _ l -2 DTD 2 

... a 2et> (t-l) ~ (t-l) Y 
r (t-l) r (t"'l) 

- 2 
paz t _ 1 a2 DTD 2 

< Z(t-l) - + <p (t-l) et> (t-l) Y a.s. 
'r(t-l) r{t-l)2 

Since {r{t)i t > l} is a non-decreasing sequence and 

<pD (t)?<pD (t) 1" r (t-l) == r(t) it follmJs that 

co 

L 
j=n+l 

pD (j-l) T rl (j-l) 

r(j-l)2 
< l/r(l) == 1 

( 3 • 22) 

Applying an extended forro of the convergence theorern for positive 

super-martingales (see e.g. [21,31]) to (3.22) we obtain 

,Z(t) ~ Z(oo) a.s. with E{Z(m)} < 00 

and - 2 co paz t 
L < 00 a.s. 

t=l r(t) 

-Now aince pa ~ 0 we conclude 

2 co Zt 
L r (t) < co 

t=l 
(3.23) 

- , 
Our objecti ve is now 

N 
lim ! L 

to establish the important relation 

N + 00 N t=l 

2 z = 0 t a.S. (3.24) 

We ahall consider two cases depending upon the behaviour of r(t) 

as t + 00 and will divide the sample space accordingly. (In [21] 

o~ly the' second case was considered). 

, 

_._-~ _ .... -...- -~-
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~ LetH = {w e n: lim r(t) < oo}; in that case, fram the 
t -+- 00 

of r(t) in (A2), we have lim ~D(t)T~D(t) = 0 which 
t--+- 60 

definition 

implies that 1im ~D(t) = O. We also know, from'the defini· 
t -+- 00 

tion of Z(t) in (3.21) and the fact that Z(QCI) is finite, that 
" <r'-

1i'ffi~-~up V (t) 
t-+- oo 

< 00 a.s. and sa lim sup D0(t}U < 00 a.s. 
t -+- 00 

Hence, recalling equation (3.12) and the stabi1i ty candi tian' 

(Sl) on c(z), we conclude 

consequent1y 

lim .!. 
N -+- oo~ 

as required. 

N 2 
L Zt = 0 

t=l 

lim Zt = 0 for almost all 
t -+- 00 

for a1most aIL w E H 

LI) E Hi 

( 3 • 25) 

(ii) Let H ' ~ Q / H; in that case, we can apply Kronecker 1 S 

1emma to (3.23) because r (t) -+- 00 as t --+- 00 (see e.g. [42)).\ 

This yields 

N 
lim l L z2 = 0 for a1most all w E HI (3.26 ) 

N +' 00 
r(N) t=1 t 

We show in part 3 of this proof that lim inf N l 
r (N) > K > 0 

a.s. on n. Then, from (3.26) we have that 

N 
lim! l Z~ = 0 

N -+- QClN t=l 
for a1mas t aIl LI) EH' (3.27) 

In conclusion,(3.24) has been shawn to hold a.s. on H and HI 

and hence holds a. s. on n as required. 

Part 3. ,We naw prove a.s on n which was 

needed to establish (3.24) above. At the same time we ~rove the 

stability praperty,(3.4) - (·3.5) of the algorithme 

~ .....,1 ' ..... A---;--:--- - - , . 

/' 
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First, using assumptions (SI) and (wD4), it mây be shawn 

that (see e.~. Lemma A.5 of [21] ) there exists Kl ,K2 (w) botf 

positive and a.s. finite such that 

1 N 2 Kl - l u <-
N t=ÏÏ+l t N 

N 2 
l Yt+l + K2' 

t=n 
VN > n+l (3.28) 

Using the definitions of r(N) and ~D(t) together with 

assumption (Tl) and equation (3.3) it follows that for K3 ,K4 (w) 

positive 
N r(N) N3 2 

-N-- < - ~ Yt+l + K4 , VN > il +1 (3.29) 
- N t=n 

We remark that for w E H, r(N) < K for aIl 

sorne K(w) < 00 • This implies r(N) + 0 and so 
~ 

Tur·ning to H' we proceed ~s follows: 

N and for 
N 

lim inf r(N) > 0 
N+oo 

by definition, Zt-l = Yt -y~ - wt - Et-li hence, by (Tl) 

From 

l ,N 2 
N ~ y t+l 

t=l 
(3.30 ) 

(wD4) and (3.3), the quantity 
N 

M'3 ~ M2 + 2 (4 lim sup ,~ l W~(w) + 4\.1 2 ) 
N+ QI) t=l 

is positive 

and a.s. finite and i5 such that 

l N 2 4 N 2 1 

N L Yt +l :s N l Zt + M3 a.s. for aIl N > NI(w), 
t=l . -t=l 

for some random Nl{W). Hence, 

a.s. for aIl N > l, (3.31) . 

--,._' .-.. -----_._-.-_._~--_ .. , 

.) . 
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wher'e M3 denotes the supremum of Mf3 and the values taken by 

the last two terms in (3.30) over the interval (l,Nl(w». Hence, 

using (3.29) and (3.31) we have 

a.s. N > 1 , (3.32) 

where C1 ,C2 (w) are both positive~real and a.s. finite. 
/ 

Fol10wing Solo's suggestion (private correspondence) we rewrite 

(3.32) to obtain, seealso '[22], 

1 for N > 1 a.s. 

50, from (3. 6) for any ~ >0 

a.s. on B' • (3.,33) 

'Bence, for l, > 6 > 0, 

la~d 
lim inf _N_ > (1-6) 

N ~oo r(N) - C2 

since the sarne was true 

N 
lim inf r(N) > 0, 

N ~ 00 

as required in Part 2. 

> 0 , a.s. on H', 

on H, 

a.s. on 11 , 

To establish the stability relations (3.4) and (3.5), we 

remark that (3;34) implies that 

lim sup 
N~oo 

r(N) < 00 

N 
a.s. 

and so from the definition of r(N), 

------------- --~. __ .- -- ,-- --- -----

(3.34) 

(3.35) 
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, . \ 

*" 
1 N 2 lim sup N L Yt 

< co a.s. 
N-+- ... t=-l 

and 1 N 2 lim sup N L Ut < QI) a.s. 
N-+-'" t=l 

as required. 
d 

Part 4. Consider the property (3:24) l N 2 
lim N L Zt = a 

N -+- 00 t=l 
now 

established almost surely on n. By the definition of Zt-l 

. * h et = Yt - Yt = Zt-l + wt + et-l' ence 

But 

as N + QI) by (3.24) and (3.3 ). 

( 
. )~ 1 N 2 . 

N L E t - 1 t:el 
• n 

(3.36) 

-+- O'U • 0 

(3.37) 

a.s. 

Therefore forming the Cesaro surns of (3.36) and invotinq (3.24), 

(3.3) and (3.37) we obtain the desired result: 

lim 
N-+-co 

a.s. o 

Notice that the degradation of the asymptotically optimal

performance of the system is given exactly by the addition of the 

v<lriance of the "di ther" signal. 

-
, ' 

-' 



o 

, r= 
\ 

! Corollary 3 .1. 

-27-

If in the statement of Theorem 3.1 assumption (wD4) is replaced 

by the following cond'ition on the fourth moments of w: 

a.s. t > 1 (3.38) 

then the 1088 function can be reduced to the more simple form: 

a.S. (3.39) 

o 
Proof of Corollary 3.1.: 

- lim! ~ * 2 l ~ 2 
N ~ coN i. (Yt - YtJ ,. lim N L et 
~ t-l " N + co • t=l 

,. 

IN 2 lN 2 - lN 2 
,. lim N L Zt_l + lim N L Wt + lim N L E: t - l N + 00 t=l N+ 00 t-l t-l 

=-

where the last line is obtained ~y a combination of (3.24),(3.38) 

(3.3), Lemma A.2 and the Cauchy-Schwarz inequality. Now Wt€t-l 

is a centered sequence i.e. a martingale difference process which 

a.s. 

- - ------------_._---.. 
'. 

'II. 
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f 
N 1 2 

.' E l .,. Et 1 GN 1) 
t-1 t -

2 N-l 1 2 e:N 
• E( l ~Et +:2: 

tel t N 

Q 1 2 
~-l + :::7 lJ 

N 

IV 

) 1 G
N

_
1

) . II> 1 

Sinoe 
, • ';J 

convergenT 

t l lJ2 < 00 

f ;Z 
theorem whicn 

a • s ., we can apply the mar:t"inqa1e 
00 e2 

shows that ~ + Xcio - r 1,< OCt a.8. 
tel t 

as N ... 00 

.f 

Now, we have 

< 00 a.B. 

by the above result. 

Hence, applyinq Lemma A.l in Appendix A to the centered sequence 

wte: t - l we obtain the f01lowinq resu1t: 

. 1 N 
11m N l Wt Et _ 1 - O· a.s. 

N'" 00 tel 

Therefore, (3.40) reduces to the required reault: 

1 N * 2 2 2 
lim - l (y t - Y t) - y + li 

N'" 00 N t-l 

Remark 3.2. 

) 
a.s. o 

'. 0 

'A similar extension can be done for Theorem 2.1, Le. usuminq 

4 instead of (W4) that E wt tft_1) < P < 00, then the 108s function 

can be simplified·to lim ~ r (Yt _y:>2 "" Y~ a.s. 
N+ CIO t=l 

~ 
t._. -.. -:-:-; .... c;-.;;.:;;.o,:~~.;----------- .. ' '." 
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CHAPTER IV 

. 
PROPERTIES OF CONTINUALLY DISTURBED CONTROLS 

4.1 - Introduction 

-wè' mEtntj,.o~ed in the last chapter that the addition of a 
~ 

~isturbance process E to the control action p1ays a crucial role 

in the identifi~àtion.part of our scherne. As we will prove in 

this cha9ter,such is the cas$ b~cause the presence of tftis 

disturbance process ensures that the so-called "persistency of 

excitation" condition is satisfied. 

This condition is a common one in the study o~ the 

convergence of identification methode (see e.g. [31)-[34]); 

together with other hypotheses on a syst~m, it is known to ensure 

the convergence of prediction error and maximum like1ihood estimates 
'

of the syâtem parameters (see e'. g. [39 t). l't ia general1y specified 

in terms of the limi t of the Ces~ro sum of outer products of some 

re~ession vector, i.e. 

past inpu~,output and disturbance values;this limi~ is required 

to be positive definite for the persiatent excitation property 

to hold. 

1 4 

.-

I~ 

" 

1 bl--
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4.2- The persistent excitation property of continually 

disturbed controls 

In .this ·sectio~, we present new results concerninq the 
. \ 

adaptive control alq9rithm in the case of continually disturbed 
\ 

control.s. Our objective is ta prove that such contraIs yield 

the persistent excitation property 

a.s. , (4.1) 

• 
where cpI (t) is a regression vector that will be specified later. 

Qnce we have estab1ished t!ihat (4 ~ 1) holds we are in a position 
o 

to show that the system parame ter es' denotinq the coefficients 

of the polynomials a(z), b(z), c(z) defining the system "S. in 

(2.1), can be consistent1y e~timated. 

In Order to prove the required result, i~ ls necessary to 

introduce new assUmptions concerninq: 

(i) the erqodici ty of the noise sequencel (j) and E: 

• (ii)' the cross Cesaro summabi1ity of the demand sequence y 1 

(iii) the identifiabil.ity condition on the system, which is 

the coprimeness of a(z) and b(z); 

(iv) . the positive real con~Ution for the AML recursion used 

in Chapter v, which i~ the strict positive reality 

1 1 
of ë'Ti> - .}. 

/ 

Therefore, for convenience, we re.tate a11 the hypotheses 

made on the system S and the exoqenous noiae process & in a more 

compact form, taking into account the ~plications of the new 

aasumption (i) above. 

, , 
r 
~-i ... -
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LIST OF HYPOTHESES: po~ynomial (1) b(z) is an asymptbtically stable i.e ... all 

(II) 

(III) 

(IV) 

on 

zeros lie outside of the closed uni1t èlisk; 

[: l is an ,erqodic process; 

E[:l t IGt _1 ) = 0 a.s. t ~ 1 -. 

E[;J t ~';.JtIGt_tS [y,: p~] a.s. ,-.:-j.'l , 

All finite dimensiona1 distributions of Xo and the [ : ] 

proeess are mutually absolute1y continuous with respect 

to Lebesque measq~e; 

1 • 

. (VI) .- * y is a bounded, deterministic (Le.nr,(t>} .meas~able) sequence 

defined on t ~ 1; 

(V):I) For all pairs of inteqers k, 1 the' 1imi t 
1 N * * \ 

lim N L y t-kY t-R. exists almost surely and depends upon ,; 
N+ GD tel 
the differenee k-R. 

~ 

(VIII) a(z) and b(z)' have no common factors; 
.. , t" 

- (IX) c(z)' -"a/2 i8 strict1y positive real for sorne a > 0, and 

c (z) is an .asYmptotica11y stable polynomial; ,... 

(X) 1 1 c(z) - ï is strictly positive real. o 
(He wi1t see 1ater that (X) imp1ies '(If).) 

By ergodicity of the noise sequences, we have: 

, " ~' 

lim 1 
N 2 

Ew
2 

:a E(Ew~1 y2 r w - Go» ,. 
N+co N t-l t 1 a.8. (4.2) 

and 
1im !. N 2'- 2 2 }I2 r €. - Ee: 1"- E(EE: l 1 Go» -N'+ co N t-l t 

a.8. (4.3) 

To specify ,l, we rewrite the syatam equation (2.1) in 

the form: 

.. 

IIll1f-
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\ ' (4.4) 
r, 

where , ' 

is the vector of system ~arameters and 

is the Il identification" regression vector appearing in the 

persistent excitation condition for the convergence of the AML 

recursion (see ,[31J). 

It must be borne in mind that the positive àefinite pro

pert~ of lim l r ~I(t)~I(t)T that we establish in an input-
N+oo N t-l ' 

output property of ~ e ~stem S while it is subject to adaptive 

control via algori (Al) , (A2) , (AD3) • 

We shall adopt th notation 

." [:T M2 
Ml ] 

al lim! 
N 

~I(t)~I(t)T M4 MS (4.7) A 2 
N+OQ N t-l M3T MST M6 

where the sub-matrices Ml to M6 respectively have dimensions 

n x n, n x (m+l), n x 1 , (m+l) x (m+l), (m+l) x ,1 and 1 x 1 

corresponding to the three parts o~ ,I. 
, 

Also, it follows from hypotheais (VI) and (VII) and 'Herg~ 
theorem tha t 

l "f2W -i(l-k)e * ie - 2ir "'" e da (e ) 
\ 

a.s. (4.8) 

o 

... 

1 

.. 
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for aIl k,t and-·for sorne positive (Hermitian in mu1tivariable 

* case) non-qecreasing function R on·[O,2rr). 

It will be convenient to adopt the notation: 

,. lN,. * 
(R ) t:. lim - L 
li, j - N'" CIO N t=l Y t-i Y t-j 

(4.9) 

,.' lN,. a(z) ,. 
(~) i J' è. lim N L y t-i [b"i" {,~t+l-j 1 , , N ... co t= ID' z.; , 

(4.10) 

(4.11) 

when the indicated limits existe 

We now state a genera1 result which, under the stated hypotheses, 

establishes the existence of aIl the limits appearing in (4.7) and 

provides analytical formulae for these limits. 

LeDUlla 4.1 

Let [:J be a stochastic process satisfying (II) ,(III), 

* (IV), let y be a deterministic process satisfying (VI),(VII), 

and let z be such that lim l ~ z!' = 0 a.s. Furthe~, let. 
N" ex> N t=l 

al (z), ••. ,a
4 

(z) ,. dl (z) , ••• ,d
4 

(z) be asymptotically stable monic 

polynomials and let bl(z)"'.'~4(z) ,cl(z~, •.• ,c4(z) be arbitrary 

pOlynomials. Then 

N ( b l (z) 
lim ! l a (z) w, 

N" CIO N t-l 1 

-t(Cl(Z) 
dl(Z) w, 

{~ \.. 
~ 
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bl (eie ) cl (e- ie ) 2 
L 

J ' e ' e de 1 2n al (el. ) dl (e-l. ) 
0 

Proof of Lemma 4.1: Given in Appendix B. 
1'" 

2w b
2 

(eie ) c
2 

(e-:I3) 
' 1 de , 

a2(e~e)d2(e-:le ) 

o ] (4.12) 

o 

Let us define the sequences of coefficients Cl and B as the 

and c (z) impulse responses of the transrer functions ~~:~ srzr 
00 

i.e. a (z) ~ 
ffif = l. 

j=o 
a,zj and c(z) = 

J bTzT as identities in z. 

We now have , 

Lerama 4.2. 

Subject to the hypotheses (1) to (IX), the sequence 

{~I (t), t ~ l} defined vi~ (4.6) with u 'given bY
i 

(Al), (~2 ) 1 (A
D

3) 1 

with undefined terms in cpI (1) 1" • 1 <p'l en - 1) arbi(trarily assigned, 

satisfies 

lim 
N-hClCl 

1 N 
N L 

t-l 
a.s. (4.13) 

where'the matrices Ri,R; ,and R! have simple structures and are 

explicitely given in the proof (equations{4.21) ,(4.34) and (4.35». 

o 
Proof of Lemma 4.2. 

t 

The proof technique is to decompose the regression vector' .... , 

~I(t) defined in (4.6) into its various components. The analysis 

1s then straiqhtforward since we can employ Lemma4.1. 

---_ .. _----------~-----.,---------, --' .. ,,-, 

" 
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First, from the de"fini tion of the process z in (3 .10) , 

we can write 

(4.14) 

Also, the inverse stability of the system permits us to 

write 

= 
a(z) c(z) 1 

Ut bTZf Yt +l - bTZr wt +l , 

a (z) * + a (z) - c(z) . = bTZT [Yt +l + Zt + Et] b(Z) wt +l 
(4 .1S) 

~ 

l T 
Therefore, cp (t) Q. [-Yt',~"'-Yt-n+l,Ut, ••• ,Ut-m,wt' .•. ,Wt-.t+l] l 

can be expressed as the sum of four vectors(of the sarne dimension 

l l (n+m+l+.t) xI) which will be denoted by 4>1(t), ••• , 4>4(t): 

cpICt) = cpi(t) + cpi<t) + CP~(t) + CP;(t) = 

· · 

a (z) * 
bTZT Yt +l 

· · · 
~ * 
lJ[if Yt-m+l 

o 

o 

+ +' 

o 

o 

-w t 

a (z) -c (z) \-. 
b(z) 't+l 

a(z)-cfz)' 
b(z) , wt _m+ 

-e: t-n 

a (z) 
b(z)Et 

(n) 

a (z) E (m+l) 
bTZT t-m 

o 
· · · 
o 

(t) 

(4.16) 

,-.'------~--- -_.--- ________ , ..... ;"'-;i*~ _"lo..,\,o~ 
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It can be easi1y ~een by a direct application of Lemma 4.1 

that RI consists only of the sum of the limits of three (Cesaro 

suros) of outer products, namely 

N 
RI ~ lim ~ l ~I(t)~I(t)T 

\, N .... 00 t=l 
~.,~ 

We now define the following matrices 

* * R1 = { (R
l
)· ., 0 < i < n-l, 0 < j < n-l} 
~,J - - - - n x n 

* * R2 = { (R
2
)· ., 0 < i < n-l, 0 < j < m} n x (m+l) ~,J - - - -

* * ~. 

R3 ::: {(R
3
)· ., 0 < i < m, 0 < j < m} 
~,) - - - - (m+1) x 

* 

a.s. (4.17) 

(4.18) 

{4 .19} 
\ 

(m+l) (4.20) 

where the (~) .. 's 
J.,) 

were defined in (4.9), (4.10) and (4.11) • 

The expr~ssion of the first 1imit in (4.17) is then gi ven by 

* * 
N Rl -R 0 

RI 1 2 
a 1im - ï 4»I(t)<p I (t)T = *T * 1 N .... ooN t=1 1 1 -R Rl 0 (4.21) 

2 

0 0 0 

Turning our attention to the 1ast two limits in (4.17), 

we obtain by Lemma 4.1 that 

1 N 2 J.2~ e i (r-k)ed9 1im - l w w =L 
N+ co N t-r t-k 27T t=-1 

0 

={ :2 
if r " k a.s. (4.22) 
if r ::: k 

- ---... _-_--...~---_.~ 
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A similar resu1t is true for E . . 
N 2 21T 

1im 1. l Et-re:t-k = L I " ei(r-k)ede 
N+ 00 N t=1 211' 

0 

if r., le 

a.s. (4.23) 
if r == k 

The case when the polynomials are not unit y but ~~~~ or 

a (z) -c (z) b(z) ia treated as follows. Firs~ from 

Lemma 4.1, we have that: 

l ' 1 ~ [ a (z) ] [a (z) ] 
~m N L bTZ) e: t - r b(z) e: t - k = 

N+ 00 t=l 

l 
211' 

21T 

I 
a (e ie ) 2 i (r-k) 
b(eie ) \.1 e 

o 

a.s. 

Since ie e lies within the radius of convergence of 

(4.24) 

a (z) 
bTZf 

(reca11 that b(z) is asymptotica11y stable) the power series 

a(ei9 ) ~ 'e expansion = L ~me1m is valid, and so the right-
b ( e i ê ) m=o, 

hand side of (4~24) becomes' 

21T 

l 
o 

a,e-ije )ei(r-k)e de " 
J 

-----el_------·-~ 
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co co 
2 l 2 

L l.1 (l (l - l.1 (l 
p-r+k 

(l 
m-k-r m m+r-k p·o p ,when r-k < 0 

l.1
2 

co 

L (lm(lm+r_k 
m=o 

when r-k > 0 

the exch~ge of the integration and the double summation being 

justified by the fact t~at the integrand is a bounded function 

of e E [O,21T] Combining the two expressions abov~ we get 

. 1 ~ a(z) a(z) 2 ~ ;!Z:N" t;l[b(Z) e:t-r][b(z) E t - k ] = II p';o apap+lr_kl 

ltearlY, using the same line of argument, we have that 

a.s. 

lim -Nl ~ [ a(z) -c(z) w ] [ a(z) -e'(z) ] = 
N-+ 00 t;l b(z) t+l-r b(z) wt +l - k 

y2 
co 

l (a - ~) (<Xp + 1 r-k 1 - ep + Ir-kl ) p=o p 

00 

e. e ije = where {Bji j > O} was defined by l - j=o J 

proceeding in the same rnanner, 

l ~ - -~---ai-z) 
lim - L Et - l - r [bTZ' E t - k ] 

N -+ 00 N t=l .u \;,/; 1 

2rr 
a (e- ie ) 1 l 2 i (r+l-k) e de ""' 21T u e 
b(e""le) 

0 

2 J21! i(r+l-k)e '00 
e-ij e de • fi e r CL 

j=o J 
0 

lJ2 OC) 
21T 

f e i (r+l-k-j}8 da -s) (lj 
J-o 0 

a.s. 

c(eie ) 
b(eiè ) 

(4.25) 

(4.26 ) 

\ 
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= CLr - k+1 when r+1-k > 0 

a.s. (4.27) 

otherwise 

and simi1arly, 

1 ~ a(z)-c(z) 
1im -N L wt _ [ b(Z) wt +1- k ] 
N+ co t=l r 

when r+l-k > 0 

a.s. (4.28) 
otherwise 

We now have found genera1 expressions for aIl the e1ements 

appearing in the last two limits of equation (4.17). We define 

the matrices F,D,E,S and ~ whose elements correspond to the 

right hand side of expressions (4.25) to (4.28) respective1y: 

00 

o < r ~ m,O < k < m} (4.29) 
(m+1) x (m+1) 

co 

o 1::. {(pI
o 

(CLp-Bp) (CLp+1 r-kl-13p+lr-kl) r,k,O'~r ~m,O ~k ~m} (m+1) x (m+1) 

(4.30) 

E 1::. { (CL r-k + 1) r ,k ' 0 < r < n-1,0 < k < m} - n x (m+l) 
, (4.31) 

" 

B 6 { (CL r - k+l - I3 r - k+1 ) r ,k' 0 < r < n-1,0 < k ~ m} - - n x (m+1) 
(4.32 ) 

r ~ t-l,O ~ k < m} 
- t x(m+l) 

(4.33) 

where it is assumed that CLi - ai = 0 when i <' O. 

1 

"t
,\ Ir 
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tt::j 
Therefore, ~t follows that~e can write 

RI lim ! 
N 

2 l -B 
& L cpICt)cpI(t)T = n 

3 N-+ Q) N t=l 3 3 
Y 

_BT 
D 

(4.34 ) 

0 

_I T 
B -n, 9.. 

and 

N In -E 0 
RI ~ lim ~ L tP 1

(t)tP
I (t)T 2 

= Il 4 t=l 4 4 ' T N -+ 00 -E F 0 (4.35) 

0 0 0 

where 

(l's staLting frorn the top left). 

Inconclusion, we have proved the required result, 

RI = Rf + R~ + R! a. s., by applying Lernrna 4.1 to the deeomposed 

regression vector given in (4.16). o 

(Notice that Lemma 4.2 is subject to all the hypotheses (i.e. 
l N 2 ,-

(1) to (IX) because we need - l z -+ 0 a.s., a result which 
N t-l t 

is a consequence of the adaptive control algorithm.) 

J 

----------'''''''1'''''';'--.. ----
- , 
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Remark 4.1. 

If we do not use continually disturbed controls, i.e. we . 
use (A3) instead of (ADJ), the matrix R~ in (4.13) vanishes; for 

this is equivalent ta setting ~2 = o. 

The main resu1t of this ,section is obtained by analysinq the 

matrices appeari'ng in (4.13). 

Theorem 4 • 1 • 

Let the system S defined in (2.1), the noise,process w, 

* the e'xogenous noise process E: and the demand sequence y satisfy 

hypotheses (1) to (IX). Consider control actions u generated by 

the control algorithm'described by (Al), (A2), (ADJ). Then with 
N 

.~I 'defined in (4.6) 1im ~ L <l>I(t}4>I(t)T ~ RI ! 0 a.s. 
N -+- CD t=l 

~"",<T.. 

ith RI 0 1'f 2 0 w > ';J.a.s. II > • 
,"" 

[J 

(Recall that the regression vector used in the adaptive 

is still' <l>D -,i. <1>
1

. In fact, we can prove that. 
N DDT 

lim! L ~ (t)~ (t) exists and,is positive 
N -+- CD N b'="l ' 

control algorithm 

we a1so have that 

definite a.s.) 1 ' 

., 

----------', ' - -----------_._--

-
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Proof of Theorem 4. 1. 

As may be seen from the proof of Lemma 4.2, the three ---
~riC!.!LRi ,--B~ 2..I1d R; ,in (,4.).3), correl!l.EQ!ld ~o the, limits of 

Cesaro surns of outer products of filt~red versions of y*, w and e 

respectively \i.e. ~i,~; and ~~ in (4.16». Therefore, each one 

is positive se~;-definite because, for any N, and any sequence 

{,c t; t ~ 1} in:R\ 

N N N 
ÀT 1 t x T À :ar '! \' ÀTx x T À ,. 1 t (À'l'x )2 _> 0, 

N t~l x t _t N',t';l t t N t.h t 
'lÀ f: la" 

The s~e is true for the up'per left corner blocks of R; and R! 
whi ch we denote Mo and }lF : 

technique now is to r~turn to the proof of Lemma 4.2 and 
, l 

analyse t e particular structure of ~ and R3 .) 

~ 

r the reàder to equations (4.29) and (4.31) for the 

expression sub-matrices E and F of MF") It can be shown 

that we write MF as the following integra1 on the unit circle: 
i9 (to see t, make the power series expansion of s(e ), exchange 

integratio (ag~inst powers of eie) and the infinite summation 
11

11 . 9 
(valid by Fubini'~,j theorem), and use the orthogonali ty of {el. t 
against tebesque measure; in fact, this is merely equivalent to 

/ 
re~rning to the integral expressions in equaliti.s (4.23),(4.24) 

and ( 4 . 27) ) • 

1 

'--,-. ---------:-:::"'~,.~~-=.'"J~~ .:::_ .. ;'-1· ~[~~004~''\"''70'''''''~--'''''''''''' ~, __ l!r7M. ,..... 
, 1 (", w ..... 1. t r'ü.;l ~" 

\~ . ~ -



o 

? 

1 
fi 

-43-

-1 

-e i(n-1)6 

s(eie)e-ie 

eie s.(ei9 )e -ie 

• 

~2de [_l, ••• ,_e-itn- l }9, 

s(e -i6)ei9 ,: •• ,e -im3 s(e "ie}eie] 

where E(~i6) is defined implicity above and 

Suppose that 

\ 

À
T Hp À - 0 for some non-zero À of appropriate 

dimension. From the spectral representation, this is equivalent to 

,,2 f2~ ÀT ie i9 T Ïi Ete ) E(e - ) ~ de 

o 

J 2rr 1 À'r E<e1S') t ~de • 0 

o 

• 0 or 

for some À ~ 0 • 

Clearly, this will be true if and only if 

for all 9 E [0,2'11') that i~ 

, 

/ 

, . 

o • 

-À1 - À 2e ie - ••• -in 'e i (n-1) 9 + Àn+l S(.i9) e -19-+1 ••• + "n+m+ 1 .iJr19 lI(ei9}e -ie,. 0 

\19 e [0,2'11'] 

, ' iCi. 
" , , . 
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To show thisocannot ho1d tor À ~ 0 we distinqui8h'~o 
Q(1 <. ll'! 

cases; 

(i) if Àn+1 = ..... ~n+m+1 .. 0, then we are 1eft with 

À1 + À2 eie + ..• + Ânei (n-l) e = 0 which implies }.l ... :. • Àn .• 0 

and hence contradicts the assumption that Â ~ 0; 

" (ii) in the other case, the conditi~ can be rewritten as .,......... __ t, 

À
1 

+ ••• + Ànei (n-l) a ie _ s(e -) 
ima - ~eie 

Àn+1 + ••• + Àn+m+1 e , 
-' 

ie' iM 
l + ale + ••• + ane 

e
ie (~o + bleie + ••. + bme

ime
) 

which ia also imposéible because by a~aumption (VIII>. a(z) and 

b (z) have no eOJDmOn factors
u

J and the (monie) numerator on 

the right hand side ia of higher degree than the one on the 1eft. C' , 

Therefore, we conclude that ~ 

matrix . 

f , 
is a ~2!~tiye definite 

"'..... \ 

. New, conaider the non-zero veetor .of dimension (n+m+l+1) x 1 
L 

.. ~À1' ••• ~ Àp' 0, ••• ,0, 

where p" min(n,1). 
,. 

Re~urning to the e~ression of Ri g1ven i~ (4.34),. we can see that 

À TR~ À • 0, and' ~erefore we eonclude that R; is not a 20sitive 
~ -

definite matrix. \, . 

The"proof of t~~eore~ DOW proceeds.from the-followinq eaay

to-prove resu1t (where the blacks have appropriate· dimensions): 

(
M N l?) ,( 

if ~ ~ ~ ia a ~8iti~e semi-de~~nite matrix ~d 

V and (~, ~) are posit,J.ve definite matricea, tJ;1en(~!~' t:!~ V~');:-
, ' T <, U 

ia positive de fini te. 

. .. 
, -, 

li ....... 
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"C N P) J 
We associate RI + RI vith ~ j}~ and / l 3 

( 
W X) 'J II, ~ vith y z; but we know that Rl! + R3 ia positive aemi-

definite wlth the lOwer riqht cornèlr block equal to If. and that Hp. 

ia positive definite. Therefore, tbe theorem conclusion fol~ow. 
immediately,' namely, 

N 
RI â lim l 

~ .I(t),I(t)T-> 0 &.8. 0 if N+ 01) t-l 

if 

- k- .. ~ "'''' t 
'1 

1 

" 1 
r;- I 

i 
r 

'f 
.>} 

~I " 

,-' 

,>,. 
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4.3 Three important-remarks 
~mark 4. 2 • : The demand sequence 

Wè proved in Lemma 4 • 2 that 
l l exists and is a. s. equal to Rl.-. + IRJ 

'lim l Fil .... oo-N 
l 

+ R4 ' 

N -"-r 4II (t) !/lI (t) T 
t-l 
and in the pz:oof of '.D1àcm!m 

4.1 we showed R~ was positive semi-definite but not positive definite. 

Now, Ri is due to the demand sequence 'y* and R~ ta, the eX~genous 
disturbance € so thé only way ta force the required persi tency 

* of excitation without using this disturbance is to choose y 

is such a ~ay that [R!T -R~ l~ is po~itive definite. Clearly 
* -R2 ,RJ 

Y constant or a ramp, typical choices in applications, will ~ 

provide this necessary condition. , 

In fact one can i~t1erpret the "conti;nually disturbed control fi 

metbod of Chapter III ~s a"continu.ally disturbed demand sequence" 

metbod. This ls true aince the control 1aw equation-ia (ADiJ): 

41° (t)T ê (t) = Y:+1 +, e:t here the right .. hand side can be 

viewed as a new demand sequence consisting of a fixed part to 

which is added a small'dither. But, for consistency, the 10ss 

function shou1d then 'be defined as 

. 1 ~ * 2
1 

y2 Il.m li l. E[Yt - (Yt + €t-l)] Gt - 1 ) = a.s. i 
N+ 00 t=l > 

in the author' s opinion , this is a less appea.~l-n.g formulation ., 
~ . 

than the one presented in Chapter III. 

Remark 4.3: The c(z) = 1 case ", 

It may be worth mentioning that in the c(z~- 1 case, the 
,.Y 

:7rr~~n for_:; )du:es :( In -:) + ~2( In -; ) :. *T * Y T _ET, -R2 R3 B 

-..".",~=""-~,,,.,.....,----",,,".~ .• ,--~----,,,,,,..,, .......... ----------""'-' '-,--
- _"-ô 1 : ...... """' .. ,-, p~ ", --~'~--------I$( ~ 
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but aIl the conclusions of 

app1y because ~-6( I~ 
Theorem 4.2 and Remark 4.2 still 

\~B -:) !s not positive definite. To 

see this, apply to analysis of ~ in Theorem 4. 1 to MD' This shows 

Mo i8 not posi ti ve defini te because ~ ~ ., 0 such that 

Àl' + ••• + ~ e i (n-l) e 
. n 

imé 
Àn +1 + ••• + hn+m+l e 

..... ,-

1 
1 ie 

a (e ) "1 

~ b (ela ) 

i (n-l) e .~-----~-al + ••• + a e , , n 
= ima v'a 

b o + ••• + bme 
E(O,2'fT] 

Remark 4.4: 'l'he orders of the polynomials \ 
-~\The polynomials a{z), b{z) and c(z) were defined iri .Chapter II 

wi th orders n, m and R. respecti vely. However, as was mentioned 

in that chapter, the adaptive control algorithm depends only upon 

ii !·max(n,m+l,,q,). The reason why we have used n,m and IL in the 

àefinition of q,I(see (4.6» instépd of continuing to use n, is 

to obtain more "natural Il identifiability conditions. In fact, one 

could define 

and carry on the proof of Lemma 4.2 easiJy ii t would even be simpler 
\ 

because a11 the sub-matrices would he square. However 1 in order 

to ensure the positive definite property Qf RI, one would have to 

assume in the preof of Theorem 4.1 the fel10wing addi tional identi

fiability condition: "deg c(z) ~ max{deg a(z) ,deg b (z) + l}" The 

author ~as preferred to use the more familiar set .. up (i .e. with 

n, m ,,q,) in order to avoid such a ëondi tien. 

--;----~------------.. - ., 
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!:..L - Summary 

It may be worth summarizing the 'iml?ortant points of 

this chapter. We have proved that when the system S of (2.1) 

ia subject to adaptive control. via a'lgorith~ (.Irl), (A2) , (AD3) 

of Chapter III the persistent excitation condition for the con-

vergence of the AML aigorithm (see next chapter) i5 satisfied. 

The use of continually disturbed controls is a sufficient condi-, 
t~on for this property ta hold, and a necessary one for many 

* typical choices for the demand sequence y . 

, 
o However, in order to prove this resu1t, we had to strenqthen 

the assumptions of Chapter III; in particular we required : '", 

the ergodicity of the joint process [ : ] ; 

the identifiabi1ity conditio~ on the system: a ("z) and b(z) 

coprime • 

.---------\ ..------.... 

--~~----~---------~-

pt. 

\ ./ 
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CHAPTER V 

STOCHASTIC ADAPTIVE CONTROL WITH RECURSIVE SYSTE~<--"' 

IDENTIFICATION 

5.1 - System identification with the AML algorithm 
1 

-' 

,/1 
Results concerning the convergence of recursive algorithms 

for system parameter estimation have been reported in the last 

few years by, arnongst others, Ljung (see e.g. [32]), Solo (see 

a. g. [31] ) and Hannan (see e. g. '[35] ). In particular, Solo [31] 

) 

proved that providad a certain positive real condition is satisfied, 

the AML recursion converges (without monitoring) for stab~ 
systems. Sin generalized this result to the case where the data 

is prefiltered in order to weaken the positive real condition 

(see Theorem 3.5.1 in [23] ). But, in both proofs, a persistent 

excitation condition of the form 

a.s. 

is required to be satisfied. As sean in the last chapter, such 
. 

a condition ls satisfied for the adaptive control scherne presented 

ln this thesiswhan continually disturbed controls are used. Hence, 

if a separate recursive algorithm of the AML type is used in 

conjunction with the adaptive control algorithm (Al), (A2), (AD3) 

then the convergence of the identification algorithrn la assured. 



\ 

C, 
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Concerning the ana1ysis in [23) and [31] we make two points:first, 

the convergence of AML has been proved on1y for asymptotica11y 

stable a(z) in the system S, and this is not required for the 

convergence of the adaptive control algorithrn ~ for the veri

ficatfon of the persistent excitation condition; second, the 

positive rep.l condition for the AML algorithm is stronger than that 

for the adaptive algorithm and so this is imposed as an additional 

assumption. (See below.) 

But, the interesting point lS that the only necessary 

stability requirement in Solo's proof [31J is simply a saffiple 

mean square boundedness of the inputs and outputs, i.e. 

l N 2 
'lim sup L u < 00 

N -+ 00 N t==l t 
a.s. and 

l N 2 
lim sup - L v t < 00 

N+ 00 N t=l' ~ 
a.s. 

conditions which are indeed satisfied by our adaptive control 

algori thm (see ( 3 • 4) and (3. 5) in Theorem:3.1). There fore, the 

"two-recursilDn ... scheme", as depicted in Figure 5.1, is aiso appli-

cable for unstable a(z), by virtue of the'stabilizing property 
p , 

of (Al), (A2) , (A ',3) • 

! • Before present1ng the unified statement of adaptive control 

with recursive identification, we stress that it can be shown 

(see Lernrna A.3 in 1\ppendix A) that the positive real condition 

required to be satisfied for the convergence of the AML recursion, 

1 _1 ) namely (ë(Zl - 2 str~ct1y positive rea1, imp1ies the two 

other hypotheses we assumed for c (z) which were «IX) in Chapter IV): 



Ir 
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(il c(z) ia an asymptçtica11y stable pOlynomial; 

(ii) [(c(z) - ;J is strictly positive real for sorne a > Q. 

This explains why in the statement of Theorem 5.1 hypothesis (IX) 

is omi tted. 

Fina1ly, it shou1d be pointed out that Sin[23-24] developed 

an adaptive control algorithm based on least squares (called 

"Modified Least Squares") w±th a posi ti've real condition iden tical 

to that of the AML algorithme However, the particular structure 

of Sin 1 S algorithm appears to make it difficult to CyCk a per

sistent excitation condition. 

5.2 - Unified statement of main result 

The following result is obtained by combining theorems 

3.1,4.1, lenuna 4.2, and the results of [3l}. 

Theorem 5.1 

Let the system S defined in (2.1), the noise process w, 

* the exogenous noise procèss E and the demand sequence y satisfy 

hypotheses (I) to (VIII) and (X) (see Chapter IV). 

Let S be subject to adaptive control with "continually 

disturbed controls" by use of the recursive algorithrn described 

by (Al), (A2), (AD3). 

Let also S be simultàneously the object of',éecursive iden

tification by use of the following AML algoritruri (as in 131]). 

(See figure 5.1). 

---- --- -.--------_..-_-- -~-~ ------
,~.. - '. l'~ "'~.\ ............. ~ , 
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" 
,.. 

es (t) = esCt-l)+ PCt-l)w(t-l)e' (t) 

p-l (t) = p-l(t-l} + 1jJ Ct) tjJT (t) 
r. 

e' Ct) = y - 1/1: (t-l) ês (t-l) t 

where 

and 

n III Y - tjJTCt-1}êsCt) 
t t 

t~ n+l (5.1) 

P(n}- I, t > ii+l (5.2) 

t > n + l (5.3) 

(5.5) 

Then the resulting sample pathé of u, y and ês are such that 

the following properties hold: , 

Stability 

lim 
N-+<x> 

1 Y y2 = 
if t==l t 

N 

l. L u2 = 
N t==l t 

C R~} 0, 0 + y 
2 

+ ~ 2 

Asymptotic Optimali ty 

a.s. 

1 N * 2 2 2 
lim N 2 (Yt-Yt) == y + l.l a.s. 
N+oo t=l 

Strong Consistency 

-.-._---~-'---:----

a. S. 

o 

~t 
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AML 
IDENTIFICATION 

ALGORITHM 

(5.1) - (5.5) 

KNOWLEDGE n, ID, 9., 

" u SYSTEM s 

EXTERNAL 
DISTURBANCE 

y 
a ( z ) y = zb ( z) + C ( z ) w 

ADAPTIVE CONTROL 

ALGORITH11 

\ 
\ 

, \ ' 

* 
(Al) - (A2) - (AD3) .-...... ---y 
-n 

A 
PRIORI 
KNOWLEDGE 

DISTURBANCE 
INTERNALLY 
GENERATED 

DEMAND 
SEQUENCE, 

Figure 5.1: Two-recursion-scheme which stabilizes and 

asymptotically optimizes the system S, while 

producing a consistent estimate of its parameters. 

.. 
-.~ 

-, ' ~ 
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CHAPTER VI 

. THE GENERAL DELAY CASE 

6.1 - Adaptive control scheme 

In this chapter, we generalize the results of chapters 

III, IV and V to the case d > 1. We will treat directly the 
" 

"continually disturbed controls" case and assume, for the moment, 

the stochastic set-up of Chapter III. A multiple recursion 

algorithm will be used and the convergence analysis will necessitate 

the introduction of a new positive re~l condition. Specifically, 

we consider A~ systems of the form 

d Sd: a(z)y :: z b(z)u + c(z)w (6.1) 

with initial conditions at t = 0, where the polynomials a( Z), 

b(z}, c(z) are defined as in Chapter II and it is assumed that 

the delay d is known. This time, we,define il ô max(n,m+d,t). 

From the division algorithm [41], we can write 

c (z) = fez) a (z) + zdg(z) (6.2) 

where f (z) f + + fd_lz 
d-l 

== 
0 

g (z) = go + + _ zO-l 
gn-l 

Using (6.2), the system equatian (6.1) can be written in its 

d-step ahead predictor forro 

c ( z ) [y t +d - f ( z ) w t +d 1 = g ( z) Y t + a (z) Ut (6.3) 

where g(z) and 1Hz} == f(Z)~(Z} are polynomiale of· arder ii-le 

---~-..,.ç..--------- -----~-
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(6.4) 

which, from (WD2) i;:lnd (~3), has the fOllowipg properties' 

a.s. t > d (6.5) 

2 2 d-l 2 
E v t 1 G t-d ) = y klo f k a. s • t > d (6.6) 

(We recall that the stochastic hypotheses of Chapter III are 

still in'force, except otherwise stated.) Subtracting 
.. 

c(z) [Yt+d + Et] from each side of (6.3) we obtain 

where 

_ ~D(t)T6 
o 

cjlD(t) • (yt .... 'Yt-n+l.Ut ..... Ut-ii+l. 

(6.7)' 

-.... -~~ , 

(6.8) 

and 

6
0 

= (g , ••• , g- l' f3 , ••• , o n- 0 .' (6.9) 

(cjlD(t) and 6
0 

have dimension 3n x 1). 

As before, it is evident that the control error e t +d would 

achieve its optimal value vt +d + Et (for minimum variance control) 

o 'r * if 6
0 

was known and the feedback law cjl (t)e o = Yt+d + e:t was employed. 

This motivates the choice of the following algorithm: 
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'. 

MULTIPLE RECURSION 'ALGORITHM 

"'-', 

Take 
" 

{â(l), ••• , ê{n+d-l)} and {ul, ••• ,Uii+d-l}as arbitrary , 

'" functions 
" 

of the observations {yI"··· 'Yn..d-l}'; then set 

.,. 

"""" '" 
A 

C~l) a (t) :: aCt-d) + 
~ 

-a > 0, t > n+ d 
, ' 

+. <pD{t) T,OCt) (Ad 2) r(t) ,. rCt-d) 

r (t) :II = rCÏi+d-ï = l, t > n+d r 
(A

d
3) qPCt)T ê(t) * t ~ n+d 0 - Yt+Q + Et 

~ - ':.. 

We note that (Adl) to (~d3) ~tuallY repr--,nt d-interlaced 

algorithms each of which 1s similar to the unit algorithm 

of Chapter III. The sarne algorithm was used in and was 

proved te converge - (nundisturbed n, case, i. e. € :: 0) for c Cz) - 1. 

A similar version where only (Ad2P i ed was proved to 

converge for c(z) ~ 1 in [22J: how ver, the proof technique used 
\ 1 

in [22 ] i6 not well-suited to ·"continually disturbed 

controls". Hence,we shall try to generalJ: e the tesults of [2lJfor 

c(z) f: 1. 

The convergence analysis will requirj the following positive 

real condition on c (z), in replacement of (52) : 
/ 

(Sd2) o:msider a system described by khe moving average polynomial _ J 

function [c(z) - !] with input { x(t)} ; we will assume th'at there 

exists a fixed non-negative number K, depending only upon the 

initial conditions, such that for aIl t and aIl input sequences 

{x(t),t >l} 

----. _ .. --'-------------------;'_.~-, 
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, . 

[t/dl -
t' [(c(z) - a2~) "] "li' > 0 1.. X t - jd X t - jd + ~ 

j=l .-

for some a > 0 and sorne p > 0, where (t/d] denotes the largeat 

integer M such that dM < t. We will refer to this condition as 
-

the "d-atep strict P9sitive reality of c(z) - 2- Il 

(This condition can be seen as a special case of the time

vaxying version of the positive real lemma (see e.g. [30] ): it 

is stronger than the (ordinary) positive real condition (S2) used 

in thè firs~ part of this thesis, and a neceasary condition for 

uits validity'is d < deg c(z).)It is unsatiafactory in that the 

condition is given in terms of a(deterministic) sample path pro~ 

pert y and not an algebraic condition on c; to -find such an algebraio 

condi tion" i8 an open problem. . \ 
With the aid of assumption (Sd2) we can generalize the results 

of Theorem 3.1. For convenience and to facili tate the analoqy wi th 

Theorem 3.1, we use the set of hypotheses of Chapter III. 

" 

A • 

- .. 
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. , 

Theorem 6. 1. o , 

Let Sd satisfy the structural assumptions. (SI) and· (Sc:t2,) , 

the 48sumptio.ns (wDl) - (wD4)V ~oncerning the disturbance proc.s. 

w and let y'" satisfy (Tl). Consider control actions u generated 

by the control alqorithm described by (Ad 1), CAd 21 , (Ad 3) with the 

exogenous noise process e: satisfying (E1) - (E3). 

'Then, the input-output sample paths of S satisfy: 

N 
1im sup i r Y~ < co 

N. GO t-l 
a.s. 

, f 

1':''-/ 

(6.10) 

(6.11) 

a.s. (6.12) 

tJ 
'r 

,# , 

-

.' 

\ 
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Proof of Theorem 6. 1. 

We begin by defin·ing a new-.> process 

Zt ~ e t +d ... v t +d - Et 

(where Vt ia defined in (6.4» 
and remark that 1 Zt is Gt measurable sinee Et e Gt, .and 

(6.13) 

* e t +d '" V t +d = -Yt +d + E Yt+d IGt ) EGt • Substitutinq (6.13) and 

(Ad3) in (6.7), we have 

A 

(recall that SCt) 6 SCt) 6
0
). As before, we also define 

b(tl ! - ëCt)T ~D(t). 

In the analysis to follow, we proceed as in the proof of 

---

Theorem 3.1;we talce t > n+d and note that all the required initial 

conditions have been specified. We shall analyze each of the inter-

1~ced a1gorithms separate1y. From CAdl) and (Ad3) , 

, J e Lt) :II è (~) + _a . <pD (t-:d) 
r (t-d) 

Consider V(t) ! ë(~)T e(t). 

... 2a - T 0 
+ > e (t-d) cp. Ct-dl 

r (t-d) 
-2 ' 

+ a ~D(t ... d)T ~D(t-d) 
r (t-dr 

+ 

Q 

(v
t

] 

, 2 
[(e - v ... tt-ci) t t 

(6.15) 

O~hO 

L ,._~-.-,_-~-..... -_,-:~,'-::-".-:-:;. J~,,",~:;-C--,~-",.,,-. ,-~--,.>'1\'"":;: __ ":":,,~=,~,,,.-.. ~=j"''''',,'''I''.'j -.....,J!I"".' -------"-------...-----
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Now, 
t»- -

EV(t) 1 Gt - d ) • V(t-d) - 2a bCt-d)Zt_d 
" ~ Ct-dl 

(6.16) 

\ 
, 

from (6.5) and (6.6). 

Notinq that 
r Ct-dl 

we have 

where p is a small positive constant chosen 80 that [c(z) _ a ~ p ] 

i8 "d-step positive real". The existence of such apis assured by ) o 

. 4$sumption CS d 2') • 

Fiom the definition of'b{t) and (6.14), 

b(t-d) 

and so 

(a + p) 
2 z.t-d == [ c C z) 

-pa 2 
Zt-d + r (t-d) 

-a + p 
2 J Zt-d (6.17) 

(6.18 ) 

----....,.,...,.,.."."-.:-----.-..• -_.-..,..,~,.,_""'Nj"...., .. .".._",-,....,.,...., ,.. .. , -. -.:-~-.~,--.-,--"':"'"""----::~'~, /'<T" ---~ .... - ... __ .i a_ŒQIII., ~ "" ~ t·.... _~ fRy '" t- ". _ T·:r;:.,~,*. ~ ,'~!~ .. ~ _" ~ 
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-a+p ] +v 0 [ (c (z), - --r- ) Zt_jd Zt-jd ~ ~ 

; 
for aIl t and for sorne ~ > o. 1 Consequently, adding -------- Set) 

r(t-d) 
to each side of (6.18) and denoting 

Z{t) ! V(t) + :S(t) we obtain 
ret-dl 

- 2 
EZ (t) l Gt - d ) ~ Z Ct-dl 

pa 

r (t-d) Zt-d 
a . '"' 

+ 
-2 2 
a ~D(t_d)T$D(t_d)y 

sinee 

S Ct) 

ret-dl 

and r (t-2d) 

00 

L 
n=o 

r (t-d)2 

2a " a + p } {[c(z) 2 <t>J Zt_d r Ct-d) w 

~ ret-dl • 

<1> D (nd + K) T <1> (nd + K) 

rend + K)2 
< l -

Zt-d = 

d-l 
f2 (6.19) 

\ r k k-o 

S (t-d) 

r (t-d) 

-/ 
J 

for each 1 ~ K ~ d, we May apply the martin~ale convergence ~ 

theorem to {Z (nd + K), Gnd+K; n .::. O} for each K, 1 ~ K ~ d and 

conelude that Z{dn+K)+ ZK(ClO) a.s. as n + 00 and sinee 0 < pa < CID 

that 

l' 

, 
) 
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2 
co znd +K 

r (nd+K) a.s. 1< K < d. t 
n=o 

Summing over K yields 

t <. 00 a.s. 
t=l 

t > n + d, 

rel) = ••• =7,r(n+d-l) = 1 (as in (A2» which is necessarily· 

greater than or equal to r Ct) for each t ~ li therefore we may write 

00 z2 

\ l t < 00 a.s. (6.20) 1 

." 
'\ t=l r Ct) 

= 
" ~s we obtained in the proof of Theorem 3.l( equation (3.23». 

Arguing precisely as in that proof (end of part 2 and part 3) 

. we obtain 

1 N 2 lim r Zt = 0 a.s. 
N+ 00 N t=l 

(6.21) 

and 
~ lim sup r(N) 

< 00 a.s. -N- " . N. .... oo 

(6.22) 

It should be noted however that in the definition of z, w is 
v 

replaced by v; nevertheless, the previous argumentation 
l N 2 

i6 still valid because lim sup N L wt < 00 a.s. (assumption (WD4» 
N+ 00 t=l 

1 N 2 
implies that lim su!, N r vt < oc a.s. - • 

N ':!- 00 t==l 
The theorem conclusions (6.10) and (6.11)follow immediately 

from (6.22). Fina1ly, in analogy with Theorem 3.1,(6.21) implies 

o 
1 N * 2 2 d-l 2 2 

lim - l E(Yt-Yt) 1 Gt _d ) = y l f k + ~ , a.s. 
N .... c:o N t-l k-o 

o 

1 
-----:----.----~_...:_----~;----------- ."" . 
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/ 

\ 
Corollary 6.1. 

';;,"1 

If in the statement of Theorem 6.1 assumption (W
D

4) 

replaced by the fol19wing.condition on the fourth moments 

of w: 

'a. s. t > 1 (6.23) 

, 
then the 10gs function can be reduced to the more simple form: 

1 N * 2 2 d-l 
f2 + '11

2 1im N L (Yt-Yt) = y 1: a.s. 0 
N+CO t::01 k=o k 

1\, • 

---------------------~----------------~, . 

, -
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Proof of Coro11ary 6.1. 

We firet point out that ueinq the sarne technique which 

was used in the proof of Co~o11ary 3.1 ta prove that 
N 

1im! E Wt€t-l = 0 a.s., we can prove that: 
N-+- 00 N t=l 

lim 
N-+oo 

1im 
N-+"" 

l N 
-N \ w

t 
,wt ' = 0 

t~l -~ -J 

l N 
N l Wt_,Et-d = 0 

t=l J 

a.s. if i '1- j 

a.s. if o < j, ~ d-l • 

(6.24) 

(6.25) 

By Lemma A.2, the new hypothesis (6.23) implies that 
l N 2 2 ! 0 

lim -N l wt = y a.s. Therefore, 
N-+- 00 t=l 

= 

by (6.24). 

2 
Y 

It then follows that 

a.s. 

1 N *2 1 N 2 
lim - l (Yt - Yt) = lim N L (Zt-d + vt + et_dl 

N -+ (0 N tal N-+- <XI t=l 

d-l 
= y2 L' f2 + ~2 a.s. 

k=o k 

(6.26) 

where the last line ie obtained by a combination of (6.21),(6.26), 

(3.3), (6.25) and the Cauchy-Schwarz inequa1ity. CJ 

- ~~. -_.~ ~~-----~_._~-------~----'----"'-----------
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6.2 - Persistent exei tation prooerty and recursi ve identification 

As (, in Chapter IV, we want to show that the persistent exci-

tation condition for the convergence,of the AML recursion is 

satisfied when the adaptive control a~gorithm is in operation. 

The regression veetor appearing in that condition will be denoted . 
II; 

by 4>. To specify <1> (t), we remark that the system equation ("6.1) 

can be written as 

l T 0 = <1> (t-l) ~s + wt 

where 

... I(t) f1 ( U' )T 
'1' -Yt""'-Yt-n+l,Ut-d+l"'" t-d-m+-l,wt"",wt-R.+l 

and 
\ 

'" 

T 
cl' .•• , cR.} 

(6.28) 

(6.29) 

o 

Notice that (6.28) reduces te (4.6) when d = l, and that eS 

is the 

l
, 1 
l.m -

N-+- 00 N 

sarne as in (4.5) • 
N 
L ~I(t)~I(t)T > 0 

t=l 

Therefore, the required condition is ( 

a.s. 

Notice that <pl (t) ,has dimension (n + m + l + ~) x 1. 

As was the case in Chapter IV, it 1s neeessary to intrQduee 

at this stage new assumptions on" the system S d' Sinee these new 

assumptions are the sarne as those mentioned in Chapter IV, we will 

use, for eonvenience,the list of hypotheses of that chapter(i.e. 

hypotheses (1) to (X». As one would expect, the only difference 

1s the replacement of (IX) by (Sd2), the new Wd-step strict positive 
, a " 

rea1" property of [c(z) - ~ l. Obvious1y (X) doee not imply 

f 
1 ... ~:-- .:-:-:=.-;--:------~-----~ ~ 

• 
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" (Sd2), and this' time the unified statement of our resu1t will 

unfortunate1y inc1ude two different positive real assumptions. 

Nc;>w, under the sarne hyp6theses as those of Chapter Ih 
with the exception of (Sd2) instead of (IX) and the ~tip1e

recursion algorithm used for adaptive control, the proof of the 

persistent excitation property is a straigthforward extension of 

the results of Cha!>ter IV. This is summarized in the following 

" theorem. 

Theorem 6.2. (Generalization of Theorem 4.1) 

Let the system Sd defined in (6.1), the noise process w, 

* . the exogenous noise process E and the dernand sequence y sat1sfy 

hypotheses (1) to (VIII) and (Sd2). Let the control actions u he 

generated by the multiple recursion algorithm descrihed_ ~~ 

(Adl), \Ad2), (Ad 3). Consider ~I defined in (6.28); then 

lim ~ ~)~I(t)T exists and is a.s. positive definite. a 
N-+ CD t=l 

\ 

.... 

-

------------------------_._""'-~--:- '- - ::- -"-. -. :;--;'-,_ ... _.-..,...., ~ w'. 4 
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Proof of Theorem 6.2 . 

The proof emp10ys the same techniques which were used to 

prove Lemma 4. 2 and Theorem 4.1. 

We begin by decomposing the regression vector 

l T 
<fi (t) = (-y t' .•• ,-y t-n+1'ut - d+1.' ••• , ut - d-m+1 ,wt " •• ,wt _ g,+1) 

This time 

and 
1 
\ 

which gives the fo11owing decomposed forro for <fIl(t): 

-fez) wt 

-f(z)Wt _n+1 
-----~-

a (z) 
bTZT Zt-d+1 

a(z}f(z)-c(z)w 
b(z) t-1 

+ 

a (z) 
b(z) Zt-m-d+ 

a(z)f(z)-c(z) 
b (z) wt - m+ 

-------
o 

o wt _g,+l 

+ 

-€t-d-n+1 

a(z) 
b~t-d+1 

. 
a(z} 
~-m-d+1 

o 

o 

L ___ "-------- _.. • -1,(/ - -
"..... - j-",,""'.......,~,.......-
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As before ,Lemma 4.1 tells us that the only non-zero contri

butions in RI 6 lim! y '~I(t)~I(t)T will come from 
- N" 00 N t=l 

N 
RI 6 lim! L ~I(t)~I(t)T 

N" 00 N t=l l l 

and 

, 
/, 

Comparing to the proof of Lemma4.2,wesee that Ri and R~ are 

unchanged, but that R; will be modified because of the.presence 

of fez). Neverthe1ess, R; will still be positive 

III and therefore we can conclude that R = Rl'+ R3 + 

serni-definite 

RI > 0 
4 

a.s; 

because the argumentation in the proof of Theorem 4.1 remains valide 

(The detailed expression for R~ is more complicated th an 

'the one given in equation (4.34) for the unit delay case. 

However, the expression ror the central sub-matrix, corresponding 

to D in (4.34), is given by (4.30) provided the coefficients a j in 

that equation are replaced by the new coefficients ~j' where, in 

analogy with {aj } and {Sj} , the sequence{~j} is defined as the 

impUlse response of the transfe'r function a (z) f (z) r i. e. 
b (z) 

a(z)f(z) 
b (z) = 

00 

L 
j=O 1 

o 

" ,---~-~----~- .. ----, ----,..-------------',,-, 

" 
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Remark 6.1. 
," 

The particular structure of R~ oecornes relevant if we want , 
~ 
to determine whether or not the disturbance E i5 necessary to 

ensure the positive definite property of RI when y* is constant 

or varies linearly. It will be so if R~ is not positiv~ definite, 

as it i5 the case when d = 1. It can be shown that,nec~ssary 
conditions for 

(i) d > t 

RI > 0 are: 
3 \ 

(ii) {zdg(z) = a(z)f(z) - c(z)} and {b(z)} eoprime 

(iii) c(z) and fez) cop,rime. 

Si ce we mentioned at the beginning of this chapter that (Sd2) ia 

valid 'f and only if d < i , the disturbance € will be necessary 

* to ensure ersistent,exci tation when y is a constant or a rampe 
~ 

Rernark 6.2. 

The comments concerning the orders of the polynomials concluding 

section 4.3 (Remark 4.4) are still reJevant {with minor modifications}. 

Specifically, if one wanted to continue to~se n ~ rnax(n,m+d,~), 
one would have to define 

l T 
~ (t) ~ (-Yt'···'-Yt-n+l' ut,···,ut - n+l , wt ,···,wt - n+1 ) 

(dimension 3n x 1) and assume -the fo11owinç additiona1 identif.

bi1ity condition: 

"deg c(z) < max{de9 a(z),deg nez) + d} " 

" 
, . , , 

~--~~-"-"- ----(--------~----_. -~ - ~ -~ 
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6.3 - Unified statement - general delay case. 

As we d~d in Chapter V, we summarize the res'ults of tbis 

chapter in the following theorem. 

Theorem 6.3: 

Let the system Sd defined in (6.1), the noise process w, 

* the exogenous noise process ~ and the demand sequence, y satisfy 

hypotheses (I) to (VIII), (X) and (Sd2). 

Let Sd,be subject to adaptive control with "continually 

disturbed controls" by use of the multiple recursion algorithm 

Let also Sdbe simultaneo~ly subject to recursive identificatio~ 

by use of the fOllowing AML algorithm (as in ['31]): 

'" 
es(t) = 9S (t-l) + P (t-l)" tjJ (t-l) e' (t) , 

p-l(t) = p-1 (t-l) + tjJ(t>tjJT(t) 

e' (t) = Yt 
T A 

-tjJ (t-l) es (t-l) 

where 

and 

nt = Yt - tjJT(t-l)âs(t) • 

\ 

• • 

t > n + l 

P (n) = I, t > il + l , -
0 

t > Ii + l 

-

'" 
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. ..... 
'l'ben the reau1ting aUlple pathB of \1, y and eS are aucb 'that. 

• If 

the fo11owing,pr?pertieB. hp1d: 

Stability 

1im l' Ï 
N-+Go N ~l 

( 

o ABymptotic Qptimality 

l ~ *)2 
1im - 1. (y - Y • N~ N t~~ t t 

St~gng Consistenex 

t ... a" 

-

• 

, 

'" 

a.s. 

00 
, , 

a. B. 

•• s. 

a.a. 

~ l 

C 

'::' 
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CHAPTER VII 

THE MULTIVARIABLE CASE 

W' Introduction 
. 

~ The pu~pose of this chapter is to generalize the unified result 

of Chapter V to multiple-input multiple-outputlMIMO)systems. One of 

the few results to this date on the o.:nvergence of "multivariable dis-

~ crete time stochastic adapti ve control" algori thnB ls 'the one presented 

/ 

in [21]. In that paper, the model considered is of the form 

a(z)y • ZB(Z)U+ C(z)w where a(z) is a scalar polynomial and e(z): 
, 

arfd C (z) are p x p matrices whose entries are scalar polynomiale. 

(We use the same notation as bafore for the processe~ y,u,w, although. 
........ 

in this chapter they ",ill be p x 1 vectors.') 'The MlMO
c 

alqori thm 

analysed in [21] consists of p ~ecursions, and only the unit delay 

case is t+ea ted • .... 

The MIMO alqori thm of [21] ean easily be modifie d to in-
1 

corpor~te continuallY'disturbed controls. Ho~ever,. a prob~em arises 
. 

in the identification part of our scheme. On one hand, because of 

(" the'particular model considered (with a(z) a scalar polynomial)~ 
'-..... 

a rather undesirable type of positiv~ real condition is required' 

to be satisfied for the convergence of the AMI. recursion. On the 

other hand, if a new generic model of the form A(z)y= zB(~~u + C{z)w, 

with A(z) a matrix, is adopted for identification purposes, the . 
corresponding "control model", requirinq a scalar pOlynomial to 

operate on y, will bè of the fOrIn Adj[A(z) ]A(z)y· zAdj{A(z)B(z)u 

+ Adj [A (z)] C (z)w. In that case, [a (z)JI m [ detA (z)]I = Adj [A (z)] A {z) 

, , " 

.... t~ 
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and ~e new B(z) - Adj[A(z)]B(z) are not coprime and ~onse~ 

quently'the identifiability condition fails to hold which pre-

prvents us from having persistency of ex~itation. 

For these reasons, the approach adopted is to directly 

generalize the adaptive control and AML algorithm~ to the vector 

case using the technique presented by Caines in (39J (used for 

least squares in that book) • 

by modeis of the forro: 

We consider MIMO systems deseribed 

S: ' A(z)y = z B(z)u + C(z) w 

The recursions will now inc1ude a vector of -oarameters containinq 

'" . /. ~ 
aIl the elemênts of the matrices A(~,B(z) apd C(z), and a matrix 

of regressors. ~hus, multiple recursions algorithms are avoid8d 

when the delay is equal to one. 

1 

In the next sections, we derive the MIMO-adaptive control 

and MIMO-AML algorithms and then state the gen~ral version of 

our main result. The convergence proofs are given in Appendices 

C and 0 since ~hey are straightforward generalizationsof the 

proof of Theorem 3.1 (for a~apt~ve control), and Solo's proof in 

{3I] (for ~). We ahall treat for simplici ty the unit delay 
~ 

case, but we stress that extension to d > 1 is possible when the 

" f 

~sitive real condition is strengthened as in the previous chap'er. 

" • .... 
Il 

/ 

-... ------:"--... ---~-'- .- _ .... ~~.~..,-,.-..-:----------'--...,:.,. . .--- " ,1 .. .. 
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, 
7.2 - Multivariable adaptive control 

, Consider multivariahle linear time-invariant finite 

dimensional systems described by the ARMA mode 1 : 
'" \ 

S: A(Z)y= zB(z)u +C(z)w t. (7.1) 

with initial conditions given at t = 0, where y,u and w are' 

p x 1 vectors and A(Z) ,B(z) ,C(z) are p x p matrices whose entries 

. 

are scalar polynomials in z, and are defined as follows: 

A( z) l - + A1Z + + A z n = 
p n 

8(z) = Bo + Bl z t + B zrn 
m (7.2) 

C(z) Ip + Cl z + + C~z 
t = ... 

• 1 

(We define - ~ max(n,rn+l,~) and - ~3Ïip. Instead of n p 
" 

referring to two sets of assumptions as we dj.d previously (ohe 

for the adaptive control part al one " the other for the combined 

. control-identification scheme), we prefer to state immediately 

~e complete list of assurnpt~ons that we need for the finai re-
è, 

sul t of Section 7.4. As before, let F 0 = Go denote the cr-field' 

generated by xo' and for t ~ l F t and G t denote respect~yely 

those generated by {xo ,wl ' ••• ,wt } and {xo ,wl ' •.. ,w t' €l' ... , €t/'~ 

where E: is the (p x 1) "dither" process. 

1 

J"- 0 

---~----. , 

/ 
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LIST OF HYPOTHESES 

, 
(Ml,) (a) det B (z) ., 0 , 1 z 1 < 1 

(b) det C (z) ., 0 , 1 z 1 < 1 

" (M2) [ w] 
E 

is an ergodic process: \ 

(M3) AU finite dimensi.onal distributions of x and the [w] , 0 e; 

proceS6 are mutua~ly absolutely continuous wi th ,respect 

to Lebesgue measure; 

(M4) 
W 0 E[ E] 1 Gt-l~ = a.s. t ~ 1 

t 

[WT e;T]tIGt_~) [: ·:LpX2~ > 

.~r 
(MS) E[W] = 0 a. s. t_~ 11 

E t 

* (M6) y i6 a bounded, deterministic (i.e.{O,(H measurable), 

p x 1 vector sequence defined on t > l: 

(M7) 
l N * ,r;T 

lim - ~ y y exi.sts almost surely for aIl pairs N L t-k t-t N -+- co t=l 

of integers and depends upon 'the difference k-i ; 

(MS) Identifiability condition: A(z) and B(z) .,.,re left coprime 

and are rOw-reduced (i.e. An and lln have fu~l rank); 

(Mg) c(ei6 )-1 + c(e- i6 )-T - l ~ pl 

for some p > 0 and for aIl e e; [0,2'11'1 • o 

Remark 7.1. 

Dy definition, a matrix rational transfer function Z (z) ia 

strictly positive real if and only if (see a.g. [36]): 

------r,;" - , , 
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( i) Z ( z) has no pOles in { z : 1 z 1 < l}; \. 

(H) z(ei6 ) + z(e-i9 )T > 0 for aIl 9 e: [O,2rr1 • 

When Z(z) = [C(z)-l- ~], (,Ml}b implies (i) (notic~ that the 

converse is not true in general) , and therefore (Ml) b and (Mg) 

are sufficient conditions for [C (z)-l î] to be stric1;:ly 

o positive real. 

Remark 7.2. 

It i5 necessary to state only one positive real assumption 

because by Lemma A.3 (Ml) band (M9) imply: 

-[C (z) is strictly positive real for sorne a > 0 • 

(We refer the reader to the ItRemark on Lemma A.3" in Appendix A.) 

The system equation (7.l) can be transforrned to its (one step 

ahead) predictor forrn 

C(Z) [Yt+l -wt +1 ] = [C(z) - A(Z)]Yt+l + B(Z)Ut 

and subtracting from both sides we obtain 

(7.3) 

* where et .è. y t - Y t iB the p x l control error vector. The 

right hand side of (7.3) can be written as 

~- ....- ~--~. -- "'~ .. '" ; 
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n-1 n-l 
. L (Ci + l - Ai+l) Y t-i + 
~;::o 

L B. Ut . -
i=o ~ -1. 

This suggests the following definition for the predictor parameters 

vector: 

1 1 
Cl,···,en,··" 

C 7.4') 

Cp - AP cP - AP 
1 l"'" li. fi' 

ppp e T 
B , •.. , B_ l' Cl"'" Cn l-
o n- pp x 1 

where the superscript i~ A;, for example, denotes the i-th row 

(1 x p) of the p x p matrix Aj' Renee, a~ is simply the li st of 

the p rows of {Co -A., B. l' C., 1 < j _< Ïi} one after the ether. 
J J J- J 

We then define the regression vector r 'r T . T . T 
~(t) A [Yt""'Yt-fl+l' ut""'ut _n+l , 

'" T '" T T - (Yt + e t - l ) ""'-(Yt - n+l + € -)] (7.5) 
t-n j5 x 1 

and the regre~sion matrix 

[ <P(t~. 0'] 
~ (t) 

•• o cil (t) - , pp x p 

(7.6) 

where 0 denetes the tensor product. 

08ing' these definitions, we rewrite (7.3) as . 

C{Z) [et +1 -owt +1 ~ Et] = XCt)T 80 - [Y~+l + Et] (7.7) 

-P x P P x P P )( pp pp x l P )( l 

--- - '-- ---------' ----------------"~ ~ * .... .... .... ~'-'.... ----.... ...--
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We see that (7.7) is of the same form than (2.2), (3.7) and 

(6.7). The minimum variance control would be X(t) Teo = Y~+l + et 

if a was known. Therefore, our adaptive control algoritrum will o . 

be a simple generalization of (Al) -: (A2) , (A
D

3) to the vector case. 

MIMa ADAPTlVE CONTROL ALGORITHM 

Take {ê(l) , ••• , ê(n)} and {uI, ••• ,un } as arbitrary functions 

of the observations {Yl' •. "Yii} and initialize rel) = ..• =r(ii) =li 

then, for t ~ ÏÏ+l, set 

-
(AMl) " e (t) A a T 

= a(t-l) + r(t-l) X(t-l) [Yt - X(t-l) 
.... 
a {t-I}J, 

(AM2) r ( t) '= r ( t) + Tr [ X ( t) T X ( t) ] 

(AM3) o 

(Tr[F] denotes the trace of the matrix F.) 

I~ 

7.3 - Identification'of multivariable systems using the AML algorithm 

It i5 possible to der ive a multivariable version of the AML 

recursion of Solo [31] using the sarne technique as in section 7.2. 

To begin with, we write p ~ p[~ + m + l + Jl. ] and, in analogy with 

(7.4) , define a vector of sYs)e~ parameters 

1 1 1 111 
[Al., ••• ,An , Bo'·· .,Bm, Cl'" .,CJl. , .•• 

ppp ppp 'r 
Al,···,An' Bo,···,Bm' C1,···,Cg,]PPxl. 

• 
.. . 

(7. 8) 
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where as before the superscript denoteSthe rows of the matrices. 

The "identification" regression vector (see (4.6») will be 

and the corresponding regression matrix 

o 
= • <j>I(t) j (7.10) 

o • 1P1(t) 
pp x p 

These definitions allow us to rewrite (7.1) in the more usefu1form: 

(7.11) 
J 

pXl p x pp ppx l p x l 

But, as we recall from section 5.2, the regression vector of 

the AML recursion ia defined with the residuals (or a posteriori 

errors) in place of the prediction errors. Let n denote the re-

aiduals process; we define 

III (t) il T T T T T T -T (7.12) [ -y t'''' •• ,-y t-n+l' Ut' • ' .• , Ut-m' nt' ... , nt - t +l ) 
p xl 

and " 

\II (t) A Ip® <pet) = [' (:l. . qJ (t) . • (:1] (7.13) 

x p d pp 

Consequently, the AML algorithm will be: 

VI 
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MIMO-AML ALGORITHM 

Take {âs (1) , .•• , ês'(ii)}' {el, ••• ,eil} and' {nI"··' nil} as 

arbitrary functions of the observations{ Yl'···'Yn' ul, ••. ,uil} 

and ini Hali ze P ( 1) = ••• = P (n) = I; then, for t ~ il + l, set 

'" ,.. 
9s Ct) = esCt-l) + P(t-l)~(t-l)et 

p(t)-l= P(t-l)-l+ $(t)~(t)T 

= 

= y -t 

From (7.14), we have 

T" 
- 111 (t -1) eS (t-l) 

lj!(t-l)Têsct) 

nt = [Ip - ~(t~l)T P(t-l)lj!(t-l) let 

(7.14) 

(7.15) 

(7.16 ) 

(7.17) 

o 

(7.lS) 

We remark that pet) is a pp x pp matrix, and ljJ(t)Tp(t)~(t) 

a p x p matrix. 

For the sake of completeness, we now present ih this 

thesis a theorem which gives sufficient conditions for the con

vergence of the above algorithme Since the proof is a,straight

forward generalization of [31], it is given in ,Appendix D. 

In his proof,Solo uses Many results derived from the matrix 

inversion lemma. AlI of them have equiva1ents in the vector case, 

although the proofs may he more complicated. In Lemma 0.1 of 

Appendix D we present the generalized versions of these results. 
\ 

l , 

,--------;---'-----:;-, - -- ~ -- ----"...,.':0-, 
_ ~ ______ -oI ........... _______ ~ __ ____"~ _________________ _ 
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Theorem 7. 1. 

Let the system S of (7.l) satisfy the following assumptions: 

(a) w i8 an ergodic martingale difference process satisfying 

~EWt 1 F t-l) = 0 a.s. t > 1 (7 .19) -
T l (7.20 ) 

o E wt wt IF t-l) = r a.s. t > -

when Ft denotes the a-field generated by {xo ,Wl '·· • ,wt } 

(b) s i5 asymptotica1ly stable in the sense that 

1 N 2 
lim sup N l IIYt ll < ID 

N+ao t=l 
a.s. (7.21) 

1 N 2 
lim sup N l Il ut" < ID 

N + 00 t=l 
a.s. (7.22) 

1;' (c) C(eie ) -1 + C(e-ie) -T - l ~_ pl . for some p > 0 and 

for all a E [0,2rr] (7.23a) 

and 

det C ( z) :j 0, 1 z 1 ~ 1. (7.23b) 

-1 l (This clearly implies that [C(z) - ï] is strictly < 

posi ti ve reah) 
.1 

(d) lim 
N+OI) 

> '0 a.s. (7.24) 

where ~I(t) is defined in (7.9) 

(persistent excitation condition) • 
" . 

Then, the algorithm (7.14) to (7.17) converges al.most sure1y, i.e. 
i 
t 

il.s. (7.2S) 

o 
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7. 4 -, 'Main resul t - mul ti variable case 

Theorem 7.2. 

"-

Let the system S described by (7.1), ~··the noise process w 1 

* the exogenous noise process e and the demand sequepce y satisfy 

hypotheses (Ml) to (M9) of section 7.2. 

Let S be subject to adaptive control with "continually distur-

bed controls" by use of ~e recursive algorithm (AM1), (AM2) , (AM3) • 

Let also S be simultaneously the object of recursive identi-

fication by use of the AML algorithm (7.151> to (7.17) 00 (Refer 

to Fig~re 5.1.) 

" Then the resulting sample paths of u, y and aS are such 

that the fOllowing properties hold (new notat~on ie defined in ~-

the proof): 

lim i Ï lIyt "
2 

= Tr[(s~)O,O + r + Ml 
N~ t=l 

lim 
N~ 

N
! r Il y - y * Il 2 = Tr [r 

t-l t t 

" 0 ' 

lim eS (N) • es 
N~" 

a.s. 

Proof: Given in Appendii c. 

r
'----''- . 

+ M] 

.------_.- ~----------------~ 

o 1 

ù 

a. s. (7.26) 

(7.27) 

a.s. (7.28) 

) 

(7.29) 

o 
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CHAPTER VIII 

CONCLUSION 

8.1 - Discussion of the results 

In this thesis, we have presented a combined adaptive 

control and system identification algorithm which, ta the best 

of our knowle~ge, is the first one to simultaneously carry out 
, 

',these tasks for an initially unknown stochastic syst~m 5. The 

"'" two-recursion-scheme was adopted because only partial results 

were obtained concerning the behaviour of the estimator â(t) 

genera~ed by the stochastic approximation algorithrn (Al, (A2) , (AD3) • 

" It appears that the behaviour of Set) can be very compli-

ca;ted, rerniniscent of the "chaotic" motions appearing in the 

mathematical theory of dynamical systems [49]. 
-

that the estimation error vector{e~t); t > 1} 

However',we know 
/ 

convergefs into the 

surface of a sphere of fixed random radius around the origine 

Spècifical.ly, Ile <t)1I 2 
+ Z(oo) a.s. as N -+ co , with E[Z(OI)] < 00 (see 

for the definition of Z(t»,and e.g. the proof of Theorem 3.1 

. lim 1. Ï Il e (t) - ë (t-m)" = 0 
N -+(1) N t=l 

a.s. for finite m. Bu t, i t appears 

that sorne sort of averaging of {è(t), t ~ l} (for example 
l N - l S(t» 
N t=l 

May be necessary~o create a consistent estimator. 

The reader will have noticed that in the sca1ar case, two 

sets of'assumptions we used throughout the thesis: (51)-(52), 

(Tl)-{T2),ewl'1)-eW04),(El)-'(E3),and {I)-(X>. Such a procedure 

-------,-.,-~---------- FT ,~ 
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was chosen to emphasize the fact that the assumptions required 

for 'the convergence of the adapt{ve control algorithm alone are 

less restrictive than those required for the convergence of the 
" 

combined adaptive control-recursive identification algorithm. 

a ~ 
Concerning these assumptions,we notice that although they 

, 

May seern restrictive, theyreflect, as we said in the introduction, 

the current state-of-the-art of the theory. Forexample, it is 

quite natural to assume that one must know the degree of com-

plexity of a system if one wishes to (asymptotically) achieve 

the sarne performance with an adaptive control algorithm as the 

one achieved when the system parameters are known. 

Many authors have tried to relax the positive real assumptions 

(see e.g. [23,37]). However, it should be noticed that techniques 

l~e over-parameterizationare not applicable in our case because 

of the identifiab~lity condition we require. In fact, identi
) 

fiability conditions are inevitable in any identification method. 

The author beli~ves that the extension to the general delay

colored noise case (Chapter VI) ~nd to the multivariable case 

(Chapter VII) of the algorithm of (211, and consequently of the 

main results of Chapter V, are also interesting contributions of 

this thesis. In particular, the technique we used to rewrite the 

system equation (7.1) in the form given by equations (7.7) and (7.11), 

provedto be very useful in deriving the vector versions of both 

the adaptive control and AML recursive algorithms. (This technique, 

presented in (39], is due to 0.0. Mayne.) 

~----_. , ..... -._~_ .... -":';-, ..,:;,.---,.,.....,-.---- --- - - ~,-------~ _. --.. -_ ... --- , 
~ ............. '" -- Q.-II' 
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8.2 - SU92estions for future work 

The next 10gical step of this research would be to under-

take a series of numerical simulations to test the practical ~ 
, 

performance of the algorithm presented in, this thesis. In addi-

tion to testing the algori thm under conditions where, acc:.ording 

to the theoretical analysis, it is supposed to perform weIl, 

te believe it would be af prime interest to evaluate its per-

formance in various cases of time-varying parameters and study 

, . 

ita tracking ability. It would also be interesting to test the 

algorithm on the two brenchmark examples now being developed for the 

evaluation of adaptive schemes (see [46]). In other respects, 

c;oncerning the resu1ts of [44], we point out that one should 

not expect good performance from any algori thrn whe~, the assumptions 

necessary for its proper operation are violated. 

l' 

Adaptive control in general has been applied successfully 
, 

ip many practical situations (see e.g. [12] ,[45]). However, 

efforts to elaborate the theory o~ adaptive control are still 
'" 

justifiedl Important research topics are: 

Irnprovement of the applicability of current adaptive cantrol 

algorithms by trying to relax the, more restrictive assumptiens, 

namely the inverse stability ass~tion and the positive real \... 

l assumption. 

- Generalization te time-varying parameters, an "ultimate 

objective n of parame ter adaptive control. The case where 

the parameter process is a convergent martingale has been 

~I r '. ". --,," .... 

~~ JI 
1. 

... 

o 
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, 

treated successfully by Caines in [30]. The resul ta of. 
, \. 

this paper may constitute the first steps, towards a stocha.stic 

control theory for syst~ I)\with non~convergent randomly 

, varying parameters. 
!) 

- Elimination of ~he necessity of a mul tip le recursj.on 

a'igorithm in the general delay case (scalar and multivariable) • , 

A single a~aptation algor! thm would be more appropr~ate for 

practical inp~tioo. We refer to reader to the recent work 

of Fuchs on that problem [50]. In fact this, together~,~j.th, 
, 

a derivation of ad> l multivariable predict Ir which i8 

consistent with our identifiability condition on 

{A(z) ,ZdB(~} ,C(z)}, is probably needed to ob Un a conlpletely . 

genkal "multivariable, d > l, C(z) ~ I" a~Ptation-Wi~~>! 
identification result. • ' 1 

- Replacement of the two-recursion-algorithm presented in thi~, 

thesis by a single recursive algorithm which wou~d carry but 
, " 

\. 

\ 

both the adaptive control and sy~tem içentification tasles. The 

.author believes that such an algorithm would have to be of the 

least squares type. 
u 

... 

l 1 

\, ~ 

, . 
! 

l ' 

, . 
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',' 

.. 
., . »'~"j---,.-- - 1 

• 

o 

--~~-----------------------------
. -87-

( " 

APPENDIX A 

" 

Lemma A.l. (Neveu [40] pp.148-1S0 ) 
~ 

Let {xt;Ft,t E Z+} be a oentered sequence of scal.r 

random 'variables and let )AEt} be {F t} adapted. 
00 "', If ~ ~ E x;IF t~l) < 00 a.s. , 

tao t 

1 N 
then lim - L xt.. - 0 a.s. C 

N+ooN t-1 
./ 

4 

\ 

. . 
;: 

1 

j, 
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Lé
4 ,-, A 2 nuna •• 

. 
Let {xt:F tit €,Z+} .0 be a martingale difference procesll 

2 2 satisfying E x t IF t-l) - a 
0 

"- N 

~f t xt41F t-l) < p < th en l' 1 r 2 a2 a.s. CI CD l.m - xt ..... 
1 N+ooN t-l " 

~ 

) .r 

Proof. .. 
• 2 2 2 2 Consider Yt • x t - E x t 1 F t-l) .c x t - a. 'l'hen, 

2 2 
E(Xt - cr ) IF t _1) = 0, i.~. Y t is a cent~red sequence, and ~Yt} 

,is {Ft} adap~ed. Also, 

GO l 2 2 2
1 

' • I" 1 4 4 4 
t~l ~ E(xt - a) Ft - l ) :lt_l ~ [EXt IF t _ l ) -2a + a ] 

Rence, by Lemma A.I, 

a.s. 

or 

a.s. o· 

.\ .~.-
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• 
Lemma A. "3 - SCALAR VERSION , 

If [c7Z) - ,;;-. la strictly positive real, then 

u) c (z) ia an 'asymptotically stable polynomial; 
-

(ii) aa> ri auch that [c(z) -;'J isstrictly positi,ve real. 

CJ 

Proof. 

(i) fram the definition of the strict positive real property; 
. 1 '1 

(ii) 1f (c(z) -!) ia strictly positive real, then 

1 !> ( 1 l * > 0 vi zl 1 ( c(z) - + c{z) - 2) -
l + 1 !. 1 .. 

c (z) c*(z) 

c(z) + c*(z) > c (z) c* (z) .. 
'. ~ 

c (z) + c*(z) > inf (c (z)c* (z) ) Il 

Since c i8 a8ympto~ically stable, then * inf ( c (z ) c ( z ) ) > -a 

for some i > 0 * and 80 c(Z) + c (z) > i , V Izl .. l which --a 
implies that (CI.,(Z) - '2' ] is st~ictly positive real. [J 

, 
\ 

, 

" 

-------~~----._--------~__:_-__:_r, i-~ - - -~,~--~---__ ~---m ... lllfjn_1iII 
1 _ r " ~ " • ~', 
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• '. 
Lemma A.3 - MULTlVARIABLE VERSION 

If det C(z) Jl 0, 1 zl .... l, and 

cCei8 ',-1 +~ C(e-ie)-T - l > pl for some p > 0 and for a11 

.1;' 
e € [0,2'11'], then the pOlynomial transfer functiop matr1x 

< 

[C(z) - ~ 1] is strictly positive real for some a > O. 

Proof. 

From the second hypothesis, 
.. 

'0 

[e(eie)-l.!.] + 
. 2 ve € [0,2'11'] 

wnere,p is a smali positive constant. So we have 

c(eÏ!e)-l :+- C(e-ie)-T ~ (1 + plI 

'c(eie ) + ~(e"'ie)T > (l+p) c(eie ) c(e-i8 )T ve €(0,21fJ. 

Since C(z) has no poles ~n Izi ··1 C(z) is continuous there • 

. Hence, inf ).TC(eie ) c(e-i6 )TX , À ., 0, is achiev~d at some 

The inf1mum 1s positive since ).Tc (ei9 *) - 0 

det c(ei9 ) ~ 0 for e € [0,2'11']. 

* a € [0,2'11'] • 

con tradicts 
• 

. 1 
Conse9Uently, 

C(e1e )+ C(e-ie)T > (a + p) l, 

where 'we take, say (a + p) l .. î 
v a € [0,2'11']; 
... r i * T 

c(e1e ) C(e- e) 

(1) In thi. thesi., axeept otherwise stated, aIl matricial' inequa

l! tiEt8 of the fOrDa Jo! < N have the inte~retation >. TM 'À < À TNÀ for a.l1 
~ 

non-zero veetor ). of appropriate dimension. 

~ > 

, 
~~----~~~----------------~-~~~·-'~~--~11~.--~------. ~::-.~~ , ,'t, 

" . 

.. 

, . 
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Finally we have 

[c(ei8 ) _ ~ I] + [c(e-ie ) T 

-
-
!. l ] 
2 > ,P l 

which proves that [C(z) - ! Il is strictly positive real. 

JI' 

Remark on Lemma A.~. 

o 

-( 
In the multivariable case, the strict positive reality of 

[C(Z)-l_!l ia not Buffiqient to impl,y the required asymptotic 

stability condition on C(z)-l which is (Hl)b: det C(z) , 0, 

Izi ~-l. In fact, [C(z)-l - jl strictly positive real impli.ea, 

by definition, 

-1 l 1 l 
C(Z) - 2 = det C(z) Adj C(Z) [I - 2 c(z) 1 analytic in 

1 z 1 < 1. But it BeemB it May well happen that det C (z) has a 

common (unstable) factor with eve;y element of the polynomial 
l matrix Adj C(z) [1 - 2 C(Z)] . This explains why (Ml)b has to be 

included in the list of hypotheses, in opposition with the scalar 

case where c(z) and [c(z) - 2] are coprirne and so c7z> ls 

asymptotica11y stable when [ c ~ z) - î] is strictly positive real. 

, 

/ 
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Lemma A. 4. . 
(Strict) Positive Real Lemma (see e.g. [21]). 

Consider the following minimal state s~ce model 
" 

x t +l ' = AXt + B Zt' with initial condition Xo 

ht :li C x t + 0 Zt 

If the complex valued transfer function 

Z(z) • C[Z-II - A]-lB + D is strictly positive real, then: , 
(a) there exist matrices P,L,W, with P > 0, such that 

AT PA _ P :e _ LL T 

AT PB = CT - LW 

pI + wTw = D + CT - BTpB 

for aIL sufficiently small p > 0 ; 

(b) 2 
N 2 

> p r 1Zt 1 > 0 
t:=l 

Proof: 

(a) see Hi tz and Anderson [36]. 

(b) Consider 

(1) 

(2) 

( 3) 

o 



Cl 

Ct 

... 
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-93-

+ z Tl [D + DT - wTw - pl] Z l n- n- from ( 1) , (2) , (3) .... 

X T ( T )T [ T 
n-l P xn- 1 - L x n- 1 + W zn-l L xn- 1 + W zn-l ] 

+ 2 [hn - 1 - OZn_l] T zn-l + z,n-i [0 + DT - pI] zn-l . 
• 

+ 2h T Z T l 
n-l Zn-l - n-l P Zn_l 

Summing from 1 ta N we have 

and 

o < xT p x < - n n-
2 

sinee P > 0 • o 

- -- .. ~-._~~-----" ...... -
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APPENDIX B 

Proof of Lemma 4.1: 

The statement of Lemma 4.1 i9 that if (w, e:) ls a stochastic 
, • J 

l' 
process satisfying (II), ( III), (IV) 1 (see section 4 Ù2), if y. ia 

, 

a deterministic process satisfying (VI), (VII), if z \~ such that 

l N 2 . 
N I Zt -+- 0 a.S. as N -+ 00 and if a 1 (z), ••• ,a4 (z) rdl(z), .. "d4(z) 
~l , 

are asymptotically stable polynomiais, th en 

l 
2i 

2 

S de , 

(B.l) 

We recall that the natation [~~~~~]tor, equivalently, ~~~~~t 
denotes the valr~,at the instant t of the process n generated by 

the ARMA scheme aont + ••• + annt-n = bo't + ••• + bm!;t-m' for 

sorne n,m, where this scheme is equipped with initial conditions 
1 

at t = O. 

The analysis below of the behaviour of the Cesaro surns on the 

left of (B.l) will, in each case, involve three steps: first we 

show the effect of the initial conditions is asynptotically negligible, 

second we prove the existence of a limit for these surns by considering 

the Cesaro surns of finite regressions and then lastly we provide 

formulae characterizing these limits. 

,. en _.1lI 'U J ; '1' l!~ li: ...... , 
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The terms 

We begin by treating the stochastic terme appearinqO in. the 2 x 2 
r 

sub-matrix appearing in the top 1eft position of the 4 x 4 matrix~ • 
appearing ins~de the limit in (B.I). 

~learly we only have to dea1 with terms of the form 

and 
N ! 1: [b(z) w] [c(z)w] 

N t=l arzr t ëITiT t' 

• the other i;wo terms being treated by identical arguments, sinee the w 

and E processes jointly satisfy (II), (III) , (IV). 

(Here we have dropped the subseripts for simplicity of notation.) 

In order to demol1strate the asymptotieally neg1igible effect 
) 

of the initial conditions we can treat both terms simul taneously • 

We shall let v. in the second sununand denote ei ther e or w. 

Since the ARMA systems above May be realized via time invariant 

fini te 9-imensional linear state space systems ,the response to the 

ini tial conditions may be described by the addition of terms of 

the form HFtx , H Fx • Taking the realizations to be minimal realiza-o ---0 

tions the asymptotic stability of a(z) and d(z) imp1ies the 

asymptotic stability of F and F. We shall represent the input 

response of the ARMA systems in question by their associated Markov 

matrix sequences denoted {M ,Ml"" } and {M ,Ml""} respectively. o -0-

Then we obtain the follcwing description of the corresponding Cesaro 

sums 

1 
N 

appearing in (B. 1): 

N t 
L ( l ~Wt_k + 

t-l k=o 

----- --- - ---------~.--

" (B.2) 

- , \ 

,-----_ .. _.-- -

\ 
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Now the initial condition effects decay if the.terms 
N J N· t 

-NI. r (HFtXo ) (_H _Ft X-o'), "NI L (HFtx) LM. v
t 

.] and 
tel t=l 0 j=ô -J -J 

gq to zero a. s . as N ... ""f 

Again we ~ee that it is sufficient to treat the first and second 

of these initial condition terms. The first term evidently 

converges to zero a.S. 

IHFtXo 1 < K{w)a t ... 0 

since for some a, 0 < a < l, K(w) > 0, 

t a.s. "as t ... "" and similarly for !~ ~ . 

. As to the second we observe that, since in ei ther case v is an 

ergodic process '~ith El.! vol \ co and since t~ 1 < fiJ, k for some L > 0 

and a 1 0 < a ~ l, th: sum L ~j V t _ j is bounded as 
t t. j=o "" 

1) ~jVt_j 1 .::. L _ 1: a J IVt _ j 1 ~ L L a
j 

IVt _ j 1 where the latter rrajorant 
)-0 j-o. j=o 

co. l' 
is an ergodic stationary process with E(L ~ a J IVt .1) < ~ Elv 1 <00: 

L . -J - .l.-a 0 j=o 

CalI this process II :a {lJ t , t .. • .• -1,0, l, ••• } and for any e: > 0 

take K'" K (w) so that 1 HFtXo (w) 1 < e: for t > K.' Now split the 

SUIn at K and bound it by 

l K-1 t 1 N 
- ~ ltt11 HF Xo 1 + ~ 
N t=1 N t:x tJ t e: 

(S.,3) 

In this expression the first term goes to zero a.s. as N ... co and -the second converges a.a. to Elloe:. Since e:. was àrbitFary 

the convergence of the second initial condition term to zero 

a.s. has been established. 
, 

We conclude that in eaoh case the difference between 

, . 

---~-'-,'::-----.--------"-' -- _._---------_._-..... _. -----_._-- .--
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c (z) ] mr V,t 
(B.4) 

and 
N t t 

! L ( L M.. wt - k ) ( l ~. vt _ . ) 
N t=l k=o -~ j=o J J 

(S.5) 

converges to zero a.s. as N + ~ 

It remains to show that the latter expression converges a.8. 

as N'+ OC> We do this by showing that the difference between 

this expression and 

(8.6) 

can be made a.s. ~ess than any E > 0 for aIl N > N€(w) for 

sUfficientlY,large fixed K > Ke' 

N 
1. r ( 
N t-l 

N 
+ !. r ( 

N t-l 

N 
+ !. ï 

N t-l 

Now t~is difference is equal to 

/'(B.7a) 

(B.7b) 

(B.7c) 

(here upper bounds of surns are taken as 0 whenever t < K+l) 

So it is sufficient to show that (B.7) can be made less !han € a.8. 

whenever N is greater than sorne Ne: and K is greater than some XE: • 

. For the firet term (B. 7a) we have the bounds 

\' 

'\ 

" 

? 

.... 

.. 
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4 _ 
.( r 

_< 2 a K+1 aK+ l E 
)Jo l!o a.s. for a11 N , N

2
(oo) • (B. 9) 

co 

This fol1ows since eaeh of the processes l.I !h.l
t 

AL. ï a k 
1 w

t
_

k 
I.t ~.1l 

k-o 
III _ co k" 

and l!.! {.H.t = L L ,g 1 v t-k 1, t > i} 18 ergodic and sa consequently 
k ... 

ls their product '. The average of this erqodie proâuct process 

'converges to a finite quantity a.s. sinee 

• L L E( 
CD 00 k . r r ex ~? Iwt_kl IVt _ j 1) 

j-O k-o 

1 1 

( 1-(1) (1 - ~) 

Binee (B.8) must remain lesa than, say, twice the modulus of 'its 

limiting value for a11 N greater than sorne random .N2 (w)· (depend:!~g ." 

upon the factor 2) we get the bound (B.9). since a 2K+2 
+ 0 as 

1( + 00 we have established the desired property for <a.7a) • 

The terms CB. 'b) and (B. 7c) are obvious1y similar to each 

other. and so we .hall j ust deal vi th the first s1ich 'term CB. 7b) : 

'. 

o 



o 

0 

- _-,...- 1". ,?'. ~_ 
", 

------------------~,~~--~--~------~~~- " 

?-

. ' 

'N K t 
l, l \ ( \ \ 

:r l. l. M.. wt _k )( l. M. v t ... k ) 1 
r. t-l k-o -"'k k,-X+l ~ 

• J .. 
< (B.10a) • 

a. s • for a11 N) N' 2 (w} by the ergodi.ci ty of the two j process in 

(B.IOa). The bound in (B.IOb) can evidentally be made less than 

arbi trary € > 0 for K sui tably large. 

Since we have'now demon8trat~d that_the difference between 

the two expressions (B.S) and (B.6) Qan be made a.s. arbitrari1y 

small (in the 1imit as N ... 00 by increasing K "wé may o1;>tain the 
\ 

limi t of (B.4 ) viac the evaluation of the limi ts (B. 6) for pach K. 

To do this we must distinguish the two cases v ::a W and w = E. 

First let v a Wi exchanging the finite summations ip {B. 6) 

and letting N .... QI) yields 
r -\ • 

c3 N K X 
lim 1 l ( l ~Wt_k) ( 2 M"Wt j) N N+oa t-l k-o j-o -J - , 

K K N 
l l lim ; l . - ~~ Wt_kWt _ j 

k-o j-o N+oo t .. max (k, j) , . . .. 
fi 

J(' K . 
2 - . - L L ~M. a 5k ,j a.8. l.~k,j ! K, (8.11) 

k-o j-o -J 

.t: 

by the ergodicity and ortho gonal i ty of w. 
':t 

ri -'\"', 

, 
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But (B.11) May be written 

2fT 

(Î ~eike ) 0 2 K 1 l e~ija)de fi l M. 
Je-o j-o -J 

0 

(S .12) 

and the 1imit of (B .12) as K -+ 00 i8 qiven by 

2fT IX) 

eike ) 0 2 
00 

l f ( l ~ ( l .. e 
M. e-l.) )d6 2i ~:;:to k=o -J 

0 

211' b
l 

{eie} c (e -i&) 
:Ill 

1 l 1 
0

2 de , 
fi al <ele} -ia ,r 

0 
dl (e ,) 

(B .13) 

because of the uniform convergence over [O,211')of the partial sums 
i~ 

I< ik~ b 1 (e ~) 
L ~ e , etc, to le ,('etc. We, conc1ude that (B.13) ia 

, k=O 'a: (e ) 
the a.s. limit of (B .~) . 

In case v .. e: the ,joint erqodicity of 

their orthogona1ity yields 0 as the limit of 

e: and 
[b(z}) (c(z)] 
iTzf t am t 

• In the r~maininq case where both processes are ldentical 'to E we 
, -ia 

obvious1y obtain 1 
2 'If 

o 

c 2 (e );' 2 
----r.,.-- u' de, as' the appropriate 
d (e-1e ) 

2 1imit. 

* 
wy * * , The [ e:y *], [y w ~y € ] ternts 

The mixed stochastic-deterministia Cesaro surns involvinq w 
! 

* or e: and y need, to be treated in a sliqht1y different manner to 

the joint stochastic terms that were examined above. 

We first need te show that 
r/ 

IN t t t * t - ~ (L l\vt - k + HF XO) ( r !!jYt-j + !. !: !c) 
N t-1 k-o j-o 

(B .14) 

differs from 



o 

c) 

-

, 
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(B .15) 

1 

by less than E > 0 a.s. for all sufficiently large N. Here 

{~;k ~ Ol is the impulse response (i.e. sequence of Markov matrices) 

of 
b

2 
(z) cl (z) . c 2 (z) 

, a
2

(z) , d (z) , or" d (z) 
1 2 

respectively and the aS80-. 
ciated v stands for w, e:, w or E , as appropria te. {~ ; k ~ 0 1 denotes 

c
3 

(z) 

the impulse response of d
3

{z) 

HFtx and Ii Ftx denote the 
o - - -0 

b 3 {z) 
or a

3
(z) 

appropriate 

~s appropriate and 

initial state response 

represented via minimal realizations "~f the corresponding transfer 

functions; 

this 

* By (VI) the sequence y 

\ * 
bound by 1 y 1... > O. 

is a.s. bounded and we shall denote 

Following the argument used in ,the previous case we see 

t t that since HF ,.(w) and!!. !. !o (w) "'" 0 a.s. as N "'"" co we only 
. t 

need to show (see (B.3»that the sequence of surns L !\V
t

_
k

, 
k-o 

t ~ 0 is bounded by an ergodic "process and the sequence 

t • 
l ~jY t-k ' t ~ 0 is bounded. The first case, concerning 

j-o 
stochastic sequences, has already been dealt with in the previous 

case. Since I~jl <!! 2,1 for all j ~ 0, for some·L > 0,0 < a < l 

* * and since 1 y j 1 < 1 y 100 for all j ~ l this is evident for se-

quences of the second type. 

Having verified that (B .14) and (B.lS) converge to each 

other we wish to check (B • 15) and 

1 N K K * 
if r ( L ~ v t _k ) ( t: Mj Y t .. j ) 

t-1 k-o j-o -
i (8.16) 

", • .,.'~~ 'I~~~ 
" -.~~~"-"""~--:;:-----.... _ .. -

::"h 
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cao be made to differ by Iess than any qiven € > 0 for all . 
N .> N € (w) for sufficiently large K depending on € • 

This reduces to ex~ninq an expression of the form 

* (B.7) when the appropriate substitutions in (B.7) (w +v,v +Y) 
t 

have been carried out. Bounding L Mkvt - k k"K+I 
by the erqodic 

t * 
ja*+l !1j Y t-j 

co k . 
a Ivt_kl and bounding K+1' A L \ process a Ut ~ L 

k .. K+l 

by 
co 

L \ k * 
L ~ Iy I~!! 

k=K+l 

~K+l 

1- a 

. 
." 

Iy 100 yields the bounds: 

< 
aK+1 ." 

2 (lK+1 (Eu ). L' - . 1 1 . o - ~1 - a y 00 

• 

(13017.) 

for all N > M2 (w) , with this bound converqinq to zero as K + co • Next, 

a.s. 

And 

a.B. 

N K 
I! î ( l 

N t-l k", 
N 

< 1 r {L 
N t-l 

t ." 

~Vt_k_) (~W"t1~Yt-k) 1 

r a k 1 v _ ~ I}{ a K+ 
1 

L r ak 1 y * 1 .. ; 
k.., t k-o 

* 
<- 2 a K+l E{ (L 

~ Il' ICD 
'1 _a )} < GO' , (B .17b) 

for N > MI 
2 

(CI)} , with ,this bound goinq to zero as K ... 'GD. 

fina11y 

1 N t K 
* î ( r ~Vt_k) ( L ~Yt-k ) 1 N t-l k-K+1 k-p 

2 
K+1 (Ello) • 

ly*l~ 
fB.17c) < a L - - 1 - g" 

for N > MI) (Cil), wh.re we have used our uBual argument for the 

firat terme 

~ 

" 
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We are now in a position to eva;Luate the limita of (B .14) 

by evaluatinq the limit as N -+ co of the Cesaro surns (B.l6) . 

Exchanqing the finite suros and taking the limit as N -+ 00 yields 
~ 

l N K K * 
- lim N- L ( L lot. v t - k ) ( LM, Y t- J' ) 
N ~ ~ t-l k () --Je .-J 
~ - - J-O 

K , 1 N _ * ,ï ~!J. ( ll.m NL L vt _ k y t~') 
J=o N-+co t=.max(k,j) J 

(D .18) 

The indicated limits on the right of (B.IS) for each k,j are 0; 

this is shown by the following application of Lemma A.l: 

* { vt-kY t-j' Gt - k ; t ~max(k,j)} 

is a centered martingale difference process with ' 

co 00 
,;) 

t 1 * 2 ) t 1 ' 2 2 * 2 
~ E (vt - k y t-j ) IGt - k" l 

< ~ max{o dl ) 1 y L:o -t=max(k,j) t t-l t , 
's N \ 

lim ! " l * consequently' , Vt_]c~ t-j =e 0 a ... s. 
N-+co N t-max(k,j) 

< QG 

Letting K + 00' in (B.lB) yields the limit 0 for all the Ce.aro 

sums in (B.16)· and heqce,in (B.lS) and, (B.14). 

The y*y* terme 

The fact that 

1 N b3 (z) * c3 (z) * 1 K K - N * * 
(if L [a:rz) y] '[;nzr y ] - fi L L ~jo ( L ~t-kYt-J')} 

t-l 3 t ~\ .. , t k-o j-o ~(k,j) 

cm be made arbi trarily small for sufficiently large N and K ~s 
, 

verified by an obvious simplification of the stochastic-stocnastic 

and stochastic'-deterministic analysis given above ,,(The bounds obtained 

via the exqodic theorem axe replaced by such bounds as 

\ 

'. ~ 

'. 

J.\ 

\ 
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1 N t 

N tl1 (k.~+l 

1-!;. Cl 1 y * 1 GD) ... 0, as K'" 00, 

New by virtue of WII ) and the theorem of Herqlotz 

But 

l ' l 
~m 2iT 

K ... QI , 

K K 

L L 
k-o j=o 

2rr 

f 
o 

- 1 
2n 

2rr k f e - i ( j - k) e dR *- (e i e) 

o 

c
3

(e- i6 ) 

d 3 <e-i6 ) 

a.s. 

1: 

etc. ) 

(B .19) 

CB.20) 

by virtue of "the uniform con~erqence of the partial' suros in the 

integrand on the 1eft of (B.20) tO,the functions appearing in the . 
integrand Qn the riqht of (8.20), 

At this stage we have verified the equation (B.l) for the 

top left hand 3 x 3 sub-matrix of the 4 x 4 matrix appearinq in 

that equation. 

It only remains to dea1 with 
~ 

* The terms invo~vinq (wz,ez,y z ] --------------
We proceed as before, startinq from 

- -- -_.- -------_ .. _----_._- --' -

I~! 
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lN t t t, t 
- \" ( \" M..Vt _k + HF xo) ( .\" ~.Zt_j + !!!~) 
N t~l k~o -l( J~O J. ......., 

(8.21) 

where v • w or e . 

,The principal property o-f the ~ process is of course that 

N 
! l z2 ..... 0 
N t=1 t 

a.s. as N -+ 00 (see 3.24) In 'order to dispose . 

of the diagonal term we natural1y use the 

asymptotic stability 

To qet rid of the cross term 

1 N t t 
-N L (HF xo) ( LM, Z t ,) -J -J t=l j==o 

(8.22 ) 

we use sequence of inequalities 

[n r K !! N t t 2' 1 t 2 
< IN L a ,r ~ J N ,L !Zt_jl - t-l J-o )=0 

c,r1, 

" ~, , 

[_1-2]"-1 i- [ l-\?f 
\', K L 00 KL , 

L 
t 1 < ,7 a 7 - (1 -a) • t=l 1- a 

(8.23) 

'1': 

for N > Nl(W), where the third inequality fol10ws from 

l t 2 1 N 2 
N .I ! Zt_j 1 ~ N L ! Zj l , for t < N, 

J-o j=o 

with the last expression less tharl l for all N > Nl(W). From (B.23) 

we conclude that the expression in (B.22) goes to zero a.s. as N > 00 • 

----,.....-. -- -------...-" ------".- -- ,---------, 1 

.... "'kt 
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Final1y, to dispose of the cross term 

f 
1 N t t 
Fi r ( I M. v t - k ) H !. ~ we reason exactl.y as in the ft (w, E) " 

tal k-o -le 0 , 

case t'reated earlier. 

The next step is to show that 

(B.24a) 

I N K t ... 

+ 
N L L ~Vt-k)( L ~Zt_k) (B.24b) 

t;=l k"G k=K+l 

I N t- K 
+ - L .( I l\:vt - k ) ( 

kIo ~ Z,t_k) (B.24c) 
N t=l k=K+l 

ls such that given e: > 0 there exists Ke: > 0 and Ne: (w) > 0 s.t. 

the modulus of (B.24) ia a. s. less than e: for aIl N > Ne: (w) and 

K > Ke: (surns appear in (B.24) only when their limits malte them' 

weIl defined). 

It is perhaps easiest to deal with the second term (B.24b) first. 

K 
The process r,;K tJ. {I;~ 6. L ~Vt_k1t e: Z} 

k=a 
"-: 

is clearly ergodic and the term CB .24b) i8 of the forro 

l N K //t 
N L çt' ,{ L -:~,Zt_')' Majorizing this term by 

t=l ;',1 j=K+l ,- J J 

N K t- (K+l) , 
L a

K+1
{ '~ L 1 l;t 1 ( . L ~J 1 Zt-J' _ (K+l) I)} we see it i8 sufficient 

t=l J=o 

to show that the term in braces is bounded a. s. as N .... 00 However 

re-arraging this expression it is seen to be majorized by (go from 

columns and l'OW'S to diagonals in the appropriate diagram): 
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(B.25) 

00 

But E;~ ~ l cl Ir;~+pl , j = 0,1, •.. (suro over 'forward time') 
p=o 

is an ergodic process wi th fini te 'first and second moments. Cauchy-

Schwarz app1ied ta (B.25) yie1ds the bound 

[~ Jl IZj-(K+ll Ir [~ jL (';3 I f<l· [EE;~r (B.26) 

for N > N
1 

(w) • 

As ta the third term (B.24c) we have the bound 

N 
l L a K+1 

N t=l 

00 

r 
p ... o 

and sa it is sufficient ta show that 

i8 a.s. bounded when ~ denotes the ergodic process 

00 

L P . 
{p:o Cl 1 v t _p _ (K+1) 1 ; t > l} . 

this 1s seen ta be true if 

But- exchanging finite surns -

~ ! ~tIZt-kl i5 a.s. bounded 
t=l 

w.r.t. N for any fixed k. 

This however is the case ,since ,by Cauchy-Schwarz, this is bounded as 

1. L II NIl Zt_k 1 ~ 2 E llo l [ N 2l~ [1 N 2J~ [ 2] ~ 
N t=l t t-l 

a.s. for N > N
2 

(w) • 

Finally, we are re1ieved of the term (B.24a) by observing 

• that, in ana10gy with (B.24b), it is majorized by 

, N t-(K+1), 00 

Ii:J.K+l {1. \ 1 00 1 \ J Il} IX> \' 
- N L r;t ( L ~ Zt-J'-(K+l» where r;t ô. L ~ vt_k,t > l. 

~l j~ k~ 

The term in braces is itse1f majorized by 
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~ 

l N 00 ~ 

. L 1 Zj_ (K+l)1 ( L 
p ,CC) 

(B .• 27) N g 1 T;j+p 1 
J""l p-o 

which, in turn, 1s bounded as in (8.26) with çK replaced by (an 

Qbviously defined ) ç 
co 

The upShot of all this 1s that (B.21) is approximated &.s. 

arbitrarily, accurately, for aIl sufficiently large N and all 

sufficiently large K, by 

(B. 28) 
.j 

---q...-

Exchanging sums, as in aIL the previous cases, and then for arbitrary 

e: > 0 using 

N 
[1 N 2 r [1 N 

2 r Il r vt - k Zt . 1 < Fi L v t _ - l Zt_j -J - N t=l N t=l t=l 

~ [2E vW e: a.s. 

for aIL ~ > Ne:' we may establish that (B.28) converges to 0 A.S. 

as N + 00. It follows that the sarne goe8 for (B.21) 

This establishes that the Cesaro surns in (B.l) tnvo14ing w 
\ 

" ' 

, and z,and e: and z,converge to O. * The y z term constitutes 

an easier version of the "v and z" case. 

The [z z ] term 

To show that the initial condition influence in 

N t t t 
-NI 2 ( l M.. Zt_k + HFtXo ) ( L M.z t · + H F x ) 

t=l k=o --)( j=o -J -J - - -0 

decays te zero a.s. it is sufficient to show that 

-'--~~"""':..""""'''''''''''''''-;'----''''~''',.1~ ..... ! 
1 
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decays and this is true sinee it i8 

bounded as 

K (ol) 
~ 

N t t . 
L () (. L ~ ~J 1 Zt_j 1 j ~ K (!.Il) 

t=l J=O 

1 N 2 
N L 1 Z . 1 -r 0 a. s • as N -r 00 

j-o J 
here the last te.rm decays sinee 

We th en have an analysis of the farniliar terme in (B.24) 

with v :' z. ~y the symmetry of the expression we need only treat 

the first and second expressions. The second ean be seen to 

converge to zero a.s. if 

K+1 1 N K. t-(K+1) p 
() N l ( . L aJzt_"j) ( L ~ Zt_p_ (K+l» does (where suros make, a 

t=l )=0 pso 

, contribution when upper 1imits are not 1ess than lower limits 

and terms rnake a contribution when subscripts exceed 1). 

But this expression is seen te decay if 

1 N 
N L Zt_' 

t=l ) 

t- (K+1) 
( L ~PZt-P-(K+1» is bounded a.s. for each 

p=o 

j , 1 ~ j < K. Thi s is true sinee it i5 bounded by 

y ~p (k Î Zt_' Zt __ (K+l) ) whidl is itself bounded by i=(J: rA Ï z!\~12 
p.o t=o J P - l~ q-l ~ 

This 1ast expression goe5 ta zero a.s. with N. 

For the ana10g of the terrn (B.24a) it i5 clearly sufficient 

to show that 

1 N t ... (K+1) k t- (K+l) 
N L (L CL Zt_k_ (K+l» (I a

j 
Zt_j_ (K+l) ) 

t""l k=o j=o 

is a.s. beunded. 
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Some combinatoric labour ie required to find an appro-

priate bound for this expression. First, we bound the 'ex-

pression by taking the norms of aIl the terme and by replacing 

a and a by cx m such that (lm = max ( (l , a). Second, we .,... 

~tiPlY together the terms of the two inner summations. Then, 

we replace the summation over t, t = 1, •.• ,N, of the 

cxm
q 1Zt+pZt 1 terms by a summation over the powers of am 

q - O, ••• ,2N. It can be seen that for each power q of am' 

the maximum number of pairs of summands of the form 1 Zt+p Ztl , 

for sorne fini te p,. is always less than or equal to (q + 2), for 

each t, t = l, •.. ,N. This cames f~om~he fact that for some 
",' ~ 

,"" . 
fixed t = K+l+r we have only powers of am 1ess than or 

equal to r: hence, the number of Iz t +p Zt l terme of so~e power 

q is equal to the number of pairs of positive integers ~ r which 

suro to q. This number is clearly ~ (q + 2) for any r, for some 

fixed q. 

2N 
L 

q-o 

Thus, the expression is bounded by 

a q 
m 

N N-p . 
1 i L 1 Z ,1

2 + (q+ 2 ) ~ ,L 1 Z i +p Z i' } 
N j""l J l.=l 

" ) 

an application of 
N 

the ~UChY-SChwat'Z 'inequality we see and by 

that ~ l z~ .... 0 a.s. 
j=l ] 

as N .... <D and the summabili ty of {q (lq ,~ ~. l} 

gives the desired a.5. boundednes5 property. 

This having been established we can exchange limit and finite 

sums in N K K 
1 t ( t MjZt_') (t ~Zt-k) 
N t-1 j=o J k=o 

to obtain the àesired limi t 0 for the bottom right term of the matrix. 

o 

, 

- ---- --~- '""'-----
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APPENDIX C 

'" Le1'lllll4 C. 1. 

Consider X(t) "~Ct) and r(t) defined in (7.6),(1.5) and 

(AM 2); then 

( a ) Tr [X ( t) T X ( t) ) ... pel>< t) T, (t) 

(b) Tr (X ( t) À À T X (t) T] ... À T À ,41( t) T ~ (t.) 

:III ~ À
T 

À Tr[X(t) X(t>J'] 

for any p x l vector À 
00 

• , T Tr[X( j-l) X(j-l)] 
2 rej-l) 

< CI) (c) 

o 

Proof. 

(a),(b): these results follow directly from the definitions of 

X(t} and ~(t). (It should be noted that these result. 

do not hold in general.) 

(c} 

Bence, 

Tr[X(t-l)TX(t-l)] 
ret-l)2 < 

< 

Tr[X(t-I)T X(t-l)] 
r Ct"l) r (t-2) 

r(t-l) - r{t-2) 
r (t-l) r (t-2) "" 

1 l 
r(t-2) - r(t-l) 

Tr[X(j-l) TX(j_I)] < 

r(j-l) 2 
l _"---_ < CI) 

r(n-l) 
o 

.. 
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Proof of Theorem 7.2 

Part L 

In our deri vation of the multivariable version of the 

adaptive control alqorithm, we obtaine~th~ fo11owing equation 

(see (7.7»: 

(C.l) 

where X(t) and 6
0 

are defined in (7.6) and (7.4), ·and et! Yt - y~ 

is the control error. We now define the p x 1 and pp )( 1 vectors: 

(C.2 ) 

- "-
6(t) Il Set) - 6

0 
(C.3) 

Using these definitions and equation (AM 3) of ~e a1gorithm, 

we can rewrite (C .1) as 

1 

and we remark that as in the scalar case, Zt is Gt measurab1e. 

We also remark that by the asymptotic stability of C(z)-l, the 

initial conditions of (C.l) cao be neqleéted because their effect ' 

decays qeometrically. 

Part 2. 

In this section, we establish the important property 
N 

lim IL' Ztl 2 - 0 a. s • In the analysis to follow we taJc.e 
N. IJJ N t-l 
pt ~ li + l, and note that all the required initial conditions 

have been specified. 

c 

/ 
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SUbstitutinq (AM 3) in' (AM 1) we have: - -. a 
e(t) .. 9(t-l)' + r(t-l) X(t-l) [ et - ~-l] (c.s) 

- . 
Let then from et -; €t-I-(et-e:t-l -wt ) + wt 
we ob tain ~ 

2a ~ T 
V(t) :a V(t-l) + r(t-l) a(t-l) X(t-l) [ et -wt .. €1!~1] 

.' . 

(C .6) 

Writing b(t-l)T A-e(t-l)T X(t-l) and takinq conditional ex-
" -

pectations in the above equation , we qet 

1 2a [b(t-l)T EV (t) Gt _1) = V (t-I) - r (t-l~ Zt-I] 

+ 

+ 

. 

a2 T 'T 
z Zt-l~ (t-I) ...tt-l) 

r Ct-Il 2 t-I 'fi' 

-2 
ta 2 Trr[~(t-l)T~(t-l)] 

ret-Il 
(C.7) 

where we have used Lemma C.l (a) and (b), hypothesea (M4) and (MS), 

and the fact that Zt-l ia Gt - l measurable. 

Comparinq to the proof of TheoreM 3.1, we Bee that (C.7) 1s an 

obvious generalization of (3.15). Therefora, after the same mani

pulations as in the scalar case «3.15) to (3.22», we obtain the 

~mportant~ "nea~-super-martinq~le ft inequali ty : 

), 

____ *----- ________ .... ___________ ~~ __________ 4._ 
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- 2 E Z (t) 1 Gt - 1) < Z(t-l) - r (~g~) • Zt-l
1 -

-2 
Tr r U (t-l) .2 + a 

(C.8) 
r (t-l) 2 

t 
+ Set) 2; t T -

whera Z(t) !V(t) rCt-l)! V(t) + r(t-l) f h(j-l) Zt_l + K, t ~ n+l 
j-n+l 

h(t-l) ~b(t-1) - (a+l) Zt-l:: [C(z) - (a+l) I]Zt_l 

and where p is a small positive co~s_tant chosen so that 

(C(z) - (a+p) Il i8 positive real. The existence of such a P 
2 

is assured by hypotheses (Ml)b and (M9) (see Remark 7.1), and 

from Lemma A.4 or Appendix A 5(t) > 0 for al1 t > n +1. 

Lemma C.1«a) and (c» tells us that 
co 

t 
L 

j-Ïi+l 

QI) 

..,. l 
j-n+1 

-2 
a Tr r 1 4> (t-1) ,2 

r(t-I)2 

-2 a 
r(t-I)2 

Tr r 
p 

Therefore, we can apply the martinqale conyerqence theorem to 

(C.8) and obtain (note that pa", 0): 

Z(t) + z (00) &.s. as t+ QI) , with E[Z(ac)] <: GO 

and 2 
CD Izt_ll 
I < co a.s. (C.9) . 

t-l r (~-1) 

Our objectiye is to establish the important relation 
N 

lim! L Iz ,2 ,. 0 
N .... ooB t-1 t 

a.s. CC.lO), 

Di 
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As in the scalar case, we have to consider two cases dependinq 

upon the behaviour~of r(t) as t + 011 , and divide the sample 

space n accordinqly. 

(i) Let H = {w e: -n : lim r (t) < 011 }; in that case, an arqumenta- /'. 
t + CD 

tion identical to the one used in the scalar cas~ (we 

refer the reader ta the proof of Theorem 3.1) shows that 

lim IX(t).2 =,0 and lim sup la(t) ,2 < CD a.s. on H. 
t"!"oo.. t+ 011 -1 
He~e, from (C.4) and the asymptatic stability of C(z) , 

a.s. on H as I~ +(J. and SQ 

1 N 2 
lim N L 1Zt l = 0 

N+CD t-1 
a.s. on H CC .11) 

as required. 

(ii) Let H' = n \ H; in that case we can apply Kronecker' s lemma 

to (C.9) which yields 

lim 
N+OII 

= 0 a.s. 

We show in Part 3 of this proof that 

a.s. on n from which we conclude 

N 

on,MI' • (C .12) 

N lim inf rmr > 0 
N+oo 

lim ~ L 1 Z 1 ~ • 0 
N+oo N,t-l t 

à. s. on Hf • (C.13) 

! 

.-~ 

, 

The relation (C.IO) has now been shawn ta hold a.s. on n as required. 

Part 3. 

For this part of the proof, the reader is referre~ to the 

proof of Theorem 3.1, the o~ly difference in the multiyariable 

G , 
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case being the replacement of (.)2 by 1~12 for all the proce8ses. 

All the arguments are'still validJ in particular, Lemma A.S of 

[211 was proved to hold in the multivariable case in that'reference. 

Therefore we have 

lim inf 
N+CIO 

N 
r (N) > 0 a.s. (C:14) ,1 

as was required in part 2 of this proof. This in turn implies that 

lim sup r(N) < œ 
N+ CIO ~ 

and so from the definition of r(N), 

l N 
lim sup L 1Ytl2 < (1() 

N+CIO N t=l 

lim sup l N 2 
N l lutl < (1() 

N+,GD t:=l 

a.s. 

a. s. 

a. s. 

The proof of the asymptotic stabili ty of the multivariable 

adaptive control algorithm i8 now completed. We will show' 

in part S that these limits exist and give their complete 

expressions. 

Part 4. 

(C.IS) 

The (~symptotic) optimality of the algorithm (7.28) cao now 

be easily derived. From the definitiolls of e.~(t) and z (t-,l) 

we have: 

_. -_. _ .. - - -------
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1 N 
2 .. lim N l 1 Zt-l + \'1t + et-II 

N" aD ta! 

1 
N' .2 + 

Iwt •
2 

+ If: .2 = lim 'N' L [ 1 Z 
N" QI) t=l t-l t-l 

+ 2 Zt_l
T 

Wt +- 2 Zt_1
T 

e: t - l + 2 wt
T 

e: t - 1 ] (C .16) 

Sut we have proved~that ~ Ï 1Ztl2 + 0 a.s. and so 
t-l 

+ o· [Tr M]" = 0 a.s. 

as N + œ by hypotheses (M2) and (MS);- the same i8 true for 

T 
the Zt-1 wt term. Also, we have by (M2) and (MS): 

N 
lim.! \ w T E If 

N" (DN t;l t E t - 1 = wt e: t - 1 

Renee (C.16) is reduced to 

l N 2 
1im - L Iy - y~' • Tr [r + Ml a. s. 

N-+ao N t-l t 

------~ 

~----and the as~totic ?ptimality of the a1gorithm i8 now eatab1ished. 
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Bafore qoinq any further, we point out that the 

assumptions required to prove only ~e.stabilization (in 

the sense that the inputs and outputs are sample mean square 

bounded) and asymptotic optimization (in the sense of (7.28» 

propertles of the algorithm (i.e. adaptive control without 

simultaneous identification) could be slightly relaxed. ln 

particular, ergodicity of w and E is not necessary. We refer 

the reaqer to the statements 'of theorems 3.1, 6.1 and 

corollaries 3.1 and 6.1. 

,} \ ' 
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Part S. 

In this part of the proof, we estab1ish the important per

sistency of excitation property. As mentioned in section 7.2 

(see the statement of Theorem 7 .. 1) ,this condit:i.on is of the form: 

where 

lim 
N+oo 

(recall that p lJ. (n + m + 1 + R.)p). 

>,0 a.s. (C.17) 

(C.la) 

We will use the proof techniques of Lemma 4.2 and Theorem 4.1. 

It should be noticed that Lemma 4.1 can be directly generalized 

to the multivariable case. (To see that, consider the processes 

component by component. Then the arguments in the proof of 

Lernma 4.1 concerning the asymototically negligeab1e effect of the 

initial conditions and the existence of limits for aIl the Cesaro 

'surns are direct1y applicable, taking into account hypotheses (M3), 

(M4),(MS),(M6),(M7) and using result (C.lO) of part 2 of this proof.) 

Since by (Ml)a det B(z) :f 0, Izl .;. 1, we can write: 

-1 * -1 Ut =B(z) A(z) [Yt+l + Zt + Et] + B(z) [A(z) - C(z) ]wt +1 (C.19) 

where we have used the system equation and the definition of Zt' 

Now, decompose ~I(t) into the sum of four vectors: 

, 

1 . 
1 

1 
1 

i 
~ 
1 



np 

(m+1)p 

p 

( 

/ 
) 

! 

/ 

* -y 
t 

* -Yt -n+1 
------ -

\ --- __________ -- -_---I_-~--

\ 
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-Zt-1 

-z t-n 
-------

\ 
\ 

\ 

\ 

----------
-1 * 

B(z) A(Z)Yt +1 
-1 

B(z) A(Z)Zt 
-1' 

Bez) [A(z)-C(z)] wt+1 
-1 

B (z) :A (z) Et 

+ . . . . 
-1 * 

B(z) A(z)Yt-m+ 
-1 

B(z) A(z)Zt_ 
-1 

B(z) [A(Z)-C(Z)]Wt~ B (z) -~ (z) e:t-m 

------ -------- ------
0 0 wt a 

o o o 

App1yinq (the genera1ized version of) Lemma 4.1, we get: 

N ' 
1im 1:. I!pI (t) <pl (tl = RI 

N -.. coN t=l 

- - - -

It is then easy ta genera1ize the rèsults of Lernrna 4.2 and derive 
* * 

the 1imit expressions (7.26) and (7.27), where (R1 )0,O ' (,g3)o,a 

* * ~-i and .ê.)' are the (p x p) matricial ana1ags of (Rl ) 0 a ' (R3) 0 a 
.j N ' 00 ' 

* " l Î * *T -1 \ j 
Q, and 8), (e.g. (B1)a 0 =llm N L YtYt ' B(z) A(Z) =.L ~J.z , etc.). 

J , ' N4CX1 t=l )=0 

1 
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In view of the proofs of Lenuna 4.2, Theorem 4.1 and 

Theorem 6.2, we see that it i9 sufficient to prove that 

N 

~ ~ lim ~ l a. s. to show that RI > 0 
N+ co t=l 

a.s., where 

(C. 21) 

;} ~ ie the shortened version of ~! (t) where the last R. zero vectors 

are omi tted. 

Direqt1y generalizing the sca1ar process case, we write 

21T 

21T 

~ 101 ~ 1T l E (e i e) d F e: (e) E( e - i e ) T 

-I 
i.e -e l 

o 

.. L l 21T , ... , e 1 e e, r El --i(n-l)8r S( -i9)T i9 

o -ei (n-l)6 l 

S (ei9)e-i8 
- im9 S ( - i 9) T i 9J de •• t, e e e 

• Î 

(C.22) 

ie' 
where .E (e ) is a p (n + m + 1) x p matrix implici tely defined in 

the equation and S(eie ) ~ B(eia)-lA(eiS ). (Recall that dF€ (e) == r de' 

from hypothesis (MS).) 

Clearly ~ is necessarily positive semi-definite; it will be 

positive definite if and on1y if 

'1 

,., 
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2'1f l ".T E(ei6) rE(e-ie)T "de 
o 

• 0 (C.23) 

for some À of dimension p(n+m+1) x 1 imp1ies À c O. This 

is what we sha11 now prove. By positivity and eontinuity (C.23) 

implies 
, 
11 e e: [0,2'1('] 

whieh'can be written 

\[À~ E (e i 6) r1/ 2 ] [},TE(eie ) r1/2 ] ~ = o • . y e E [O,2'1f ] 

sinee r > \0. (* denotes the comp1ex conjugate transpose) • But 

* for any matrix P, pp = 0 implies P = 0 1 and so we must have 

li ~t: [0,2n]. (C.24) 

To facilitate the manipulations hereafter we define the 

p x p(n+m+l) matrix A , composed of p copies of "T, as in 

A 6 p times 

where each A. is p x p. The p- f o1d coPY' .of 
, J 

written in the forro 

ve E [0 , 2'IT] 

(q.25) 

(C.24) i8 th en 

(C'.26) 

where the right hand side' is a p x p matrix of zeros. Computing 

the product of matrices on the 1eft hand side, we obtain 

i6 -A -A e l 2 

v e E [O. 2n] (C.27) 



o 
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Let us define the p x p polynomial matrices 

x(eie ) == Al + ~eie + ••• + ~ei (n-l) e (C.2B) 

and 
Y(eiS) .. A 1 + -\+2 

eie ime, 
n+ + ••. + ~+m+le (C.") 

so that (C.27) becomes 

ve e [O,21f] • 

Now, consider the rational transfer function matrix 

H(z) = B(z)-lA(Z). H(z) iS,not necessarily proper, but it is 

irreducible because A(z) and B(z) are left coprime. We alao 

know fforn hypothesis (MS) that A(Z) ,and B(z) are row-reduced, 

i.e. An and Sm have full rank. Therefore, the rnatrix M(z) ,. [A(z),B(Z)] 

is also row-reduced and 'J .... m, 1 < i < p, where: 
~ --

"'i .. the degree of the i-th row of M(z). 

and 
-rn ~ rnax(n,m). 

W~ know that there also exists a right coprime rnatrix 
,/ 

fraction description (rn.f.d.) of H(z) equal to N(Z)D(Z)-l, where 

N(z) and D(z) are p x p pOlynomial matrices of maximum degreè q : 

N (z) ... No +NIZ+ •.. +Nq 
zq 

o (z) = Do + Dl Z + .•• + Dq zq 

and where 

deg det B ( z ) :Ir deg det 0 ( z ) = pm. (See e'. g. ( 43] • ) 

(C.31) 

(C.32) 



Q 
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u 

(NQj;:ièe that since H(z) is not in general proper, its McMi11an 

deqree is net necessari1y .qua1 to deg det B(z) ... des det D(z). 

We a1so emphasize that it is sufficient for the purpose of this 

proof to consider the qenera1 case max order [N(z)] < q and 
, -

~x order [D(z)} < q, without any specifie constraints on q. 
, --

However, it is clear that q ~ m.} 

Hence, we have the equation 

B(z)N(z) - A(z)D(z) .. 0 . (C.33) 

'AS in [47] (see a1so [48]) , equating the coefficients of the 

various powers of z in (C.33) yields the equation: 

[Bo,-Ao,Bl,-A1,···,Bm' -Ain] Sii\+l = 0 

where 
No Nl N q 0 0 

Do Dl 0q 0 0 

0 • 
No ........ Nq 0 0 2k 

J 

Sk ... block row. 
0 Do ........ Dq 0 ••• 0 

0 . . . . . . . . 0 N c ••• i ............... Nq 

0 ......... 0 D 
0 

. ......... 0q 

the so-called generalized Sylvester resu1tant of N a~d 0 of order k. 

(Undefined Bj'B or Aj'S when j > min(m,n) are taken to be zero.) 

It is shown in [47] ,that 

--_. -----------

.. 
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where the vi' s, the deg1rees of the i-tf rows of M (z) z [A (z) , B (z) J, 

are aIse ca1led the "duai dynamical indices" of N (z) 0 (z) -1. 

-Since v. = m, 
J. 

1 ~ 1 ~ P, by the row-reducedness !;>ro!,erty of M ( z) , 

rank S- = 2 P in - 0 = 2 P iii m and therefore sm has full row rank. ----
This important property will be used Iater on ln the proof. 

(It ls aiso c1ear that Sk has full row rank' for k < m.) 

W'e now return to (C.30) and replace B(eia)-lA(eia) by 

,·N(eia) 0(ei6)-1. The reader will have noticed ~at this transfor

mation from a 1eft (coprime) m.f.d. te a right (coprime) m.f.d. 1 

which is without 10ss of generality, enables us to rewrite (C ... 30) 

in the more convenient form: 

v e € [O,21f] (C. 34) 

It is easi1y seen, equating the coefficients of the power 

i06 e on both sides of (C.34), that An+1 D 0 (because No has full 

rank from (C.33) and (Ml) a). Oefining the new polynomial matrix 

, m-1 
!(z) .= An+2 + An+ 3z + ••• + An+m+1 z (C.3S) 

we have 

or 

But, equating the coefficients of the various powers of eie 

in (C.36) and using the previous1y defined Sk yie1ds the equation: 

[An+2' Al ,An +3,A2,···, An+l+m' Ai )Sm = 0 

(where undefined Aj' sare taken to be zero). 

.- ... ...-.,.,- --'- - - ~ ::----- -, -- --- .- - ~- ~------------.~ .' 
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But we 'know ~at s- has full row rank, from whioh we imDedi~t.ly m 
conclude that 

A sA- -A .-0 1 2 • . • n+m+l 

i.e., from the definition of ft. in (C.2S) 1 À-O. Thue, ~ i. 

positive definite and the proof of (C.17) ia- complet.ed. 

Part. 6. 

(7.26) or (7.27) and (C.17) now beinq established 1 Il simple 

application of TheQrem 7.1 yields the last result 

lim 
N+oo 

a. s. 

... 
and the proof of Theorem 7.2 ie completea •. 

0' 

o 

-----------------------:-:-.....-...~--"---
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1 

APPENDIX 0 

LaUDa 0.1. 

Consider p(t)-l and ~(t) defined in (7.15) and (7.13), ~ 
P (t) can aJ.so be written 

pet) = [J tP(j)!JI(j)T]-1 ! • 
)-1 . 

Then, fram the "matrix version" of the matrix inversion 

1emmà (MIL), we have: 

J T _1 T 
P(t+l) ... p(t)-P(t) 111 (t+1)[111 (t+1), P(t)tII(t+1) + Ipl 1II(t+1) pet) 

(Notice: riqht hand side is symmetric.) 

P(t)tII(t)-P(t-l)!JI(t) [lp- !JICt)Tp(t)tII(t)1 ~ 

~r p(t)-l ' 
. .Purthermore, if 1im sup < eo, then 

t ... CD t 

',. 
" 
.', 

~ Tr[1jl(t)T P(t)1f/C t )] ~ CD 

t-1 t 

" 
" , 

~ 

(0.1) 

(D.2) 

(D.3) 

(0.4) 

(D.S) 

0 
'; 
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Proof. 

(0.1) is the statement of the matrix inversion lemma ~ c 

see for instànce, [43] p.656. 

Let 9 ~ P(t)l/I(t+1) [l/I(t+l)Tp {t)l/I(t+1'} 
( -1 
~ I] • Then from (0.1) 

P(t+l)P(t)-1 _ l - OI/l(t+l)T 
\ , 

P(t+l)P(t) -11Jl{t+1) [1/1 (t+1) Tl/I (t+1)] -1 -1/1 (t+1) [1/I(t+1) T1/I(t+1) rI - Q 

• 
o .. [1 - P(t+l) (PCt+l) -1 -l/I 0:+1)/1 (t+1) T)] 1/I(t+1) [ .p (t+1) Tl/I (t+1)J-1 

o .. p 8:+ 1) l/(t+1).p (t+1) T1/I (t+1) [I/I(t+l) T.p(t+1)] -1 

o .. P(t+1)l/I(t+1) .. 
., 

Substitutinq back the expresion of 0, 

and (0.2) is estab1ished. Multiplyinq the abo';e equa1ity on the 

1eft by l/I(t~1)T, the equa1ity in (D.3)f is a180 estab1ishad. To 

prove ~at ~(t)Tp(t)l/I(t) < l, we use the'tensor notation and the 
T t T -1 

-fact that ~ Ct) M(t) ~ Ct) < 1 when Met) .é. [ l ~ (j) ~ (j)] ; •• a (31] , 
. j-1 

equ~tion (A. 3) .-

From the definition of ~(t) in (7.13), 

t 
pet) • [ L 

".. j-l 
(I; ® ~ (j» (I

p 
® ~ (~) T) ) ]-1 

t 
• [Ip ® r ~ (j) ~ (j) T] -1 

j-1 
pet) 

pet) .. Ip ® M(t? 



o 

o 
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So, ~ Ct) Tp Ct) 111 (t) ~ e1:p ~ <fi (t) T) (Ip ® M(t~,) (1p ® ~ Ct» 

'> 

:1 1p ® 4>(t)TM(t)~(t) (a sea1ar matrix) 

< 1p ® 1 " " -
,. 1p \ 

\ 
", 

and (D. 3) is now cqmplete1y proved. 

Ta prove (D.4), we start from (D.3) and no'tl! that ainee 

~(t)Tp(t-l)~(t) is symmetric, sa are 

and 

thus, taking transposes on both sides of (D.3) 
\ 

) 

MUltiplying by -P(t-l)~(t) and adding P(t-l)tII(t)we obtain 

P(t-l)~(t) [I - 1IJ(t)Tp(t)~(t)] ,. p(t-l)lP(t) 

and right multiplyinq by (I - ~(t)Tp(t)lP(t»-l we obtain 

\ 

1 

P(t-l)1p(t) ". [P(t-l) -P(t-l) tII(t}[ 1: +1p(t) ~(t-l)1p (t) (~(t)P(t-l) tII (t) [1-1IJ (t) ~ (t)ljI(t)] -1 

Substituting for the first factor on the right hand side 

(0.1) yields 

PCt-l)ljICt) - P(t)tjI(t) [I - tIICt)Tp(t)!p(t)]-l 

and (D.4) i8 establiahed. 

-' 

-
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, 
In order te prove (D. 5), we will use again the_ properties 

of the tensor preduct. 

lim sup !t Tr[p(t)-l] 
t_ 

lim sup i Tr[MCt}-l] 
t-

Also, 

The hypothesis of (0.5) is that 

< 00 , and this ia equiva1en~ to 

< 00 
t -1 -1 because Tr[P(t) J = p Tr(H(t) J 

~ l/I{t) Tp(t)l/I (t) ] - ID Tr[ (I
p 

® 4> Ct) T) (I
p 

® Met» (~® 4> (~»] 

.. Tr[Ip ® Ht) ~(t)4> (t) 1 

• P ~(t)~(t)~(t). 

But in [31] it ia proved that if lim sup î Tr[Met)-l] < 00 , then 
t-toaD 

,r t ~ Ct) TMCt) 4> (t) < 00. Bence, we can cenclude that 
t-l 

Ï ~ Tr [l/I(t)~~(t)w(t)] < wand the preof of Lemma 0.1 
t-1 

ia completed. 0 

• 

~ --_.------------------

\ 
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Proof of Theorem 7.1. 

Part 1. 

Starting from the system equation (7.11) 

and noting that in the express10h for the matrix ~(t) defined 

in (7.13) the innovations process w ;n XI(t) is replaced by the 

residuals process n 1 we can write 

(0.6) 

, 
Since nt = y - \li (t-l) T ê (t) 

t S 
and Co = I, (D.6) becomes 

C(Z)wt .. C(z) nt + 1JJ (t-l) T es Ct) 

or 
C(z) (n -w)--",(t-l)Të Ct) 

t t s (D.7)· 

where as before 
J 

We now denote as in [31] : 

,.. 
tp(t-1)T 9sCt) Ut 

:or _ 
(0.8) 

" î \li Ct-UT ës (t) y = nt - w + t t (D.9) 

,.. ;.. 

where Ut and Yt are P x 1 vectors. It fo11ows fram (D.7) that 
" 1 ,.. " c(z) [y t + 2' Ut] = u t 

,i' 

._------------- ---~~ .. ~ ~~~.-'-----------~.~ 
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. / 

From (7. 23 b), -1 l 
[C (z) - '2] is asymptotically stable and we 

can write (neqlecting initial conditions whose effect decays 

qeometrically) : 

(0.10 ) 

The strict positive reality of [ C (z) -1 - î] also impllea, 

by the (strict) positive real lemma (see the proof of that in 

Appendix A, Lemma A. 4) , 

2 (0.11) 

/ 

where K ls a positive constant (Q < K < ~) depending upon the 
'1} 

initial conditions and p i8 a small positive constant. 

._-----~."--

\ ( 
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Part 2. 

In this part of the proof, we establish the "near-super-

martingale" inequality which will be used to prove the required 

resul t •. Using (0.4) we have 
-,' 

=: P(t-2)1jJ(t-l)n 
t 

(0.13) 

from (7.18). Bence, equation (7.14) of the recursio~ becomes 

~ 

e;(t) = es(t-l) + P(t-2)tIJ(t-1)n
t 

(0.14) 

Let· us def ine 

(D.IS) 

From (0.14) we have 

T(t-l) = 8
S

<t-l) Tp (t_2)-1 ê's<t) - 9
s

(t-l)T1/lCt-1)n
t (0.16) 

1 
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Using (0.14) and the faet that PCt-2)-1 = P(t_l)-l - ~(t-l)~(t-l)T, 

(0.16) ean be reorganized as 

(0.17) 

Now, if we use (0.4), (7.18), (D.IS), and the fact when M is a 

square matrix and À a vector of appropriate dimension, then 

", 
À TM À = Tr [À TM À] = Tr [M À À T] 

,1 
~obtain from (0.17), after sorne manipulations, 

" 

(0.18) 

We know th~t sinee the initial conditions are in Ft for t > 0, 

wt = Yt -Eytl Ft _l ) and so et-W t = t/I(t-l>T ês{t-l> + Eytl F t-l ) 

is Ft - l measurable. If we use Ut and Yt as defined in part l, 

and take eonditional expectations in(0.18), we then obtain 

+ 2Tr [~(t-l)Tp(t-l)1jJ(t-}.)r] 

- Tr{1/J (t-1) TpCt-l)W (t-l) [I-w (t-l) ~(t-l)1/J Ct-l)] [(et -Wt)-(e~ -wi> + r]) 
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But the last term that is subtracted can be shown to be 

non-negative since by (D.4) 

and 

~TA T 
E[T(t) + 2 Ut Yt ] 1 F t-l) ~ T(t-l)+ 2 Tr [w (t-l) P(t-l)W (t-l) r] (D.19) 

We now use Set) of part land define 

T'(t) ~ T(t) + Set) 
t 

= T (t) + 2 ~ 
j=l 

~ T " u. y. + K 
J J 

"T~ = .... T(t) +2u
t 

Y
t 

+ S{t-l) 

Adding S(t-l) on bath Bides of (D.19) we obtain 

ET' (t)1 F
t

_
l

) < T'(t-l) +2Tr[w(t-l)Tp (t-l)w(t-l)r] 

dividing by t, 

E T' (t) IF ) < T' Ct-l) 
t t-l t-l 

T' (t-l) 2 T 
t(t-l) + t Tr [~(t-l) P(t-l}~(t-l)r] 

(D. 20) 

This is the inequality to which we want to apply the martingale 

convergence theorem. But before that we must show that 
Q) 

L 
t=l 

2 
t 

< 00 This is done in the next 

. r 

f 
~ part of this proof. 

! 
f 
~ 

\ CI 

! 
!. 
f 
t 

~ ...... -p- --------',,'-\-_ h 



-136-

Q Part 3. 

From the recursion equations(7.14) and (7.15) 1 we can write 

and 80 

hence 

Summing the above equation from 1 to t yie1ds 

, 
or 
"or 1 t T T_ -1 t Tt " ... 2 
6s (t) P(t-1)- âs(t) + ,I nJ' [I -1jJ(j-1)--P(j-l)1jJ{j-l}] nJ' = ,I YJ' YJ' + Il 6s (0)1I 

J=l J=l 
fran (1.18) • (D.21) 

But al1 the terms in (0.21) are positive and from the stabi1ity 

assumption we know that 

limsup! 
N-+ao N 

< Q) a. 8. ; this implies 
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1 N TT' -1 
1im sup N r nt [I- ljJ(t-1) ~(t-1)ljJ(t-1)] nt<co 

N -+ GO t=l 
a.s. 

From (0.3) we have 0 ~ w(t-1)Tp(t-1)ljJ(t-l) '< l which gives 

this permits us to 

conc1ude that 

lim sup 
N-+QO 

< co 

N 

a.s. (0.22) 

We rec~ll that P(N)-l = r w(t)ljJ(t)T the diaqona1 e1ements 
i t-1 

of ! P(N)- are of the form: N , 

i - 1, ... ,p-, 

where y t (i) is the i-th component ,of the p x 1 vector y t' and 

similarl~' for Ut and nt' Therefore, by the stability assumptions 
-

(7.21) and (7.22), and by (0.22), 

1im sup~ Tr[p{N)-,l]< co 

N-+oo 
a.s. 

From (0.5) in Lenuna 0.1, (O. 23) implies that 

Tr[l/J{t-1)Tp(t-l)P(t-1)] 
t < co 

a.s. 

from which we can obtain the resu1t required at the end of 

part 2, namely 
co 
l 1 Tr[w(t-l)Tp(t-l)ljJ{t-l)r] < co a.s. 

t""l t 

Récallinq the near-super-martinga1e inequality (0.20): 

- " 
" 

(D.23) 

(0.24) 

(0.25) 
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. \ 

• . .. 

we see that it is now possible to apply the martingale convergence 

theorem. Therefore, 

TI (t) 
t ... X(w) a.s. (0.26) 

where X(w) is a non-negative random variable with finite expeetation, 

and 
CD 

L TI (t-I) 
t=l t,( t-l) < 00 a.s. (0.27) 

However, we cannot have X > 0 because the second consequence 

(D.27) of the a.s. convergence of {T' (t)/t; t ~ l} 
DO 

imply that r ! (T'i:îl » diverges a.s.like 
t-l 

would then 
1 
t' which 

contradict~ (O. 27) • Hence, we conclude immediately that T ~ (t) .... 0 

4.S. as t .... 00 and sinee T'(t} • T(t} + Set} and Set) ~ 0, 

T(t) > 0, 

, 

lim T(t) =0 0 
t .... ca t 

lim 5 (t) = 0 
t .... ca t 

1 

a.s. (0.28) , 

a.s. (0.29) 

These important results will enable us to prove the convergence 
.... 

of 6s Ct) to ~s in part 5 of this proof. Before that, we need to 

eatablish another intermediate result. 

IF! 

-----~._-----------
- ~ • '1$' , 
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Part 4. 

In this part of the proof, we show that 

1 N 2 
(0.30) lim N r IInt" .. Tr r a.s. 

N + co t-l 

"" 
First, we reeall that in part 1 we have showed that (see 

N 
~ '" T '" -1 l (0.11»: Set) ~ C3 L Ut Ut· Moreover, sinee [C(z) - 2J 

, t=l 
is asymptotically stable, Lemma A.l of [21] tells us that 

N "" 2 N 2 r "Y tll ~ Cl + C2 r" ût" 
t-l t-l 
o ~ Cl < ~, 0 < C2 < ~, 0 < C3 < co .) (0.29) thert yields direetly: 

Now, consider " 1 A 

nt - W t ... Y t + 2" Ut 

'" 2 1" 2 .... T" 
IIyt ll + i'lut" + Ut Yt 

so trom (0.29), (0.31) and (D.32) we have that 

lim! 
N+co N 

N r IInt - W ,,2 
t-l t 

,. o a.8. 

Then, (0.30) follows direclty if we write 

(0.31) 

(0.32) 

(0.33) 
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using (0.30), (7.20) and the Cauchy-Schwarz inequality we obtain . 
the~required result 

1 N 2 1 N 2 
limii r Il nt" .. lim-N l IIwtll -Trr a.s. 

N + 00 t-l N + 00 t-l 

Part 5. 

·From (0.28), 
T(t) --t 

è(t)Tp(t-l)-le(t) 
t 

+ 0 a.8. 

as t + OC) .Therefore, if we can show that lim inf -Nl P(N-l) -1> 0 • 
. N-

a.s., we will have praved the almost sure convergence of ê (t) 
o 

to es. 

. Consider 

replaced by the 

N 
P (N} -1 - L 

tal 

innovations 

~(t)~(t)T. If the residuals n are 

N 
w, the new matrix L 

t-l 
. has, by assumption (7.24), the persistent excitation property 

_.-.... _" .... ,...",.,.-

N 
lim!. l 

N+co N t-l 
XI(t) XI(t) T e Ii: ~ 0 a.s. 

If n replaces w, do we still have 

N 
lim ~ r \li (t)1/!(t) T os Ip® R 

N+co t-l 
a.s. ? 

1 

The answer ia yes. To show this, we notice that the elements 

affected are of one of the two following forma: 

(a) 1 < i ~ p, 1 ~ j ::.. P, 

.. 



o 
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. ' 
where x can be either u or y. Ck is the time shift between 

the two process es and Ikl ~ max (n,m+1',.2.).) 

But we can write 

and conclude fram Cauchy-S~hwarz, (7.21),(7.22) and (0.33) that 

the first term converges to zero ; the second term convergee to 
f 

the required limi~ element in R byassumption (7.24). 

1 N vl N 
N tll nt(i)nt_kCj) = N t!l[(ni(i) - wtCi»nt_k(j) 

" 

Aqain, it is eagily proved by a simple application of the 

Cauchy-Schwarz inequality that the first two terms go to zero and 

therefore 

l N l "N " 1 
lim - ï nt(i)nt_k(j) = lim N ï wt(i)wt_k(j) 

N ~ 00 N tal N ~ co t-l 

the required limi t element in R • 

1 -1 in conclusion, lim - peN) • ip® R > 0 a.8. and the proof 
N~ ooN 

i8 completed since, as mentioned before, (0.28) now implies . 
lim eS (t) - 3s t+ 00 

a.8. 0, 

,r' 

fi '1111' • 
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