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Abstract Research has shown that learners do not always engage in appropriate meta-

cognitive and self-regulatory processes while learning complex historical topics. However,

little research exists to guide the design of technology-rich learning environments as

metacognitive tools in history education. In order to address this issue, we designed a

metacognitive tool using a bottom-up approach. Thirty-two undergraduate students read an

historical narrative text either with or without the benefit of the metacognitive tool. Results

from process and product data suggest that learners using the metacognitive tool had better

recall and that the tool helped them (a) notice that particular events in an historical

narrative text are unexplained, and (b) generate hypothetical causes to explain the

occurrence of such events. We discuss the implications of these findings for the devel-

opment of the MetaHistoReasoning Tool, a technology-rich learning environment that

assist learners in terms of regulating their learning while they accomplish authentic tasks of

historical inquiry.

Keywords Technology-rich learning environments �Metacognitive tools � Top-down and

bottom-up approach � History education � MetaHistoReasoning tool

Introduction

The study of history involves the examination of unique events, individuals, groups,

movements, institutions, nations, and eras (Leinhardt and Stainton 1994). Critical thinkers

explain historical events by weighing various points of view and evaluating a variety of

historical evidence. Students generally learn about history from historical narratives.

Learning history is a complex task in which learners must seek the causes of historical

events from diverse historical sources, evaluate and interpret such information based on
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their own prior knowledge regarding the events, and construct their own historical

knowledge (Seixas 1993; Spoehr and Spoehr 1994). Student confusion arises when they

read about an unexplained historical event, questioning its occurrence, and seeking its

causes (van Drie and van Boxtel 2008).

While learning about complex historical topics students often engage in dysregulated

behaviors (Azevedo and Feyzi-Behnagh 2010) during which time they fail to modify their

behaviors, thereby resulting in minimal learning. Students often fail to engage in key self-

regulatory processes such as setting learning goals, monitoring their progress, and using

learning strategies to achieve their goals (Greene et al. 2010). We argue that teaching

students to regulate their comprehension of historical narratives can be helpful. For this

reason, we describe the literature on metacognition that can lead to the development of

metacognitive tools that enhance historical comprehension.

Our goal is to develop, implement, and evaluate a technology-rich learning envi-

ronment that can help students become more aware of their thought processes during

their learning about complex historical topics. Technology-rich learning environments

(TREs), as described by Lajoie and Azevedo (2006), are learning environments that are

designed for an instructional purpose that use technology to support the learner in

achieving the goals of instruction. TREs are designed based on a theory or model of

learning and instruction.

The guiding metaphor for the design of computer-based learning environments in

history education is that of using computers as cognitive tools (O’Neill and Weiler 2006)

rather than metacognitive tools (Greene et al. 2010). Consequently, the existing TREs are

not exclusively designed to assist students in being aware of the thought processes that are

involved in learning about history. As such, we outline a generic framework that distin-

guishes between the top-down and bottom-up approaches to the design of metacognitive

tools. The framework can be used to derive principles and choose elements of design that

will foster new areas of research in the design of metacognitive tools in history education.

In this paper we pay particular attention to evaluating the effectiveness of the bottom-up

approach to designing a metacognitive tool for history education.

Technology-rich learning environments in history education

Literature reviews on the research and development of TREs in social studies education

show progress in aligning the design and implementation of technology with empirical

evidence (Ehman and Glenn 1991; Berson 1996; Martorella 1997; Whitworth and Berson

2003; Bolick et al. 2003, 2006, 2007; Bolick 2004; Berson and Balyta 2004; Lee and Hicks

2006; Friedman and Hicks 2006; Thieman 2008; Swan and Hofer 2008; Lee and Friedman

2009). Although a substantial body of empirical research has investigated the design of

TREs as cognitive tools in history education (for a review of this literature, see O’Neill and

Weiler 2006), research has yet to address the pressing need to design TREs as metacog-

nitive tools to enhance the learning of complex historical topics.

TREs can be designed as cognitive tools to enhance students’ learning (Lajoie and

Derry 1993; Lajoie 2000, 2005, 2007, 2009; Lajoie and Azevedo 2006; Jonassen 1996,

2003; Jonassen and Reeves 1996; Kommers et al. 1992; Pea 1985; Perkins 1985; Salomon

et al. 1991; Salomon and Perkins 2005). Cognitive processes are involved in the trans-

formation, reduction, elaboration, storage, recovery, and use of sensory input (Neisser

1967). Lajoie and Derry (1993) defined cognitive tools as any TRE that assists learners in

accomplishing cognitive tasks by (a) supporting cognitive processes such as memory and

metacognition, (b) sharing the cognitive load through supporting lower-order thought
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processes so that learners may focus on higher-order thought processes, (c) allowing them

to engage in thought processes that would otherwise be out of their reach, and (d) enabling

learners to generate and test hypotheses in the context of problem solving.

There are several examples of TREs that support historical reasoning and embody the

cognitive tools principles. For example, Decision Point (Brush and Saye 2000, 2001, 2002,

2004; Saye and Brush 1999, 2002, 2004, 2005, 2006, 2007, 2009; Wolfe et al. 2003),

SCIM Historical Inquiry Tutorial (Doolittle and Hicks 2003; Hicks and Doolittle 2008,

2009; Hicks et al. 2004), and the Sourcer’s Apprentice (Britt et al. 1996, 2000, 2004; Rouet

et al. 1996; Britt and Aglinskas 2002), among others, provide learners with a variety of

different types of cognitive tools which offer assistance as they learn about complex

historical topics. Decision Point (Saye and Brush 2002) is a multimedia environment that

facilitates learners’ cognitive processes by assisting them in collecting, analyzing, and

evaluating historical evidence as well as presenting conclusions. Decision Point provides

learners with various types of embedded scaffolds that help them handle the cognitive

demands of a historical reasoning task. These scaffolding mechanisms embed expert

guidance within the learning environment to assist students in better developing their

critical reasoning in the context of problem-based learning.

Increasingly, researchers are interested in using technology to foster students’ meta-

cognitive and self-regulatory processes that are critical to enhancing learning (Azevedo

2005a, b). Metacognitive processes involve the evaluation of ongoing cognitive processes

(i.e., metacognitive monitoring processes) as well as their resulting regulation or alteration

(i.e., metacognitive control processes) (Flavell 1979; Nelson and Narens 1990, 1994;

Nelson 1996). These theoretical constructs have been extended through self-regulated

learning theories (Pintrich 2000, 2004; Winne and Hadwin 1998; Winne and Perry 2000;

Schunk 2005; Zimmerman 2000, 2008) that account for the monitoring and control of

affective, behavioral, contextual, and cognitive processes (see Dinsmore et al. 2008 for a

literature review). Technology can be designed with metacognitive tools that detect, trace,

model, and prompt students’ metacognitive and self-regulatory processes in order to

enhance learning (Azevedo et al. 2009b).

For example, TREs such as iStart (Graesser et al. 2005; McNamara et al. 2007a, b;

Boonthum et al. 2007), Inquiry Island (White and Frederiksen 2005; Eslinger et al. 2001,

2008; Shimoda et al. 1999, 2002; White et al. 1999), and MetaTutor (Azevedo et al. 2009a,

b), among others, support learners in their attempt to regulate their learning about complex

science topics. Azevedo et al. (2009b) developed MetaTutor, a multi-agent intelligent

system that detects, models, traces, and fosters students’ self-regulatory processes while

learning about complex and challenging biological systems in a hypermedia-based envi-

ronment. The design of MetaTutor is based on identifying the self-regulatory processes that

human tutors teach their students in order to facilitate learning (see Azevedo 2008, for a

literature review). MetaTutor trains students in using these processes through video clips of

human agents as well as discrimination and detection tasks in order to enhance science

learning.

However, little is known about the potential benefits of designing metacognitive tools to

enhance learning about history. We address this issue by creating a framework for

metacognitive tools that distinguishes between a bottom-up and a top-down approach to

their design (Poitras 2010). We exemplify the framework for the creation of metacognitive

tools to assist students in regulating their understanding while learning about complex

historical topics. The terminology and assumptions underlying the top-down and bottom-

up approaches to designing metacognitive tools are outlined in the following section (see

Fig. 1).
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Top-down and bottom-up approaches to designing metacognitive tools

The top-down and bottom-up approaches constitute a generic framework that describes the

logic or rationale underlying the design of metacognitive tools. This logical framework

defines a set of guidelines for choosing elements and deriving principles of design for

metacognitive tools on the basis of theory and empirical evidence in order to enhance

learning across disciplines. As such, this framework guides researchers in designing and

developing metacognitive tools across different domains, theoretical models, and evi-

dentiary base. In this section, we describe the framework in the context of developing

metacognitive tools that enhance learning about complex historical topics.

Our definition of a top-down approach to the design of metacognitive tools is based on

two assumptions. The first assumption is that researchers should capture the deployment of

metacognitive and self-regulatory processes as they fluctuate over time. These processes,

which occur at the meta-level or ‘‘top’’ layer (Nelson and Narens 1990, 1994; Nelson

1996), can then be examined in regards to their impact on learning. Using this process-

oriented model, researchers are able to identify the metacognitive and self-regulatory

processes that are effective in terms of enhancing learning. The second assumption is that

elements and principles of design can be established, based on an instructional model or

empirical evidence, in order to foster the effective metacognitive and self-regulatory

processes. This logic or rationale underlying the development of metacognitive tools is

referred to as the top-down approach.

As an example, Greene et al. (2010) used what we call a top-down approach to develop

metacognitive tools for history education. Greene et al. (2010) asked high-school students

to perform a concurrent think-aloud protocol while learning complex historical topics

embedded in a hypermedia-based environment. Almost all of the students gained both

declarative knowledge about the historical topic (i.e., the Regulator Movement) and his-

torical thinking skills, although these gains were modest taking into account the mea-

surement scale. Examining the deployment of macro-level self-regulatory processes and

their impact on learning outcomes, these researchers concluded that engaging in planning

was related to the amount of historical knowledge measured at post-test. Planning involves

stating or restating goals or sub-goals, as well as their time requirements, immediately

before taking action. They deduced, based on their model, that a metacognitive tool should

be designed to support learners in engaging appropriately in planning self-regulatory

processes in order to enhance learning.

Fig. 1 The main assumptions underlying the top-down and bottom-up approach
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Furthermore, the top-down approach is also used to guide the design of metacognitive

tools in science education. MetaTutor (see Azevedo et al. 2010a) is a multi-agent intel-

ligent system that aims to foster self-regulatory processes that are critical to learning about

the circulatory system. The design of this metacognitive tool is based on previous research

that examined how human tutors assist students to effectively regulate their learning.

Azevedo and his colleagues deduced, based on their evidence, that MetaTutor should be

designed to assist learners in engaging in key self-regulatory processes in order to enhance

learning.

Our definition of a bottom-up approach to the design of metacognitive tools is based on

two different assumptions. The first assumption is that researchers should capture the

deployment of cognitive processes as they fluctuate over time. These processes occur at the

object-level or ‘‘bottom’’ layer (Nelson and Narens 1990, 1994; Nelson 1996) and can be

examined in regards to their impact on learning. Researchers use this process-oriented

model to identify the cognitive processes that are ineffective and detract from learning. The

second assumption is that metacognitive tools can be designed to foster metacognitive and

self-regulatory processes that are expected to resolve cognitive processing difficulties. This

rationale underlies the development of metacognitive tools using a bottom-up approach. In

the following sub-sections we describe how the bottom-up approach can be used to design

metacognitive tools for enhancing learning about complex historical topics.

First assumption underlying the bottom-up approach

The first assumption underlying the bottom-up approach to designing metacognitive tools

is that a process-oriented model should be used to pinpoint the cognitive processes that are

ineffective in a specific learning context. In this section, we argue that historical narrative

texts with causal coherence gaps are detrimental to learning because they interfere with

learners’ inferential processing. Moreover, a principled method of discourse analysis

(Trabasso et al. 1989) should be used to derive a process-oriented model of learners’

inferential processing in order to pinpoint difficulties that are likely to arise due to causal

coherence breaks.

Historical narrative texts are written accounts of past events in which actions, events,

and their consequences are interpreted and organized. Text coherence is a central factor

that influences reader comprehension and is defined as the level of the narrative’s orga-

nization and focus on a central theme. Historians believe that text coherence is the most

important factor in judging the quality of a narrative (Carretero and Voss 1994; Voss and

Wiley 2006). Causal coherence breaks occur when historical narrative texts fail to dem-

onstrate that historical events lead to particular consequences (Britt et al. 1994; Linderholm

et al. 2000; Vidal-Abarca et al. 2000, 2006; Gilabert et al. 2005; Espin et al. 2007). For

example, an historical narrative text may mention the occurrence of the Second World

War, but fail to suggest potential causes of the war (i.e., Hitler‘s lust for power, the

political situation in Germany, and impoverished middle class workers; Carretero et al.

1997).

Causal coherence breaks interfere with learners’ inferential processes, and subsequently

with their construction of a coherent mental representation of the text (van den Broek et al.

1995, 1996, 1999, 2005; Linderholm et al. 2004; Tzeng et al. 2005). Researchers have

developed principled methods to resolve coherence breaks in historical narrative texts by

making connections amongst ideas in the text more explicit or adding information to

facilitate learners’ inferential processing (Vidal-Abarca et al. 2006).
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Using the discourse analysis method of Trabasso et al. (1989), researchers have made

connections amongst ideas in the text more explicit by (a) arranging text events in temporal

order, (b) making implicit character goals explicit, and (c) revising inadequate explana-

tions, multiple causalities or distant causal relationships (Linderholm et al. 2000). Both less

and more skilled readers who had the benefit of the revised text recalled more information

and answered comprehension questions more accurately in regards to events causally

related to one another in the more difficult text. Researchers have also added information to

texts with causal coherence breaks to facilitate learners’ inferential processing (i.e.,

information intended to trigger learners’ causal antecedent and superordinate goal infer-

ences; see Vidal-Abarca et al. 2000, 2006). Readers who had the benefit of the revised text

generated more correct answers to inferential questions and recalled more information,

regardless of prior knowledge differences (Gilabert et al. 2005; Vidal-Abarca et al. 2000).

In summary, the first assumption of the bottom-up approach states that researchers

should model cognitive processing difficulties. Researchers have demonstrated that learner

comprehension of historical texts decreases when texts are made less coherent. In the

following section, we argue that a metacognitive tool should be designed to foster the

effective metacomprehension processes needed to help learners’ resolve their inferential

processing difficulties.

Second assumption underlying the bottom-up approach

Designing metacognitive tools using a bottom-up approach involves deriving principles of

design that support metacognitive processes by helping learners become aware of various

types of cognitive processing difficulties (i.e., metacognitive monitoring), and to then

resolve them (i.e., metacognitive control) to enhance learning. In this section, we argue that

a metacognitive tool should be designed to assist learners in monitoring comprehension

failures caused by causal coherence breaks and generating explanatory inferences to

reinstate coherence in understanding.

In order to assist students in engaging in metacognitive monitoring and control pro-

cesses to resolve comprehension failures, we outline the theory that influences the design

of the metacognitive tool by integrating constructs taken from research on metacognition

(Nelson and Narens 1990, 1994; Nelson 1996; Hacker 1998) and reading comprehension

(van den Broek et al. 1996, 1999, 2005). Each construct included in the model is opera-

tionally defined in the form of a coding scheme (see Table 1). According to this model,

reading an unexplained event at the origin of a coherence gap should ideally trigger

students’ monitoring of a comprehension failure. However, individual differences in

metacomprehension knowledge mediate whether students are able to become aware of

inferential processing difficulties. The ability to monitor a comprehension failure is a first

step in deploying a strategy to re-establish coherence in understanding. In the event that

learners cannot connect or reinstate information from the text that was previously read,

they should generate explanatory inferences for unexplained events in order to reinstate

coherence in their understanding. Specifically, learners should relate information retrieved

from their own prior knowledge to the event that is at the origin of the causal coherence

break in an attempt to formulate a tentative historical explanation.

Our metacognitive tool has been designed to foster such metacomprehension processes

through the construction of elaborative interrogation prompts. In doing so, the element of

design for the metacognitive tool triggers explanations based on learners’ prior knowledge

(for review, see McCrudden and Schraw 2007). Elaborative interrogations are ‘‘why’’

questions that prompt learners to explain the occurrence of events at the origin of causal
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coherence breaks. For example, a causal coherence break may occur because a text fails to

mention the causes of the Second World War. Therefore, the tool prompts the learner by

asking the question ‘‘Why did the Second World War occur?’’ thereby leading them to seek

potential causes. The process of answering why-questions through generating explanations

or inferring potential causes has been referred to as explanation-centered learning

(Graesser and Franklin 1990; Golding et al. 1990; Graesser et al. 1991, 1994, 1996, 2005;

Long et al. 1992).

Elaborative interrogations enable learners to construct a more complete mental repre-

sentation of the text through maintaining information in short term memory while at the

same time linking it to information retrieved from long term memory (McDaniel and

Donnelly 1996; Ozgungor and Guthrie 2004). The elaborative interrogation effect has been

extensively studied in a wide range of contexts such as learning factual statements shown

in sentences (Wood et al. 1990; Martin and Pressley 1991; Woloshyn et al. 1992, 1994),

factual statements embedded within paragraphs (Seifert 1993, 1994; Willoughby et al.

1994), studying technically difficult texts (McDaniel and Donnelly 1996; Ozgungor and

Table 1 Coding scheme of metacomprehension monitoring and control processes

Macro-level
processes

Micro-level
processes

Definition Example

Comprehension control

Associations Activated prior knowledge unrelated
to text coherence

‘‘there is a kid in my class
whose name is Bourassa’’

Paraphrase/
text
repetition

Reread or paraphrased the current
sentence

‘‘this is leading to the
development of the canadian
armed forces’’

Backward
inferences

Information is retrieved from one of
three sources to explain the current
sentence

Connecting
inference

An explanation where information is
retrieved from the sentence
immediately preceding the current
sentence

‘‘so because they were more
efficient they went overseas’’

Reinstatement
inference

An explanation where information is
retrieved from prior sentences that
preceded the current sentence and
the one prior to it

‘‘Oh so they didn’t want to go
in south africa’’

Explanatory
inference

An explanation where information is
retrieved from background
knowledge not presented in the
text

‘‘because they didn’t want to
be involved with Great
Britain’’

Comprehension monitoring

Monitoring
comprehension
successes

Aware that he or she understands ‘‘ok so the liberals are
probably lauriers
administration and the
conservative is bourassa’’

Monitoring
comprehension
failures

Aware that he or she does not
understand

‘‘Why did he do that? I don’t
know’’

Other Responses that do not fall in these
categories

‘‘That’s pretty cool’’

Coding scheme adapted from Hacker (1998) and Kendeou and van den Broek (2005, 2007)
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Guthrie 2004; Callender and McDaniel 2007), and studying lengthy texts in computer-

based learning environments (Dornisch and Sperling 2004, 2006). However, querying the

occurrence of events at the origin of causal coherence breaks through elaborative inter-

rogation has yet to be investigated. This issue is addressed as we empirically evaluate the

bottom-up approach to designing metacognitive tools.

Evaluating the bottom-up approach to the design of metacognitive tools

The objective of this study was to empirically evaluate the effectiveness of the bottom-up

approach used to develop metacognitive tools for supporting the comprehension of his-

torical narratives. We used a three-pronged approach (for review, see Magliano and

Graesser 1991) to evaluate the elements and principles of design for our metacognitive

tool. The three prongs were (1) theoretical predictions in regards to the effect of the

metacognitive tool, (2) data collected during the task (i.e., online), and (3) data collected

after the task was completed (i.e., offline). In doing so, our theoretical predictions were

tested through converging evidence obtained from both online verbal protocol measures

(i.e., concurrent think-aloud protocol) and offline behavioral measures (i.e., free recall and

inferential question assessment).

The offline behavioral measures were used to assess the effects of the metacognitive

tools in terms of facilitating the construction of a coherent mental representation (memory

representation of text information and understanding of underlying causal structure; see

Linderholm et al. 2000). Moreover, concurrent think-aloud protocols (Ericsson and Simon

1993; Pressley and Afflerbach 1995) were used to capture the deployment of metacom-

prehension processes during reading. Based on the recommendations of Azevedo et al.

(2010b), think-aloud protocols were converged with an unobtrusive measure (i.e., written

responses to the elaborative interrogations that were stored as log file trace data) to

compensate for missing data due to a lack of verbalizations during writing. A silent control

condition was also used, as students read silently to act as a control for any interference

(positive or negative) that the think-alouds may have caused during the treatment

condition.

The research question addressed in this study was ‘‘Can the metacognitive tool enhance

learners’ memory and comprehension of text information by assisting them in monitoring

comprehension failures and generating explanatory inferences?’’ To answer this question,

our experiment followed a 2 9 2 between subjects design with the treatment (i.e., learners

either had or did not have the benefit of the metacognitive tool) and measurement con-

ditions (i.e., thinking aloud or learning silently) as the independent variables. Prior

knowledge and reading comprehension ability were assessed at pre-test in order to sta-

tistically control for their mediating effects. The amount of material recalled and the

accuracy of answers to inferential questions were measured at post-test in order to compare

learning performance across conditions.

As such, the research hypotheses were as follows:

1. If the use of the metacognitive tool facilitates recall and understanding of the historical

narrative text, then learners who have the benefit of the metacognitive tool are

expected to show a greater amount of information recalled and more accurate answers

to comprehension questions at post-test while statistically controlling for the mediating

effects of individual differences in reading comprehension skills.

2. If the use of the metacognitive tool fosters the key metacomprehension monitoring and

control processes, then the analysis of concurrent think-aloud protocols converged
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with the answers to the elaborative interrogations will show that learners who have the

benefit of the metacognitive tool monitor comprehension failures and generate

explanatory inferences more frequently.

3. If engaging in the key metacomprehension monitoring and control processes result in

facilitating recall and understanding of the historical narrative text, then we expect a

positive bivariate correlation between the dependent variables (i.e., amount of

information correctly recalled and the accuracy of answers) with the independent

variables (i.e., the frequency with which learners engage in monitoring comprehension

failures and generated explanatory inferences).

4. If the concurrent think-aloud methodology does not alter metacomprehension

processes in a way that affects learning performance, then we expect that learning

performance (i.e., amount of information correctly recalled and the accuracy of

answers) does not differ across measurement conditions (i.e., thinking aloud and

learning silently).

Methods

Participants

A convenience sample was used (i.e., students responded to an online ad posted on the

website of the university) and consisted of 32 undergraduate students from a Canadian

university (6 men and 26 women). The 32 students were randomly assigned to each of the

four conditions (i.e., eight each to the treatment and think-aloud, treatment and silent

reading, control and think-aloud, and control and silent reading groups). The average age

of the participants was 23 years old (SD = 5.1). A compensation of $10 was given to each

participant. Participants were proficient in both reading and writing English and were not

studying in the domain of history. The participants’ grade point average was 3.4 (SD = .4).

A pre-test free recall measure of amount of background knowledge related to the subject of

the text showed that they were unfamiliar with the topic. Some learners were able to

recognize that Henri Bourassa and Wilfred Laurier were politicians but most of them were

unfamiliar with the details surrounding the events described in the text.

Materials

Historical narrative text

The participants read a short excerpt (approximately 500 words) taken from an historical

narrative text (see Levitt 1970). The topic of the excerpt pertained to the roles played by

Henri Bourassa and Wilfred Laurier in the events surrounding the Imperialist Movement,

the Boer War and the foundation of the Canadian Navy. The text was used as part of an

undergraduate-level introduction to a history course offered at a Canadian university and

was assumed to be at an appropriate level of difficulty for the participants.

Discourse analysis method

The discourse analysis method of Trabasso et al. (1989) was used in order to represent the

historical narrative text as a causal network of events. This discourse analysis method had
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been previously used with historical narrative texts (Britt et al. 1994; Linderholm et al.

2000; Vidal-Abarca et al. 2000, 2006; Gilabert et al. 2005; Espin et al. 2007). Following

the discourse analysis method of Trabasso et al. (1989), the text was first segmented

according to main clauses. A main clause is defined as a part of a sentence that contains a

verb that meaningfully relates two concepts.

Each main clause was categorized by judges as either referring to a goal, attempt,

outcome, reaction or setting. Goals are desired or undesired states, activities or objects.

Attempts are actions carried out by the protagonist in order to achieve success with respect

to goals. Outcomes are changes in state that index either goal attainment or failure.

Reactions are internal states, state changes or internal reactions of protagonists, and include

emotion or cognition. Settings introduce characters in time and space, providing back-

ground conditions that enable the states and actions of the episodes to occur. The discourse

analysis yielded a total of 7 goals, 11 attempts, 21 outcomes, 4 reactions and 7 settings.

Two judges engaged in counterfactual reasoning to identify causal relationships

between main clauses. Counterfactual reasoning refers to verifying whether the criterion of

necessity in the circumstances applies to a pair of main clauses. The criterion states that

event A caused event B if it is true that had event A not happened in the circumstances

described in the text, then event B would not have happened. Also, a causal relationship

can be established only if event A is temporally prior to event B and event A is active when

event B occurs. Consequently, indirect and distal causes can be inferred by transitivity: if

event A caused event B, and B caused C, then events A, B and C are causally connected.

As a result, the text was represented as a causal network of events (see Fig. 2).

One judge derived the causal network of events while a second judge independently

derived the causal network for 20% of the total amount of main clauses. Interrater

agreement for categorizing and interrelating main clauses was obtained on 90% of the

occasions. Differences between judges were resolved through discussion and revisions

were made for the remaining main clauses when necessary.

Elements of design for the metacognitive tool

Using the causal network of the events representation, causal coherence breaks were either

identified or created in the circumstances described in the historical narrative text. Causal

coherence breaks are operationalized as events categorized as goals or reactions that are

implied in the circumstances described in the historical narrative text. In other words, the

historical narrative text fails to demonstrate that a cause (i.e., event categorized as a goal or

reaction) led to an effect (i.e., event categorized as an action or outcome). Using the causal

network representation of events, one causal coherence break was identified. Furthermore,

seven additional coherence breaks were introduced for the purposes of evaluating the

metacognitive tool by not mentioning main clauses categorized as reactions and goals in

the circumstances described in the historical narrative text. No additional information was

added and necessary text alterations were kept to a minimum. For example, the text failed

to mention the cause, ‘‘the imperial defense planners wished the Dominions to contribute to

a system of imperial defense,’’ which led to the consequent event, ‘‘the colonies were

contributing large amounts of money.’’

Eight elaborative interrogations, each one corresponding to a causal coherence break,

were created (see Table 2). Each elaborative interrogation asked learners to explain the

occurrence of the consequent event or effect at the origin of a causal coherence break. For

example, one of the elaborative interrogations asked learners to respond to the question,

‘‘Why would the colonies contribute large amounts of money?’’ Each elaborative
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interrogation had a reference to the paragraph that contained the event at the origin of a

causal coherence break. Participants wrote their answers in a textbox. They chose which

elaborative interrogation to answer by clicking on the ‘‘previous’’ or ‘‘next’’ button (see

Fig. 3).

Process measures

The process data consisted of the participants’ concurrent think-aloud protocols augmented

with their answers to the elaborative interrogations stored in the log files. Although the

validity of concurrent think-aloud protocols in regards to capturing, analyzing, and clas-

sifying metacognitive and self-regulatory processes has been established (Bannert and

Mengelkamp 2008), researchers should converge and temporally align online trace

methodologies so as to account for missing verbal traces (Azevedo et al. 2010b). In this

study, we converged the think-aloud protocols with the log file data according to the time

at which each utterance or written answer was made. This means that the participants’

Fig. 2 Causal network representation of the text derived using the discourse analysis method of Trabasso
et al. (1989). For a list of each clause, see Poitras (2010)
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utterances overlapped according to the order of their occurrence, whether they originated

from writing in the textbox or were verbalized while reading.

The result of the transcription was 30 single-spaced pages (M = 1.88 pages per par-

ticipant), with a total of 12,266 words (M = 766.63 words per participant). The data were

then analyzed according to the following coding scheme: (a) associations, (b) backward

inferences including connecting, reinstatement and explanatory inferences, (c) paraphrases/

text repetitions, (d) comprehension monitoring including either successes and failures, and

(e) other (see Table 1. Interrater agreement obtained for a randomly selected sample

consisting of 10% of the total amount of utterances was substantial (Cohen’s Kappa = .64;

percentage of agreement = 72.2%). Disagreements were resolved through discussion and

necessary revisions were made to the rest of the transcripts.

Product measures

We controlled for differences in reading comprehension ability by pre-testing participants

on the paper-based Form A adult version of the Wechsler Fundamentals: Canadian (The

Psychological Corporation 2007). It is an ecologically valid measure of academic skills (i.e.,

reading comprehension in relation to complex texts) scored according to the Canadian

norms, as described in the administration manual. Learners are instructed to read four texts

that differ from the task and topic used to evaluate the metacognitive tool. In order to assess

their ability to comprehend texts, they answered five multiple-choice inferential questions

for the first two texts and then eight questions for the last two texts (e.g., ‘‘What first clued

scientists into the fact that the ground around Yellowstone was becoming deformed?’’).

Table 2 Summary of elaborative interrogation prompts

Number Event Category Elaborative interrogation

9 Colonies were contributing large
amounts of money

Outcome Why would the colonies contribute large
amounts of money?

12 Laurier rejected any proposals for
defense centralization

Attempt Why did Laurier rejected any proposals for
defence centralization?

21 New training schemes for officers
were begun

Attempt Why were new training schemes for officers
begun and military institutions in the country
made more efficient?22 Military institutions in the country

were made more efficient
Attempt

27 He stated publicly that soldiers
could not be legally sent to
South Africa

Attempt Why did Laurier stated publicly that soldiers
could not be legally sent to South Africa?

34 Resigned from his seat in the
Commons

Attempt Why did Bourassa resigned from his seat in the
Commons?

39 Laurier proposed forming a small
navy

Attempt Why did Laurier proposed forming a small
navy?

41 Bourassa and his supporters
opposed the Naval Bill

Attempt Why did Bourassa and his supporters opposed
the Naval Bill?

43 Many Anglo-Canadians, however,
objected to Laurier’s proposal

Attempt Why did many Anglo-Canadians objected to
Laurier’s proposal?

Number, Event and Category refers to the clauses derived from the discourse analysis method of Trabasso
et al. (1989). These clauses were at the origin of causal coherence breaks in the circumstances described in a
historical narrative text. Elaborative interrogation prompts were created to ask learners to explain the
occurrence of these clauses
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Fig. 3 The screen captures of the software used by participants undergoing the treatment and control
condition
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Participants’ reading comprehension ability levels were determined at pre-test to statisti-

cally control for this extraneous factor in the experimental design.

In order to protect against threats to construct validity, we aligned the theoretical

foundations of assessment with the procedures used to measure the students’ ability to

remember (i.e., post-test recall task) and understand (i.e., post-test inferential questions)

the text (see Leslie and Caldwell 2009). The psychological validity of the causal network

representation of the text derived from the principled discourse analysis method is well

established (e.g., Trabasso et al. 1984, 1988; Trabasso and Sperry 1985; Trabasso and van

den Broek 1985; van den Broek and Trabasso 1986). As such, we segmented and scored

the recall and inferential question assessments using clauses consisting of a main verb as a

unit of analysis (e.g., Kendeou and van den Broek 2005; Magliano et al. 1999) as well as

using the causal network representation as a basis for comparison (same procedure as in

Linderholm et al. 2000).

The post-test free recall task assessed learners’ memory of the information mentioned in

the text. Students were instructed to recall and write as accurately as possible everything

they could remember from the text they had read (e.g., ‘‘Please type everything you

remember from the text you just read’’). Students wrote what they remembered in a textbox

on the computer screen. The recall protocols were scored using the causal network rep-

resentation of the text whereby a point is awarded for each event mentioned that matches

an event mentioned in the text. Interrater agreement obtained for a randomly selected

sample consisting of 10% of the total amount of utterances was substantial (Cohen’s

Kappa = .63; percentage of agreement = 84.4%).

The post-test comprehension questions assessed understanding of the causal chain of

events. The inferential questions assessed students’ understanding of the causal chain of

events by prompting them to write the cause or consequence of a particular event that was

mentioned in the text (e.g., ‘‘What caused the Imperial defense planners to turn to the

Dominions for help?’’). The answers were scored using the causal network representation,

whereby a point is awarded for each answer that matches with either the correct cause or

effect for an event mentioned in the text. Interrater agreement obtained for a randomly

selected sample consisting of 10% of the total amount of utterances was fair (Cohen’s

Kappa = .38; percentage of agreement = 80%). For both the post-test free recall task and

comprehension questions, disagreements amongst judges were resolved through discussion

and necessary revisions were made to the rest of the transcripts.

Procedure

Participants first completed a consent form and demographic questionnaire. Pre-test

measures of prior knowledge and reading comprehension ability were then administered in

order to determine whether they altered the outcome of the study by influencing the effects

of the metacognitive tool towards memory and comprehension. First, the pre-test free

recall task was administered. Participants were asked to write everything they knew about

Wilfred Laurier and Henri Bourassa and the events surrounding the Imperialist Movement,

the Boer War and the foundation of the Canadian Navy. Second, the participants completed

the reading comprehension test. They were asked to read the texts once and then answer to

the questions, provided on a separate sheet, without looking back at the text.

All of the participants read the historical narrative text with causal coherence gaps.

However, they were randomly assigned to one of four experimental conditions. The first

condition was reading the historical narrative text while having the benefit of the meta-

cognitive tool and thinking aloud (i.e., metacognitive tool and think-aloud). The second
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condition was reading silently while using the metacognitive tool (i.e., metacognitive tool

and silent). The third condition was reading the historical narrative text while not having

the benefit of the metacognitive tool and thinking aloud (i.e., no metacognitive tool and

think-aloud). The fourth condition was reading silently while not using the metacognitive

tool (i.e., no metacognitive tool and silent).

In regards to manipulating the availability of the metacognitive tool, all of the partic-

ipants were instructed to ‘‘read the text at a rate that allowed them to remember and

understand the text’’ since they would later be tested on both their recall and under-

standing. The participants in the treatment condition had the benefit of the metacognitive

tool displayed in the right margin of the TRE; those assigned to the control condition did

not have the tool since it was not displayed (see Fig. 3). Participants in the experimental

group were taught how to use the tool by writing answers in the textbox and using the

buttons to change elaborative interrogations.

The participants in the concurrent think-aloud protocol conditions were trained

according to the general guidelines outlined in Ericsson and Simon (1993). The training

consisted of a researcher reading aloud an abstract from an historical narrative text as well

as showing how to verbalize each of his thoughts without any explanation or interpretation

(e.g., the experimenter said, ‘‘This reminds me of a history class I had taken years ago.’’).

Then, the participants were instructed to practice thinking aloud by reading the following

sentences of the abstract. At the end, the participants were asked if they had any questions.

In doing so, the researcher did not model any of the processes that were meant to be

fostered by the metacognitive tool since the example consists of generating an association

(i.e., monitoring comprehension failures, generating explanatory inferences). Also, the

abstract used for training is unrelated to the text that was read during the experiment. The

instruction given to the participants before undergoing the experiment was, ‘‘Please

remember that it is very important to say everything that you are thinking while you are

reading the text without explaining or interpreting it.’’ The experimenter reminded par-

ticipants to keep verbalizing when they had been silent for more than 3 s (e.g., ‘‘Remember

to say what you are thinking as you read through the text.’’). These reminders were given

only three times. The participants assigned to the silent condition did not receive such

training.

Subsequently, the post-test measures of free recall and inferential questions were

administered to assess learners’ memory representation as well as their understanding of

the underlying causal structure of text information. First, participants were administered

the post-test free recall task. They were asked to write everything they could remember

from the text. Second, they completed the post-test inferential questions. They were

instructed to write an answer to each open-ended question. The experiment lasted on

average about 1 h and was followed by a debriefing session where the purpose of the

experiment was explained in more detail.

Results

Does the metacognitive tool enhance learning performance?

A 2 9 2 between-subjects multivariate analysis of covariance was performed on the

product data, specifically the amount of information correctly recalled and the accuracy of

answers to open-ended inferential questions (see Table 3). Participants were randomly
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allocated to one of two experimental conditions (treatment or control) and one of two

measurement conditions (silent reading or think-aloud). The learning outcomes were

adjusted for one covariate, individual differences in reading comprehension skills.

The multivariate analysis of covariance showed that the scores obtained on the two

dependent variables differed as a function of the measurement condition, F(2,26) = 3.92,

p \ .05. The univariate analysis of covariance showed that the scores obtained on the free

recall task differed as a function of group, F(1,27) = 5.37, MSE = 26.72, p \ .05. Par-

ticipants who had the benefit of the metacognitive tool scored higher on the amount of

information recalled (M = 13.44, SE = 1.30) compared to participants who did not have

the tool (M = 9.12, SE = 1.30). However, the effect of the metacognitive tool towards

enhancing recall was small (g2 = .17).

A similar result was obtained on the univariate analyses of covariance in regards to the

post-test free recall task and the comprehension questions measure, F(1,27) = 7.03,

MSE = 26.72, p \ .05, and F(1,27) = 5.79, MSE = 1.35, p \ .05, respectively. Partici-

pants who performed a concurrent think aloud scored lower on amount of information

recalled (M = 8.81, SE = 1.30, vs. M = 13.75, SE = 1.30) and accuracy of answers to

comprehension questions (M = 1.62, SE = .30, vs. M = 2.63, SE = .30) compared to the

participants who read silently. The effect size was small in regards to free recall and

comprehension questions (g2 = .21, and g2 = .18, respectively).

Does the metacognitive tool foster the key metacomprehension processes?

Think-alouds were used to determine the type of metacognitive processes used by par-

ticipants, and Mann–Whitney U tests were conducted to examine differences between

conditions (see Table 4). Frequencies of each learner’s use of metacomprehension pro-

cesses were converted to ranks due to the non-normal distribution of the process data. This

analysis allowed us to determine whether participants assigned to the treatment condition

engaged in monitoring comprehension failures and generating explanatory inferences more

frequently than participants in the control condition.1

Table 3 Does the Metacognitive tool enhance learning performance?

Variables Recall Comprehension

M SD M SD

Experimental & think aloud 10.75 6.11 2.25 .89

Control & think aloud 7.38 1.30 1.13 .84

Experimental & learn silently 16.63 3.82 2.63 .92

Control & learn silently 10.38 7.56 2.50 1.85

The means and standard deviations are presented above for each dependent variable (i.e., recall and com-
prehension) as a function of the experimental condition

1 Since our research question required us to compare both the control and treatment conditions in terms of
the frequency of each metacognitive variable, we chose a non-parametric test called the Mann–Whitney
U (i.e., the non-parametric equivalent to the independent samples t-test). We chose this test due to the non-
normal distribution of our data, which is addressed since each score is transformed as a rank. The Mann–
Whitney U test compares the mean rank across the control and treatment conditions. This allows us to infer
whether the frequencies of each metacognitive variable differed across the groups.
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The results obtained from the Mann–Whitney U tests and the examination of the mean

ranks across conditions showed a significant difference in terms of monitoring compre-

hension failures, U = 59.00, p \ .05, with the mean rank equal to 11.88 for treatment and

5.12 for control groups. In a similar manner, there was a significant difference between the

treatment (M rank = 11.75) and control (M rank = 5.25) groups in terms of generating

explanatory inferences, U = 58.00, p \ .05. Furthermore, learners assigned to the treat-

ment condition engaged more often in generating reinstatement inferences compared to

those in the control condition (M rank = 12.50 vs. M rank = 4.50), U = 64.00, p \ .05.

This finding stands in contrast to learners in the control condition who engaged more often

in generating associations compared to those in the treatment condition (M rank = 11.12

vs. M rank = 5.88), U = 11.00, p \ .05. There were no significant differences found

between conditions in terms of engaging in generating connecting inferences, paraphras-

ing, monitoring comprehension successes, as well as engaging in other types of processes

(see Table 4).

Do the key metacomprehension processes facilitate learning performance?

Correlational analyses were performed between the ranked counts of metacomprehension

strategy use and the learning outcome measures (i.e., amount of information recalled and

accuracy of answers to open-ended inferential questions; see Table 5). In order to address

the issue of the non-normal distribution of the process data, we used Spearman’s corre-

lation coefficient to convert the data in ranks. The correlation analyses were conducted to

determine whether an increasing amount of specific strategy use was related to an increase

or decrease in learning performance.

The results showed a statistically significant relationship between the ranked recall and

explanatory inference, negative comprehension monitoring, and positive comprehension

monitoring scores, rs(14) = .68, p \ .01, rs(14) = .55, p \ .05, and rs(14) = .60, p \ .05,

respectively. As such, engaging in comprehension monitoring, by detecting both failures

and successes in understanding, as well as generating explanatory inferences, was asso-

ciated with correctly recalling more text information (i.e., stable memory representation).

Furthermore, there was a statistically significant relationship between the ranked

Table 4 Does the Metacognitive tool foster the key Metacomprehension processes?

Variable Control Treatment U

M rank n M rank N

Association 11.12 8 5.88 8 11.00*

Connecting inference 7.88 8 9.12 8 37.00

Reinstatement inference 4.50 8 12.50 8 64.00*

Explanatory inference 5.25 8 11.75 8 58.00*

Paraphrase/text repetition 7.62 8 9.38 8 39.00

Monitoring comp. failures 5.12 8 11.88 8 59.00*

Monitoring comp. successes 6.88 8 10.12 8 45.00

Other 7.81 8 9.19 8 37.50

The mean ranks are reported above for both treatment and control conditions. We used a Mann–Whitney
U test to determine differences across conditions in terms of each process variable

* Mann–Whitney U test is significant at the .05 alpha level
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comprehension and explanatory inference, paraphrase/text repetition, and negative com-

prehension monitoring scores, rs(14) = .63, p \ .01, rs(14) = .55, p \ .05, and

rs(14) = .67, p \ .01, respectively. Therefore, detecting failures in understanding as well

as generating explanatory inferences and paraphrasing or repeating text information was

associated to accurately answering open-ended inferential questions (i.e., understanding

the underlying causal structure of text information).

Discussion

The objective of this study was to empirically evaluate the effectiveness of the elements

and principles underlying the design of the metacognitive tool that was developed fol-

lowing a bottom-up approach. The rationale was that students should be assisted in

monitoring comprehension failures caused by causal coherence breaks as well as gener-

ating explanatory inferences in order to reinstate coherence in understanding. We expected

that using the metacognitive tool would facilitate monitoring comprehension failures and

generating explanatory inferences, thereby enhancing learning (i.e., memory representation

and understanding of underlying causal structure of text information). The evaluation of

the metacognitive tool was done while accounting for the mediating effects of learners’

prior knowledge and reading comprehension ability. Moreover, a silent control condition

was used to act as a control for any interference (positive or negative) that the think-alouds

may have caused during the treatment condition.

By testing these hypotheses, we determine the advantages and disadvantages in regards

to the logic underlying the bottom-up approach as well as the methodology used to

empirically evaluate the effectiveness of the design guidelines. In addressing these issues,

we suggest future directions for research in using both a top-down and bottom-up approach

to designing metacognitive tools to enhance the learning of history.

Table 5 Does the Metacognitive tool facilitate learning performance?

Variables 1 2 3 4 5 6 7 8 9 10

1. Association –

2. Connecting inference .05 –

3. Reinstatement
inference

-.65** .08 –

4. Explanatory
inference

-.43 .20 .68** –

5. Paraphrase/text
repetition

.00 .29 .19 .58* –

6. Monitoring comp.
failures

-.40 -.03 .70** .85** .60* –

7. Monitoring comp.
successes

-.11 .44 .35 .58* .53* .57* –

8. Other -.10 .61* .36 .37 .07 .27 .44 –

9. Recall -.24 .17 .29 .68** .43 .55* .60* .24 –

10. Comprehension -.21 -.07 .46 .63** .55* .67** .28 -.11 .46 –

* Spearman correlation is significant at the .05 level (2-tailed)

** Spearman correlation is significant at the .01 level (2-tailed)
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Evaluating the strengths and limitations of the bottom-up approach

The impact of the metacognitive tool on learning performance

Our first hypothesis stated that learners who had the benefit of the metacognitive tool

would recall text information more correctly and answer inferential questions more

accurately while statistically controlling for the mediating effects of individual differences

in reading comprehension abilities. This research hypothesis is partially supported, since

the use of the metacognitive tool facilitated recall but not comprehension. The practical

significance of the intervention, however, was limited due to the small effect sizes of the

differences that were obtained.

One potential explanation for the lack of effect towards comprehension is that learners’

prior knowledge may have impacted their ability to generate explanatory inferences. Since

learners’ in this study had low levels of prior knowledge at pre-test, they may have benefited

more from reading more coherent text in combination with elaborative interrogation

prompts. For instance, Ainsworth and Burcham (2007) investigated the impact of self-

explanation training on learning performance while reading an incoherent text. Self-

explanation training involved generating self-explanations or additional knowledge that

went beyond the information mentioned in the text. Text coherence was manipulated by

varying the degree of explicitness of relationships between ideas in regards to noun-pronoun

references, descriptive elaborations, connectives, topic headers and macropropositions that

linked the text to the topic. Learners who read the less coherent text did not learn as much as

those who read the more coherent text, despite generating more self-explanations. Fur-

thermore, the benefits of revising texts in order to make them more coherent is apparent for

less and more skilled readers (Linderholm et al. 2000) as well as learners with low and high

prior knowledge (Gilabert et al. 2005). Future research should investigate this further by

replicating the elaborative interrogation effect in regards to learners with low and high prior

knowledge, and in regards to both less and more coherent text segments.

Alternatively, fostering learners’ inferential processes as a means of facilitating sophis-

ticated levels of understanding in learners with low prior knowledge may require a different

instructional model. For instance, the design features of the metacognitive tool could be

augmented by providing learners with an inquiry-based learning activity, thereby situating

learning in an authentic and meaningful context (for a review of the literature, see Aulls and

Shore 2008). Historical inquiry is an activity in which students analyze, evaluate, and syn-

thesize information gathered from a set of historical sources in order to write an historical

account (Leinhardt and Young 1996; Voss and Wiley 2006). Furthermore, scaffolding

mechanisms could be embedded as part of the TRE in order to enhance learning through

historical inquiry (for an excellent debate on the question of scaffolding and inquiry-based

learning, see Kirschner et al. 2006 and Hmelo-Silver et al. 2007). On the one hand, the

discourse analysis method (Trabasso et al. 1989) could be used to expose learners to an

unexplained historical event as a means of prompting them to ask an historical question and

to generate tentative explanations in the context of learning through inquiry. On the other

hand, providing learners with multiple documents as part of the inquiry task may be critical in

facilitating causal inferential processes in learners with low prior knowledge.

The elements and principles of design

We accurately predicted that learners who had the benefit of the metacognitive tool would

monitor comprehension failures and generate explanatory inferences more frequently than
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would the control group. The metacognitive tool was designed based on a process-oriented

model that enabled us to pinpoint inferential processing difficulties that were likely to

occur during reading due to causal coherence breaks. The metacognitive tool consisted of

elaborative interrogation prompts or why-questions that queried the occurrence of unex-

plained events during reading, and was effective as a means of fostering key metacom-

prehension processes that led to better recall.

The findings obtained in this study suggest that manipulating the design of the prompts

based on certain text properties (i.e., text coherence) may mediate the effectiveness of the

elaborative interrogation effect (for a review of the literature, see McCrudden and Schraw

2007). The elaborative interrogation effect has been attributed to the maintenance of

information in short term memory as a means of linking it to information retrieved from

the previously read text as well as the learners’ background knowledge (McDaniel and

Donnelly 1996; Ozgungor and Guthrie 2004). Although the examination of the content of

answers to elaborative interrogation prompts suggest that learners may refer more fre-

quently to information found in the text (see McDaniel and Donnelly 1996), learners are

nevertheless able to answer more accurately inferential questions which assess their

understanding of the text. The elaborative interrogation effect, however, is less robust

when reading from lengthy texts in the context of computer-based learning environments

(Dornisch and Sperling 2004, 2006).

The mediating effect induced by the design of the prompts itself may have important

implications for the types of processes that are fostered as well as the impact towards

learning gains when embedded in technology-rich learning environments. In this study, we

found that the elaborative interrogation effect was limited to facilitating only recall, rather

than the accuracy of answers to inferential questions, if the prompts targeted unexplained

events described in the circumstances of an historical narrative text. Future research should

examine this effect by assessing and manipulating the degree of text coherence while

attempting to replicate the elaborative interrogation effect.

Fostering key metacomprehension processes in order to enhance learning

We expected to obtain a positive relationship between monitoring comprehension failures

and generating explanatory inferences with learners’ memory and comprehension. We

found that engaging in both of these metacomprehension processes was predictive of the

amount of information correctly recalled and the accuracy of answers to inferential

questions. However, in light of the small effect that was obtained in regards to enhancing

learning performance, we postulate that the quality of these metacomprehension processes,

rather than their quantity, must be responsible for the learners’ failure to develop

sophisticated levels of understanding. Our synthesis and operationalization of theoretical

constructs from the literature on both metacognition (Nelson and Narens 1990, 1994;

Nelson 1996; Hacker 1998) and reading comprehension (van den Broek et al. 1996, 1999;

2005) should be augmented by considering both of these factors, not simply focusing on

the frequency, but also the correctness, accuracy, and level of sophistication of learners’

metacomprehension processes.

Our findings suggest that the theoretical framework that guides the design of the

metacognitive tool as well as its evaluation should be revised. The metacomprehension

monitoring construct could be more precise by measuring the time of onset relative to

reading an unexplained event. In doing so, the definition of this construct, in addition to the

positive and negative valence, should distinguish between whether a learner makes a

judgment of learning (JOL) or a feeling of knowing (FOK) (for a review of the literature,

1052 E. Poitras et al.

123



see Azevedo and Witherspoon 2009). Furthermore, examining probabilities in shifting

from metacomprehension processes to control processes such as asking questions and

generating explanations is critical in order to better understand how learners generate

tentative explanations. Distinguishing between the types of questions asked (e.g.,

explanatory vs. evaluative questions; Logtenberg et al. 2011) as well as the types of

explanations that were generated (e.g., intentionalist vs. structuralist; Carretero et al. 1997)

represents a shift in the conceptualization of metacognition in terms of its domain-specific

properties rather than its domain-general properties.

Reactivity to the online verbal protocol

We expected that the amount of information correctly recalled and the accuracy of answers

would not differ across the think-aloud and silent conditions, thereby suggesting that the

instruction to think-aloud did not interfere with learners’ metacomprehension processes

during reading. However, the participants who were instructed to think aloud recalled less

information correctly and answered less accurately to inferential questions than those who

were learning silently. Since the instruction to think aloud had a negative impact on

learning performance it might have in fact hindered the learners’ ability to engage in key

metacomprehension processes. This phenomenon is referred to as reactivity (see Schraw

2010) since the online measurement used as part of the evaluation of the metacognitive

tool altered the learners’ performance.

The mechanisms underlying the reactivity effect as well as the factors that lead to

increase or decrease its likelihood are still unknown. In their review of the validity of

measurement and assessment in regards to metacognition and self-regulated learning

constructs, Schraw (2010) identified two unresolved issues in empirical studies evaluating

the effectiveness of technology-rich learning environments. First, self-awareness of ver-

balizing one’s own thought processes during reading may interfere with cognitive pro-

cessing. Second, little is known about how the complexity of technology-rich learning

environments affects non-experts’ limited cognitive resources and thereby their self-

reporting of cognitive processing. We have yet to test competing hypotheses about the

mechanisms underlying reactivity effects in an effort to prevent their occurrence.

On the one hand, the findings obtained as part of this study contradict the notion that the

validity of concurrent think-aloud protocols has been established beyond any doubt in

regards to measuring metacognitive and self-regulatory processes.2 On the other hand,

Bannert and Mengelkamp (2008) also investigated this issue by determining whether

learning performance differed depending on the methods of measurement. In accordance

with the model of Ericsson and Simon (1993), they showed that learning performance (i.e.,

post-test scores obtained on a recall, knowledge, and transfer task) did not differ across

participants who were either instructed to think aloud or learn silently, which suggests that

it did not affect metacognitive processes. These contradictory findings are problematic in

that the think-aloud instruction used as part of this study was similar to the one used in

Bannert and Mengelkamp (2008) (i.e., level 2 verbalizations according to the model of

Ericsson and Simon (1993)).

2 One of the reviewers of this manuscript suggests that this finding may be due to the reminders given to
participants to verbalize their thought processes. These reminders were given after the participant fell silent
for 3 s, which is more likely to elicit automatic as opposed to strategic processes that are consciously
invoked.
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Nevertheless, the issue of reactivity in regards to empirically evaluating the effective-

ness of metacognitive tools using concurrent think-aloud protocols may affect the validity

of the conclusions drawn in this study. Furthermore, the size of our sample limits the

generalizability of our findings. We would recommend that the findings obtained as part of

this study be replicated in order to better ascertain the strengths and limitations of using a

bottom-up approach. In doing so, we raise awareness of this phenomenon and encourage

further research to consider measurement reactivity when designing empirical studies. The

presence and the magnitude of reactivity effects can be determined through the use of a

control condition in which participants undergo the treatment while learning silently rather

than performing the think-aloud protocol. Furthermore, corroborating evidence in regards

to the deployment of metacognitive processes can be gathered in the control condition

through unobtrusive measures such as time on task, video and audio time-stamp data

(Azevedo et al. 2010b), and log file data (Aleven et al. 2010).

Conclusion

In summary, this study introduced the notion of a top-down and a bottom-up approach to

the design of metacognitive tools. We demonstrated that using a bottom-up approach to the

design of metacognitive tools can assist students in (a) noticing that particular events in an

historical narrative text are unexplained, and (b) generating hypothetical causes to explain

the occurrence of such events. However, students failed to achieve sophisticated levels of

understanding, presumably due to their lack of prior knowledge in regards to the topic of

the text. The broader implications of these findings include (1) outlining a generic

framework that describes the logic or rationale for deriving principles and choosing ele-

ments of design for metacognitive tools, and (2) verifying reactivity in regards to the use of

obtrusive online measurements. In the following section, we raise several recommenda-

tions for future research.

Future research directions

We along with others (Greene et al. 2010) have begun to extend computers as metacog-

nitive tools to enhance learning about history. Learning about complex historical topics

requires learners to engage in metacognitive and self-regulatory processes; however, stu-

dents have difficulties doing so and consequently learn relatively little. In order to assist

students in overcoming these challenges, computer-based learning environments can be

designed as metacognitive tools using either a top-down or a bottom-up approach.

In regards to using a top-down approach, recent advances in the design of metacognitive

tools to enhance the learning of complex science topics could be adapted to research in the

domain of history education. For instance, MetaTutor (Azevedo et al. 2008, 2009a, b,

2010a) is a multi-agent intelligent system designed to detect, trace, model, and foster

students’ self-regulatory processes as they learn about human biological systems. Since

theoretical frameworks of self-regulated learning can be used to account for learning from

science as well as history (see Greene et al. 2010), MetaTutor could serve as a platform to

further identify the key self-regulatory processes that are critical in regards to enhancing

learning. Moreover, the scaffolding mechanisms embedded in MetaTutor could be used as

a means of fostering these processes while learning about complex and challenging his-

torical topics.
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In regards to using a bottom-up approach, our future research will focus on evaluating

the effectiveness of a metacognitive tool called the MetaHistoReasoning Tool. The

MetaHistoReasoning Tool is a computer-based learning environment that assists students

in engaging in domain-specific metacognitive processes while learning through historical

inquiry. This line of research builds on and extends the current study by (1) broadening our

theoretical framework in terms of the domain-specific properties of metacognition, (2)

situating the learning task as an inquiry with a set of historical sources, and (3) augmenting

the elements of design of the metacognitive tool in accordance with the new principles of

design that were derived. The rationale that underlies the design of the metacognitive tool

is to implement each recommendation that was derived in the current study in terms of

evaluating the bottom-up approach and scaffolding students with low prior knowledge.

The environment thus serves as a platform to investigate the role of metacognitive

processes in overcoming the limitations of low prior knowledge in learning about complex

and challenging historical topics. The MetaHistoReasoning Tool assists students in terms

of not only noticing unexplained events and formulating historical explanations, but also

arguing in favor of these explanations in accordance with disciplinary-based practices. The

environment enables them to do so through embedded scaffolding mechanisms (i.e., a

training and inquiry module which features a pedagogical agent, an annotation tool, and

multimedia instructional videos) and a set of historical sources (i.e., documents, paintings,

and websites). Future research will investigate whether using the MetaHistoReasoning

Tool results in fostering domain-specific metacognitive processes in regards to conducting

historical inquiry, enhancing learning and thereby circumventing the limitations of low

prior knowledge.
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