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ABSTRACT 

~ 

In this study, we address'the.factorization problem in the 

Hardt HP space~, and provide a fast algorithm for' ·its Aplement~tion 

with applications to some~ important engineering problems. 

is presented in three part •• 

• The Thesis 

r 

In the first part we lay down the technical foundations 

", 

of the new approach in the scalar case. First, the factorization problem 

is formulated in the spaces. A formula,tion with sufficient generality 

to encompass practically aIl such engineering propJUamS. Necessary and 

sufficient conditions for the existence of the spectral factors are de-
0 

\ rived, and a characterization of the class of functions admitting' a canoni-

cal ~actorization'is obtained. The reduction method is applied to certain 

Toeplitz equations in H
2 

space to generate a sequence of apptoximate 

spectral factors. When the Laguerre basis ls used in the reduction !hethod, 

the Toeplitz equation turns out to a Toeplitz set of linear equations., We , 

also prdvide an error- bound and an estimate for the' speed of convergence. 

In the second part, the matrix version of aIl the scalar 

results is proviqed and enrich~d with di~~ions and extensions. In 
~ , 

particular, we have shawn that the factorization problem is associatedl wi th 

the solutions of certain Toeplitz equations in H
2+ 
ItDqll 

spaces. The classi-

cal Gohberg-Krein factorization is re-examined wijthin the framework developed 

here, and the connections between the outer-factokization, the canonical 

factorization, and inversion' of certain Toeplitz operator have aiso been 

unveiled. 
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In Part T~ree, 

\ \ 

for the feedback in the 

ii 

we qeneralize the Davis and BarrY formula 

LQR problems. The new setting, equipped 

'" 'witlh the spectral actorization method, provides\~ast and efficient 

----, ------ ""', 
LQR probl~, rational matrix algori thms for 

\ 

factorization, and positive polynomials factorization. \ Our ,~arallel 

results for the discrete time case are given in brief ~gether with many . 
interesting computational properties. 
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HP. On met au.point un ~lgOrithme 
de solution rapide, avec application ~ quelques probJ.~esimportânts en 

h ' " f d . ~ . 

de fonctions dans un espace de Hardy 
1 

, 
qénie des syst~es. La t ese est presentee' sous orme e troJ.S conununJ.-

cations autonames~ 

.. 
Les fondements techniques de la nouvelle approche sont posés 

\ 

dans la première partie, ~ur le cas monovariable. On formule d'abord le 

problème de factori~ation dans l'espace aP , avec suffisamment de géné-

ralité pour inclure presque toutes les applications de ce problàne. On 

donne des cond! tions nécessaires et suffisantes pour l'existence de fac-

teurs spectraux, et on obtient un caractérisatirn de la classe de fonctions 

admettant une factorisation canonique. Une méthode de réduction est 

appliquée ~ certaines équations de type Toeplitz en H2 afin de générer 

Wle séquence convergente de t;acteurs spectraux approchés. Ces équations 

" avèrent linéaires lorsqu'on utilise les fonctions de Laguerre. On donne 

aussi une bonne d'erreur ainsi qu'un estimé de la rapidité de convergence. 

La seconde partie présente la version muJ.tivariable de la 

première, enrichie de quelques extensions. Le problèmefe factorisation 

2+ est associé à la solution d'équations de type 'l'oepli tz dans, un espace H-
mxm 

On revoit l'oeuvre clasà~~e Gohberg et Krein à la lumière de la nouvelle 

approche, et on fait les biens entre la factorisation externe, la factorisa­

tion canonique et l'inversion de certains opérateurs 'l'oepli tz. 

> 
~ .... .,.", .. -...-.-~_ .. a.",-...-->- ... "~u .............. ____ .. ~~ __ .... ~. 

• 

. " 

\ 
\ 



r 
i 
'~' 
~, 

,,; 

l 

\ 

1 

\ 
\ 

\ 

1 
1 
1 , 

, 1 r".' '--·"r" 
"'~""'~1 ~l~~ .. }jj'J •• r-'f1".I:'j'I< fI'!~':" t""Z'.~ .. \t<..t,it ... }\ .............. ~_ ..... " •• ,."Il,.-.r"- ....... ~ "., .... "'_ .. .., .. _~."~ ... ~ .... ~N _ .. "1_"" M~ .... 

,-{', ...... _ ......... ~~~."' ... _~ jOo<..........".,~ ..... """"'!If1 ........ '"""""-N~,,.I ..... ,...,....~'lr'>I.,.-Y"I."'~? , 

\ 

.... 

. . 

1 () 

, 

1 
iv 

La troisième partie est cons~crée la généralisation oes 

résultats de Davis et Barry pour le gain de ction dans le problème 

linéaire-quadratique. 

de solution efficaces 

La nouvelle méthode donne lieu à des algorithIns 
• 

pour une variété de probl~es de factoas~tion telS 

'---le problème LQ , la factorisation de matrices rationalles et de poly-

, names. On donne en bref des résultats p:u-all~les pour le cas de systèmes 

discrétisés. 
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are claimed. 

.. .. 

CLAIM OF ORIGINALITY 
k 

Two main contributions ~ control theory and applications 

The first one is a novel formulation of the spectr~l 

factorlzation prOblem in the Hardy HP spaces of frequency response 

vi 

fWlctions • The 'second contribution ls' the introduction of fast alqori thms 

. for sOlving some of the m08t import~t control problems,. 

The new characterization of the factorization problem leads 

to the following results: 

(i) A new understanding of the relationship between 

the factorlzation prOblem and the inversion of 

the generalized frequency-domain image of the 

Wiener-Hopf opera'tor. 

(il) A complete characterization of a class of functions 

admitting a canonical factorization in HP 
• 1 mxm 

(iii) The formulation provides, to the firet time, a 

test and a procedure for solving a wide class of 

Wiener-Hopf equations with unsummable kernels. 

(iv) The relati'On between the outer-factorization of 

functions, which appears frequently in the modern 

design of feedbaclc systems, and the spectral fac-

torization 18 unveiled. 
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(v) The classical Gohberg-Krein~ factorization, and 

~ 
its conneetion with certain Toeplitz operators 

in H2 space are re-investigated in the light 

of the new formulation. c' 

(vi) The new 'tbrmulation provides as well a rigorous 

methodology to approach many related open issues 

in systems theory, e.g., the spectral theory of 

the linear quadratic regulator problems, some 

distributed filtering prob1ems, Wiener-Hopf equa-

tions wi th Wlsummab1e kernels, and many others. 

The second main con~ibution is the developing of fast and 

simple algo1:-ithms, the first of their kinc;1, for solving a wide class of 

LQR and filtering problems without solving the Riccati equation~ in con-

tinuous and dis crete time, and for lUJt\ped and distributed parameter systems. 

We have a1so modified the integral formula of Davis and Barry for the 
• 

optimal feedback gain. The new formula enable~ the treatment of unstable 

systems and provides a prescaling technique for the eigenvalues of the ... 
system ;ln such a way to simplify the computation, and to accelerate the 

convergence of the algorithms. The pofentialities c:>f the ,approach has 

been demonstrated by providing sUbalgorithms for the factorization of 

rational matrices and positive polynomials arising in other cOlltexts than 

control. : ' 

:~ 
,; 
,) 
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HISTORICAL BACKGROUND 

The relation between the factorization problem and the solu-' 
• --ry) 

tion of the algebraic Riccato eguation (A.R.E.) has been known for guite 

a long tirne. In fact, this relation was utilized ta prove the existence 
j 

and uniqueness of the solution of certain A.R.E. in [6, 9 and!iO, p. III] 

and [3, p. Il. Anderson [12, p. III] reduced "the factorization problem . 

to the solution of. an A.R.E •. ' Brockett fS, p. III] was the first one to 

suggest the- solution df the linear Quadratic Regti~tor problem via the 

spectral factorization. However, the computation needed to implement,this 

ide a in the multivariable' case was not simpler than solving the A.R.E •• 

Inspired by the work of Brockett, Davis and Barry [2, p. IJ derived an 

i~tegral formula which gives directly the optimal feedback gain in terms of 

the spectral fa~or of certain positive function, and applied this approach 

to the solution of a class of distributed parameter systems. Davis et al 

extended a1s~ these results to the solution of the di~~bted filtering 
,~ 

[1, po 1], and to a alass of open loop unstable distr:i.l:?u~ed parameter 

[S,p. III]. It is expected that this approach may aiso cover a 

wide variety of di~tributed parâmeter and large scale systems. un for­

tunately, OnlY>~ few numerieal methoda are available to implement suoh 
' .. 

a factorization. ù Perhaps the earliest method is the iteration projection 

method proposed t'Y Masani and Wiener [4 and 5, p. Il. However, the 

stringent conditions on the class of functions applicable to their method 

made the method of limited use. F. Stenger [6~ p~rt Ij considered the 

spectral factorization for the class 
l 2 

of functions in L (lU n L~) using, 

~ frequency domain approximation sch~e in which a function a (jw) i~~-

~ ... - --... ,.) .. __..- .............. t ......... , J'!N~ ... "'''' ..... ~-"'_._- --~ 

--~ ~.,.,." .. ~., 

...i-.., 

J " 
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panded in the forin 

co 

a (jw) '" l 
n=-co 

+ th» x (ol) 
n 

where x (ol) is a characterist~c function on the frequency interval 
n 

(nh, (n+l)h) • The spectral factor of a(jOl) is then obtained using 

xi 

the classical idea of taking the Log, performing the causal projection, 
'. f 

then taking the anti-log. However, the high numerical accura~y needed 

to handle these characteristic functions and the fact that the structure 

of the characteristic functions is different for different intervals, and 

that for a reasonable accuracy the frequency range has to be divided into 

a large number of intervals, make the method computationally very demand-

ing. 

Davis and Dickinsop 17, p; I] have recently introduced an 

iterative method Îor the spectral~factorization of Hermitian positive de-

finite matrices. Although the method has a quadratic convergence rate, 

the causal projection and the matrix inversion required at each iteration 

step and at each frequency represent a serious computational drawback. 

Techniques of spectral factorization of rational matrices are legion .. 
III - 22, p. III]. A thorough examination of this case has appeared in 

[13, p. lU] • The majority of these t~chniques, including those of 

114 - lB,jp. I~I], rely on frequency domain manipulations in which the 

problem of factoring a matrix of real rational functions i5 reduced to 

factoring an even polynomial or a self-inversive polynomial. Anderson et 

/ 

• i 

/ 
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al suggested to reduce the factorizàtion problem to the solution of a 

xii 

oontinuous, (10, p. III] or a discrete type Ill, p. III) matrix Riccati 

equation. 

, 
The theoretical aspects of the factorization prbbl~ and its 

connection with the Wiener-Hopf equation for the class of kemels in 

LIeR) was thoroughly investigated in the famous monograph of Kréin 

110, p. 1]. These results were extended afterwards to the matrix case 
, 

in 13, p. II], and enriched with many interesting results in 14 - 6, 

p. II] Finally, these results were'formulated'in abstract forro in 

[20 and 21, p. II] • 
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INTRODUCTION 

Some of the most important accomplishments in ~ern filter-

ing'and systems theory hinge on the spectral factorization of functions • 
. 

When thecnetwork or system i5 characterized by a set of state equations" 

the solution of network or systems synthesis problems is almost invariably 

formulated in terms of the solution of a matrix Riccati equation, whereas 

if the system is modeled by its impulse response, one must solve a Wieher-

HOpf equation'. Similarly in the frequency domain, synthesis'r~duces to 

the factorization of a comp~rix function. 

reduce to the problem of 

Indeed, the three problems 

are equivalent and all f 
,....... . 1 d actor1ng a matr1X va ue 

function. 

In this study we preSent a novel~characterization of the 

factorization prbblem in the Hardy HP spaces of the frequency response 

functions, as weIl as a fast algorithm for its implementation. A formula-

tion sufficiently general to encompass both the finlte and 'the infini te 

dimension cases, and sufficiently rieh to inspire the interested eOlleagues 

of many extensions and ramifications, and moreover with the proper formaI 

language to eommunieate with the modern tl::ends in the design of fe~dback. 

systems. It would appear that the fast algorithm developed here is the 

first of i ts kJnd for the linear quaâratic regulator LQR and the fil ter-

ing problems. A unified approach i9 also provided for ·the 
1 

LQR p:rtoblems, 

rational matrix functions faetorization, and fo~ positive polynomials 

factorization. 



[ 

2 

The Thesis is presented in three autonomous papers. The 

first lays down the technical foundations of the algorithm in the scalar 

case.\ First, we investigate the relationship between the generalized 

frequency domain image of the Wiener-Hopf equation, which ia known as the 
/ 

Toeplitz equations, and the spectral factorization formulated directly in 

the frequency domain-spaces, i.e., the Hardy HP spaces. A complete 

characterization of the class of functions admitting a canonical factori-

zation is brought up • The factorization of positive almost every where ... 
a.e.w functions and the standard Krein-type fa~torization are studied as 

special cases. ±t 1s shawn that the spectral factor~ can be obtained by "-

solving certain Toeplitz equations in the Hilbert space H2+ using the 

reduction method. An orthonormal basis in g2 space is chosen in such 

a way that the reduced Toeplitz operator turns out to be a Toeplitz matrix, 

with the advantage of simple structure and the availability of fast algorithms 

for its inversion and factorization. We introduOe as wel~ a novel approach 

for estimating .the speed of conversion of the algorithm in terms of some 

smoothness conditions on the canonlcal factors. Finally, some interestinq 

computational aspects are disc~sed. 

The second paper is concerned with the multid1mensional, case • 
, 

The argument and the framework are basically the same as in the scalar 

case. In fact, with the matrix notations brought up at the start of this 
) 

:If 

paper, moat of the acalar' results are transferred so smoothly and conveniently 

to the matrix case that no amendments in. the proofs are even required, 

leavinq roam for comments and discussion. Moreover, for the ultimate con- . 
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venience most of the theoremS' in part two are deliberately stated to 

match corresponding ones in the first paper. However, other new re-

1 
sul,ts are reported as weIl. The relation between the so-called outer-

, 
factorization of a function, which appears frequently in the modern 

design of feedback systems, and the ~anonical factorization i5 unveiled. 
:i 1 

The standard GohOerg-Krein factorization, and the connection between the 

canonical factorization and inversion of the related Toeplitz operator are 

elaborately re-investigated in the realm of the formulation developed here. 

The results are also enriched by discussions and extensions • 

. 
Part Three is dedicated to the illustration of sorne important 

control and systems applications in the light of the results brought up in 

the preceding parts of this study. We generalize the Davis and Barry in-

tegral formula for the optimal feedback '<jain in the LQR probl~. The 

new setting covers a wider, class of cost functions and overcomes the di ffi-
.,. 

cult y of treatrng unstable systems. The new formula, equipped with the 
, 

propdsed spectral factorization method, provides fast and efficient algo-

rithms for solving a wide class of LQR problems, rational matrix functions 

/ factorization, and positive polynomials factorization. our parallel re-

sults for the discrete time case are given in brief together with many 

interesting computational properties. 
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I. INTRODUCTION 

Recently, there has been an increasing interest in 

the solution of the filtering [1] and.linear quadratic regulator [2,3]. 

Using the so-called Canonical Factorization of a function, say a (jw), 

in the form 

[1 + a (jw)]-1 ,.. [1 + G+ (jw)] [1 + G+ (jW)t (1.1) 

where + +1' 
[I + G (_jw) ]- have analytic continuation in the open right 

half plane, an approach which avoids completely the nead for solving 

tl).e matrix Riccati equation. 

Moreover, thi~ approach may a1so cover a wide variety 

of distributed parameter and large scale systems. Unfortunately, only 
1 

very few numerical methods are available to imp1ement such a factoriza-

tian. Perhaps the earliest method i5 the iterative projection schema 
!*' 

proposad by Masani and Wiener [41, [51 who showed that if a (jw) is 

the ~~ourier transform F. T. of some a v (t)' E LI (R) n L 2 (R) and the 

1 a 4jw) 1;,. < 1 .? then the function G+ (jw) may be obtained via the 

formula. 

G,+ (jw) p [a] - p [a p [aIl + p [a p Cap [a)]]-

where p 
2 

is the projection operator from L (R) 
2+ onto H (R). 

F. ~tenger [6] also considered the factorization (1.1) 

for the Class of Fourier transform of functions in LI (R) n L 2 (R) 

usin9 the frequency demain approximation 

1-

f 1 

\ 
\ 

\ 
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ta 

a (jlll) a (j (nh + ~ h» zn (Ill) (1. 2) 

n= ..... 

where is an approxima te characteristic function on the frequency 

interval (nh 1 (n+1) h) • The constructed characteristic'functions turn 

out to J:;ake the fom 
,i .~ 

ta 

r r 
:z; (w) L m 

+ 
m 

n .. jw + Cl m,n jlll - CL 
m-O m,n 

(1. 3) 

where r and Cl are certain constants. Then the factor (1 + G +) m m,n 

i8 obtained using the classical idea of taking the Log, performing. the 

projection, then takinq the antilog. The main advantage of this method 

i9 its ability ta track rapidly changing frequency responses. However, 

the high numerical accuracy needed to handle these èharacteristic func­

tions 1 and the fact that the structur~ characteristic functions is 

different for different intervals, and that for a reasonable accuracy the 

frequency range has ta he divided into a large number· of intervals, make 

the method co~putationally very demandinq. ~reover 1 the method, in i ts 

current fom, is technically not applicable to the multivariable case. 

J. Da~is and R.G, Dickin~on [7J have recently developed an ~ 

i terati ve method, o,riginal1y due to T. Wilson [8], [9 J, for the ~pectral 

factorization (1) usinq the formula 

.. 
+ 

(1 +. G 1) 
. n+ 

... 
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The Iteration is executed at each frequency and the projection i5 per-

formed 'approximately using the stenger' s idea. As these two rnetho,ds 

~ ~re basically pOintwise, they are not suitable for ~alytic or semi-

analytic approximate solutions. 

This paper presents the technical foundations, in the 9calar 
'J 

case, of a new approach for approximating the canonical factors of a 

given fW1ction~ The idea itself can he summarized in few words; , 
:1,.-

traditionally, the canonlcal factorization i9 used to solve the Wiener-

Hopf equation [10] , here certain gerieralized Wiener-Hopf equations, 

called Toeplitz equations, will be utilized to ob tain the spectral fac-

7 

tors. First, the formulation of the factorization prohlem is carried out 

in the HP CR) spaces. Necessary and sufficient conditions for the 

existence of the canonicai factorization of a given function have been ,-, 

derived. In particular the correspondeRce hetween'the canonical factors 

and the solutions of certain equations in 
2+ -

H -(R) spaces is established. 

It i9 shawn that these equations can he solved using the reduction nvathod 

for operator equations in Hilbert space. An or,:thonormal hasis in HZ (R) 

space is chosen in such a way that the reduced operator mat~ix tums out, 

ta be a Toeplitz matrix, with the advantages of simple structure and the 

availability of fast aigorithms for its inversion and factorization. We . 
provide' aiso an error estimate and. an expression for the speed by which' 

tl:le approximation error decays ta zero in terms of some s1IIOothness condi-

tions on the canonical factors. 
1 

numericai example. 

Finally the method is illustra.ted by a. 

.. 
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II. THE MAIN RESUp .. 

For~lustration, consider the standard fini te dimensional 
.. 

infini te time linear regulator problem 

. x = Ax + B U (2.1) 

y cs 

, 
with the cost function 

"" 
"J = J (U

2 + i) dt (2.2) 

• Assume that [A, B, C] is a minimal rea.lization of the transfer function 

F (jl.l) 
-1 

P'j (A» 
, 

j '" dim X ... C (SI - A) B Re < 0 l, 2, ... 1 . 
.; 

Then by standard results [28] the optimal con trol is qiven by 

U (t) 
T 

- - B P x (t) (2.3) 

where K is the unique positive definite solution of the algebraic Riccati 

equation 

(2.4) 

Davis [2] has shawn that this optimal feedback gain can be 

fOW'ld, without solvinq (4) , usinq the inteqral representation 

t 
ç 
! 
1 r 

'I 
.. 

( l 

... 
PB - /Tr f"( ~jW l' - A)-f cT C (jw l - .A)-l B [1 + G (jlll)] dw 

- (2.5) 



, 

o 

'\ 

9 

where (1 + G) is the minimal phase functiOll satisfying the spectral 

factoriza tion 

[1 + F* (jw) F (jw)]-1 * [1 + G (jlll)] [1 + G (jw)] :ra 

1 (2.6) 

The above integral formula is va1id as weIl for a variety of distrD:ru.ted 

... 
parameter "LQR problems [2] , and their dual distributed fil tering prob-

lems [1] • 

't:learly the main difficulty of the above approach is the 

factorization (2.6). An efficient factorization method would "greatly in-
, 

crease the applicability of the method. It is expected that the computa-

tions could be performed for systems of very large dimension, provided A 

is sparse. 1 

In this paper we addres13 the factorization (2.6), as well as 

a generalized version of i t, in the HP spaces (theorems '1, 2, ~3 and 4), 

the spaces of the frequency response functions. In particular, we show 

that the factor G satisfies certain equations in H
2 

space (Theo rem 2 

and 3). The reduction method in Hilbert spaces (section IV) is applied 

" 
to generate a sequence {G} of approximating functions (Theorems 6 and 

n 

7). ~ 

... 
G ,. 

n 

where is the L4guerre orthonormal set in space. 
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It ia shown that the coefficients {gk,n}~=()o can be obtained by sOlving 

a Toeplitz set of linear equations (Theorem 7 and its corollary). 

Levinson's algorithm [241 ia applied to generate rècursively the se­

quence of the approximating solutions as' shown bèlow. n It is proved 

that, if G (s) is ana~tic ~n the closed right half ,plane, the method 

converges exponen tially (Theorem 8 <\Jld i ts corollaries) • 

The Algori thm-

The factor G of the factor'ization (2.6), where (1 + a (jw» 

is real and eas inf (1 + al > 0 1 May be obtained as follows: 

Step l 

Find the coefficients {Clkf of the Laguerre expansion 
k"O 

N 
a (jwl = l ~ (rf~ + cj>~) 

Using th 

Step 2 

T 
n 

bO 
., 

~.O 

formula 

• < a 

Cc)nstruet 

n 

00 

J 
· a (jw) 

'r:;-
-00 

the ,Toeplitz matrix, 

/) 

• {bk_j}k,j-D , 

• 1 + 
aa 
ri 

T n 

• 

:-

.. 

- , 
1 

" 

1 
" 
~ 

'i 
~ 

~ 

J 



" 
I~ • 

~' 

: 
1 
f 

1 

1 

."\ 

( 

( 

Sœp 3 

b ... 
k 

"," '." .... , 

.. 
Generate the seq1,1Elnce of approximate solutions {G } 

n '. 
Levinson's recursive algorithm for ,~olving a Toeplitz set of linear 

equations. • 

Let ~ 

a
k 

... 
-~ 

ÀOO - b
l 

/ b
O 

9 00 
::& a

O 
/ b

O 

9 11 
(b - ÀOO b l ) ... al - 9 00 bl 0 

9 01 = 9 00 - Àoo 911 

DO 1 m = 1 , 
m-1 

M max 

~,m 

(b - ~ 
o k=oO 

.. \:. - À ~ /1 -1,m-l 1 Om :k'r~ 

". III 

9m+1 ,m+l ,(bo - L \.~ b.+l_l<t 1 
k-O 

m 

k=l 

k-l, 2, 

a -. m+l 

9k ,m+l • ~,m - \,m 9m.i.l,m+l f k-o, ... 
" 

, m 

m 

1: 9k ,m 
b . 

m+l-k 
k-o 

, nt 

11 

usin9 

(2.7) 

" 

1 
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IF 

m 

~ s;;;; e , GO TO 2 

k=O 

1 Continue 

2 STOP 

Step 4 

Evaluate the approximate optimal gain using the formula 

f 
-1 , -1 '" l + AT) cT C PB = ï;j (SI (SI - A) B 

r ... 
m+l 

9 
rI + I ~+.I...L: (8-1) k] 

r-; 9+1 sH 
ds (2 0 8) 

k=O 

r i5 a rectiflable contour in the R.H.P. enclosing 1.--) 
Practical1y Steps > (1) and (2) are inserted in the alg'orithln 

(Step 3) so that the coefficients ~ and b
k 

are computed on1y when­

ever needed in the recursion. 

L 

/ 

- .. ,. 
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III. BACKGROUND [U1 , [12] 

Let l ~ P < 00 (p = CIO} and let LP (R) denote the 

set of all complex va1ued Lebesque measurable functions a (x) de-

fined on the real line R such that 

The set 

fla (x) 1 p dx < ... 

R 

LP (R) are Bana'ch 

Da (x) 1 J 1 a = p 
R 

spaces under 

l 

(x) IP dxJ 
P 

(ess sup 1 a (x) 1 < <») 

the nOI1ll 

(laD = 
"" 

ess sup 1 a., (x) 1) 

The Hardy space aP+ (R) '(HP- (R» is defined to be the class of 

analytic functions in the open right half" plane C+ (in the open left 

half plane C), such· that 

sup J à (a + jw) IP &o. < 00 

a > 0 R 

(a < 0) 

~. ~ + 
The space H (R) CH (R» i9 the ChS9 or analytic functions in C 

(c-) such that 

ess sup 

a > 0 
(a < 0) 

a (a + joo) 1 < 00 

It can be shown that . aP! spaces p ~ 1 

nOrDI 

are Banach spaces under the 

1 



i 

( 

" 

Ra (x) H 

If:!:. 

(la (x) [ 

""+ H-

=' sup {J 
rI > a R 

(t] < 0) 

... ess sup 

0>0 
(t] < 0) 

14 

l 

i l' p 
a CG + jw) 4w} 

~I a, (CT + jw) 1 ) 

If f (s) E HP , then it h~s non-tangential limits at almost every point 
,"" 

of the i.maginary axis and its ~undary value function f (jW~ is an 

element of LP (~). Moreover f (s) can always be extracted from its 

boundary value via Poisson formula, 

1 ... -f(:c+jy dw (jwl i + (y _ 00) 2 1T 

:x: > 0 -CD 

"" As the association f (s) ~. f (joo) 1s one-to-one and length preserv-

~g, from now on we S~l not differentiate 
""'-

boundary value. We Sha1~dmi t the use of 

between a function and its 

expressicdis suah as, say 

nf (jw) is an element of ~ (R) spaceu , whenever we really mean f (joo) 

i5 the ,boundary value of some 

tinuation in the space rf (R) 

f (sl E TI 

, 

or f (.jw) has an analytic con-

For p - 2 
2+ 

H - (R) are Hilbert spaces wi th the inner product 

\ 
\ 

< fI' (s) , f 2 (s) ;> 2+ _- < fI (jw) , fI (;Jw» 

H - L
2 

(R) 
r, 

A function f (~ c: H
2+ (R) iff its bOundary value function ls 

~, 

.,"..... 



the Fourier transform F.T. of SOlDe L
2 (~) function van.i:.shing on the 

negative (positive) axis. Acéordingly, functio~s of class 

F. T. {L 
2 

[0, CI)} will be called Hardy functions of class H
2+ (R) • 

\ 

:tn a similar manner H
2

- (R) is identified with the F'~T. {L
2 

(-""', O]} 

"Furthermore, L 
2 

(R) is exactly the direct sum H
2 i H

2
" , Le., èvery 

function f E L 
2 

(R) ls uniquely expressible as 

- P (f) + Q (f) 

" 
where p and Q are the projection operators taking L

2 
(R) onta 

H2:!:, (R) respecti valy. 

:tn particular p may be gi ven by 

CI) 

P (f) f+ (s) 1 J f (j=) 
d.1: • • 2'11'1 :: .. s 

-0:> 

S .. 0- + jw , '0- > '0 

The following 1s an orthOnormal. basis in L
2 

(R) 

~ 'f Let 

15 

~n (jw) 
l l (jw .. 1) n ••• 1 , Q , 1 , 2 ••• ' - - n -jw + l r:; jw + l 

The set Un} IIpans H
2 CR) , wlùle thé set {~n} 

n~O n < 0 

spans H2-
, 

CR) 

" 



" t" _ ~,.~ 

.~ 
, > 

.. ~ 

A functlon a (jw) E Loo (R) is in H"'*(R) iff 

a (s) f (s) E H
2+ (R) for every f (s) E H

2+ (R) 

Lat T be the unit· circle in the complU plane and let F he any 

function on T and if f is defined on R by f (t) • 'F '(e
it) 

then f 18 a periodic function of pe,riod 2'11'. The space LP (T) 

16 

for 1 s P < 00 (p .. 00) is the class of all complex measurable 271 \ 

,-
1 

' ..... 

periodic functions on R equipped with the norm, 

IfI 
p 

For P" GO 

{..:.!. f 2 'If 

1T 
1 
p 

1 f (9) I
P d e} 

ntA..; - ess sup 1 f (9) 1 

9 E [0, 211') 

The LP (T) are also Banach spac,es. 

, 2 
In particular L (T) ls a Hilbert space in the inner product 

71 
/--

./ 

<f, g> 1 l cf (9) 9-(e) d 9 fi Ci EL';.' ('1') • 2i 
-71 

""-..r 
• l'he Hardy space ~ (T) (aP- ('1') l s p < GD ia defined to consist 

of aIl analytic functions insida the ~it circla (outside the unit 

circle) for which 

.. 



f '" 'W 
" 

t 1" 
',' 

l~i 17 , 
, 

c 

(i ~ >if 
lf~ 
~Ij 

i 
\f" ,. 
" , 

11 l 

If. l 

f 
'9 IP d 9}P 0( .. sup '{ïTr f tr e J co> 

Ffi o ::; r-< 1 ~ "11 

Cr > 1) l S p < eo 

'" \ ! For p ..... 
~' 
r 

'9 .' IfA aas sup '·f , .. Cr e J ), . 
; H~t(T) 9 

1 > r ~i'"O 

Cr > 1) 

00 
C ~ C H

S C al • H (T) (T) (or} (Tl 

FP (T) are a1so Banach spaces and H
2

:!;. (T) are Hilbert spaces. 

• In particular for p - l, 2, co the Hardy spaces ' ~ (T) can be 

defined as 
." 

rt'±. (T) -{ 
i&:- in9 f Ce } e d 9 .. a 

n - l, 2, .... 
~'1'( 

• ~ spaces are closed subspaces of the correspondiDg LP : (;'), 

• Deline 'e operator E 
2 

on L (T) as follows 
1 , 
1 

J , 
t 
1 

00 <XI 

E (f) • E { l f zn}. L . f zn , z - r ej9 

n n 
• 

1 

1 (~, 

t 
t-J. 

n-O 

E ( • ) is a projection operator fraln L P (T) onto' ~ (T) • 

1 
.:y 

~ 
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IV. FACTORIZATION OF FONCTIONS IN HP (R) SPACES 

The relation between spectral factorization and the Wiener-

HOpf equation is as old as the Wiener"Hopf equation itse1f. In fact, 

the solution of ~~ - H equation is indispensab1y carried in the" frequency 

'domatn, via the spectral factorization. 

, -
It is then :imperati ve to investigate the relation between the 

generalized frequency domain image of the W - H equation, which is known 
, 

as the Toeplitz equations, and the spectral factorization farmulated 

directly in the frequency domain spaces, i. e., cf (R) spaces. 'l'his 

seG:tion dedicated to' this l purpose. The approflch here is inspired 

by the work of Gohberg and Budjanu [13], [14], on the factorization in 

abstract Banach algebra. Nevertheless, the resul ts here and the tools 

are different fram [13] and [14] • As a matter of fact the formulation 

2+ œ+ ~Il here is basica1ly in the subalgebras H - n H - which are, in principJ:é, 

non-Banach. The machinery and some of the resul ts on the Toep1i tz 

operators are due to Davinatz [15], [16] and (17] r and ~uglas (11] • / 

The heart of our resul ts in this section is Theorem 2 which relates the 

l' 

canonical factors, defined below, to the solution of certain Toeplitz ' 

operators in H2:t (R) • Theorem 3 considers in detail the speci~ll case 

of factorizing functions which are positive allllOst everywhere, i.e., their 

essential infimum is greater than zero (a slightly weaker condition than 
" 

positivenessl. The complete characterization of the class of. functions 

which admit a canonica1 factorization is brought up in Theorem 4 

Finally, thj. standard Krein-type factorization [l0] i5" treated as a special 

case in Theorem 5. 
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Definition 

An e1ement (1 + a (jw» , a (jw) E L 
2 

(R) (') Loo (R) i8 

said to have a canonical factbrizatiçn if it admits representation in ' 

the fo:r::m 

1 + a (j,w) ,;., [1 + h (jw) ] (1 + h + (jw)] a.e.w. (4.1) 

where 
ba+ 
-(R) + 

(1 + h-(s) l is invertil:lle for 

SEC.:!:. and 

C1early the definition is qui te similar te> the Standard Krein - factoriza-

tion. Howèver, here a (jw) need not be the Fourier Transform of an 

r} (R) function. Moreover, we do not assume any continui ty condition on 

a (jw) ,The uniqueness of the above canonical factorization i5 estab-

1ished by the fol1owing Theorem, 

* ** 'l'heorem l 

If an element (1 + a (jll.l)) admits the canonical factoriza­

tion (4 .. 1) , the factors (}t. (jwl are uniqûe1y defined (a.e.w) • 
• t· 

Proof: 

Let 

the eciuaJ.i ty 

~ be another facto,r, then it follows from (4.1) and 
l 

\ 

\ 

" 

l' 

{ 

" "~ 
" 
~: 
<; , 
~ :/ 

." 

'J! 
.~ , 
;~ 

" 
'" 'Cl , 'i!:~ 
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That \ 
[1 + G1+) [1 + h+) [1 G) [1 h-) = + 1 + 

which imp1ies 

= G~ + h- + G
l 

h (4.2) 

2+ co+ 
Since the suba1gebras H n H 2- n ""-and H H inter sect on1y at the 

zero element, both sides of (4.2) must be zero. 

'!'hus 

+ + + + 
G

1 
+ h + G

1 
h = 0 

[1 + G;) = [1 + h+)-l :: [1 + G+) 
~, 

i.e. , 
", 

G+ ... G+ 
l 

Si~lar1y, it can he shawn that G
l = G Q.E.D. 

Before proceedinq te derive the necessary and sufficiènt conditions for 

the existence 'of the canonical factorization we fint state the follow-

inq elementary lemmas which will. be needed in the subsequent p~oofs. 

Lemma l 

If f, (s) 'e- H2+ (R) 

f (a) e H2+ (R);" afJO
+ CR> • 

CD 

and f (jUJ) E L (R) , then 
j 

\ . 
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Lenuna 2 

If h (s) E H
2+ (R) n H""+ (R) and [1 + hl 'has an inverse 

in HCO+ (R) then there exists a unique function g (s) E'H2+ (R) n H""+ (R) 

such that [1 + g] =0 

Lemma 3 

'!'he proof of these lemas follow directly from the properties of HP 

spaces7 for convenience and completeness they are given in the Appen-

dix A • 

We now come ta the main '1'heorem. 

*** 'lheorem 2 

For an element a (jw) E L
2 

(R) n L""(R) ta admi t the canoni-
1 

cal factorization (3) , it is necessary and sufficient that the two 

~quations 

- - p [a] (4.3) 

and 

Q [a] (4.4) 

have esentially bound.ed solutions in H2±'CR) respectively. 

- . 
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Proof: 

The suffioiency part; 

Suppose that (4.3), (4.4) have solutions + 
G and G 

. l' 2+() respecti ve y ~n H - R which are essential1y bdund~d. Then by Lenuna 

1 ~ E H
2,:!: n H ... .:!: equation (4.3) can be written as 

which implies that 

= 1 + y 

for some y- E H
2

- (R) , but the left hand side of (4.5.) is in 

so y must be E H2- (R) n H'"'- (R) by Lemma l • 

Similar1y 

(1 + G-) (1 + a) .. 1 + y+ 

for some 

... 
L (R) 

Mu! tiplying (4.5) by and (4.6) by + (1 + G) , we get 

= 

The second equality implies that 

-G +Y +G Y .. 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

but the two a1gebras H2!(R) n H'"":t.(R) intersect on1y at the ze'ro element. 

œben it follows from (4.8) that 

" 

t . "~ __ ,,,,,', --,-----c-,--.,....,..---_ ... - ..... ,-"'_ ...... ---""-: 
:~ 

.--~ ..... - ......... -----' ..... , ' ... , ........... W'!;,I"JllljIII'lI<l;JI4 ... ;)Ij_,_IIH_tJ~Ii::''l'tI!'i:!_~""lt::~.~:iJ:';~~~', ~.!>~ .. ,,~. ::1:::& ==-::.-....;+~-
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Simi1arly 

+ 1 + Y ] = 

i.e. , [1 + Y ] [1 G-] -1 + 

Substituting (4.10) and (4.11) back in (4.8"), we get 

23 

(4.10) 

(4.11) 

(4.12) 

together with (4.10) and (4.11) imply that (1 + a) admits canonical factorization. 

Necessity part:-

If (l' + a) adroits the canonical factorization we have 

= (4.13) 

Taking the projection P of equation (4.13), we come up with '" 

.. - p [a] (4.14) 

i.e. , satisfies equation ('4.3) and i5 an element of 
2+ co+ 

H (R) n H (R) 

-U.sinq a. similar argument one can show also that G satisfies equation 

(4.4) and the proof is complete. Q.E.D. 

** Lemma 4 
11' 

If an element (1 + a) where a E L
2 

(R) n L?" (R) "a.dmits 

,the canonical fa.ctoriza.tion (4.1) , then the operators T and r de-

fined Dy 



~ ,. 
~o 
'i< 
y!! 
"-
1 .. , 
h 

" , 
;;; 

~~ 

( 

" 

) , 
i 
1 

.' i 

f 

{ 
t 

( 

- 1 

t" 
i: :-
' .. 
~ 

i 

(X+) 1::. 

T(l+a) = + 
X + p + 

[a x ] a 
+ 2+ 

X E H (R) 

and 
') 

(x-) b. [a x-j r (l+a) 
.. x + Q , 

are invertible in H2.:t.(R) respectively. 

Proof: 

Consider the equation 

+ 
y = x + P la xl

o 

we shall prove that (A.l~) ,has exactly one solution x+ E H
2+(R) for 

every y+ E H2+(R) • 

Let 

+ Xo = 

24 

(4.15) 

(4.16) 

'lhen by direct sobst! tution one can verify easi1y that + Xo is indeed a 

solution of (4.15) • Now suppose that + x
2 

are two solutions 

of (4.15), ' then we must have, 

= 0 

or 

-= y for some 

sinee (1 + a) has a canonioal factoriiation (4.1) then 

~ 

" 
-', 

f-
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== (4.17) 

2+ 
but the L.H.S. -i9 in H (R) and the R.H.S. is in S-- (R) 

(-

50 we 

must have both ~;i'des equal zero. Thus 

~but (1 + h+) is nat identica11y zero which ~mplies" x; == i.e. , 

T(I+a) (0) 15 invertibie. 

Applying the same argument to the equation 
( 

y =:r: (4.18) 

with 

== 

Il -one can verify ~at :Co is inàeed a solution of (4.18) and it is unigue 
- J 

which imp1ies that r (l+a) i8 aiso invertible. Q.E.D. 

'lheorem 2 is QlÛte general. In fact i t is the corner stone of the 
/ 

subsequent study, fram which stCial cases will be studied and other 

equivalent necessary ~d S.uff~c,en~ conditions will be derived. Lemma 

4 reve-r-s the relationship be'l:\ieen the :t.nvertibility of the operators 

r and T and the canonical factorization. unfoétunately, as the 

III' 

invel"!:ibilit:y of T ane}, r is only a necessary con,dition for the canoni­

cai factorization, further study,of the ,conditions of the invertibility 

J 
J 4. 
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of r and T !,rove$ to be not very helpful. This difficu1ty force~ , 

us to study separate special cases from wh.:tch the co.mplete characteriza­
"''-

ti~n of the class of functions admitting the canonical factorization 

(4.l) ls formulated. rt turns out tnat the fOllowing special case i8 

an indispensable factor of any fonction admitting the canonical factori-

zation (4.1). 

, 
*** Theorem 3 

For an elentent (1 + al # a E L 
2 

(R) fi Loo CR) to admit 

the canonical factorization 

1 + a (jUl) • [1 + 1/ (jl.ll)J * [1 + h+ (jw») a.e.w 

where 

(1 + h + (s) J is invertible for S" IJ + jw ft > a 

ana 
() 

- E H2+ (R) ("} H <»+ (n) • 

It j.s Ne~essary and Sufficient" that (1 + a) be real and 

ess inf 1 (1 + a (jw» 1 > o. 

Praof: 

'l'ha praof of this theorem 18 inspired by ~lowin9 

result whS.ch is due ta A. Davinatz [15] and (16] • 

(4.19) 



CI 

,( . 
o 

, ~ 

LeInI:JIa 5 (Davili. a t& 

EL"" ~t IJ', be a real function (R) , 

operator TI/I on by 

Then the necessary and sufficient condition for 

operator of H
2+(R) ante itself is 

ess inf 1 1jJ 1 > 0 

We now come back to the proof of Thearem 3 • 

The Necessity Part 

T1jJ 

and define the 

ta be invertible 

From (4.19) it is evident that (1 + a) must be rea1. 

As the Facotrization (4.19) is,jUst a 'special case of the Factorization 

(4.1), Thearem 2 and Lemma 4 are a1so applicable to the factariza-

tian (4.19). ',In particu1ar, Lenuna 4 

T(l+a) (4) on H
2
+(R) is invertible. 

'conclude that ess inf 1 (1 + a) 1 > 0 

The Sufficiency Part 

ls ~i.e., the operator 

Then, the DaVinatlS lemma WB 

27 

sù~pose now'that (1 + al 18 real and esa inf (1 + a) >0. 

By Theorem 2, for (1 + a) to admit the canonical factorization (4.19) 

+ 2+ it is sufficient to show that there. exista an e1ement G E H (R) such 

th G+ d (G+) * i fy i . at an sat s respect vely the equat~ons 

.'~ , 

", 

'" 



( 

j, 
1 

(. 

i 
~ 
~ 
1 

t 

= - f:' la] 

:.c ... Q ta :c -J == ... Q [a] 

and G + is essentially bounded. 

28 
1'\ 

(4.20) 

(4.21) 

By the Da~_;'z Lemma the equa tion (4. 20) haS a un~que 

solution in H2+(R) .+ 
cal! it G , i.e., 

r 
G+ + ~ la G+] a - ~ [a] 

+ * (1 + a) (1 + G) a 1 + Y 2+ for some y E H CR) 

Takinq the complex conjugate of (4.23) , we get, 

Applying now the projector Q te both sides of (4.24) 

(4.22 ) 

(4.23) 

(4.24) 

) 
{4.2S} 

i.e., (G+) * satisfies equation (4.21). SO what is left ls to show 

Tc do so multiply equation (4.23) 

and equation (4.2 4) by -:(1 + G+) to Qbtain 

-
• 

Il + G+]*[l + yJ* 

Il ... YJIl + G+) 

• f (jl.ll) -

+ * by -{l + G '( 

- .. 



f 
t 

f 
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J 
we shall prove first<that f (jw) must be a constant a.e.w. 

Consider first 

f (jw) + = [1 + Y] [1 +, G ] (4.27) 

substi tuting 

jw =. 1 + e j9
/. 1 - e

j9 
and 

invoking Lemma 3 1 we conclude that 

and 

Applying a similar argwnent to the second equality of (4.26), ,we see that 

'9 
f (1 + e~e) E Hl-(T) 

1 - e J 

-
But the two subspaces H1+(T) and Hl-(T) intersect on the constant 

------' ele~nts - i.e., f must be constant. We now use the L.H.S. of (29) 

+ * - + 
(1 + G) .Jl + al (1 + G 1 1 - le 1 

... eSB inf 1 (I + a) 1 1 (1 + G +) 1
2

..;;;; 1 C 1 a.e.w. 

- '!he resul t follows. Q.E.D. 

"-
The next theorem charac~rizes complete1y .. the class of functions admitting 

the canonical factorization (4.1). To the best of our knowledge we 

believe that the preceding formulation of the factorization problem and 

the following characterization are new. 

--_/" 

L~.~ __ ....... _-~--------
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*** Theorem 4 

For an element (1 + a) 2'" ------a E L (R) n L (R) , to aàm±t-------- 0 

the canonical factorization (4.1), it is necessary and sufficient that 

(1 + a) has the representation 

(1 + a) 

where 

(i) 

. (H) 

= 

2 co 
(1 + al) is rea1, al E L (R) n L (R) 

and ess inf Il + ail > .0 • 

(1 + a ):t.1 E H
ao+ (R) 

2 

The Necessity Part 

(4.28) 

SuppO$e that (1 + a) admits the canonical fac::torization 

. (4.1), then 

. , 

(1 + al - (1 + h-) (1 +. h +) 

- ,(1 + h-)(l + h-)*(l + G-){l + h+) 

B 

Thè second term B can be written as 

'8 -
-

,/ 



,,, 

( 

1 

- . 

Cl 

/ 

a
2 
~ a2+ (R) ""+ ' +) - *. n H (R) . Since (1 + and (1 + G ) 

00+ ~ :' 
invertible in a (R) so is (1 + a

2
) . \ .. 

+ h -) (1 - * \ ') * 
* - * Let (1 + al) - (1 + h ) = (1 + (h. ) ) (1 + (h ) ) . 

\ \ 
\ ' 

admits the 
\ ~ -Thus (1 + al) canonical t:actorization (4. 9) , tnen'j:)y 

Theorem 3 , we must have (1 + al) reaL and ess inf l ' l + al) > 0 • 

'lbe 

let 

-+-

Sufficiency Part 

(1 + a
2

) admits the canonical (4.1) , so 

(1 + a) - + 
'" (1 + hl) (1 + hl) (1 

~ 

h+ h+ + ... + hl a2 + a2 l: 

(1 + a) == - (1 + h~) (1 + h +) 

h+ E H2+ n HQIII~ C1early i.e; , 

+ a
2

) 

-.-

admits canonica1. facto, ization. 

31 

Q.E.D • 

. , 
Theorem 4 n'Ô;t only provides a simple t-est for ctoriza-

tion admissibility but also reduces the factorization prob1em 4.1) to 
" 1 

_two easier factorizations, namely (4.28) and (4.19). 

i~ 
Theorèm 5 is in fact a well known resutt (see e. ~ [6 ]). 

\ 
However, it i9 re-investigated here as a special case of 'l'heorem \2 wi th 

independent proof. ~ ) 

( 

.r' .. 
- , 

, 



, 
; 

*"'* 

'!hen, 
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Theorem 5 
\ 

[1 + a 

(1) 

(II) 

Let a (jw) be the\ F.T.' 

(jw)] admits the céÜlonical 

a (jw) ;: o 

Index [1 + a (jw) 1 oz 

A 

(t) E LI (R) n L
2 of some a 

factoriza tion (4.1) 1ff 

l 
21T 

w -E [ _00 , ml" 

J d arg ( l + a) :; 0 .. 

(R) 

We need the followinc; lemma which is due to M.G. Krein [10.]. 

1'1 

Lemma 6 (Krein) 

Let : (t)~ e L~ (R) 1 then the equation 

00 
-J> .. 

x ( t) + f a (t - l') X ( T) d T :II Y ( T) (4.29) 

\ 0 

has exactly one sol:"ution .~--rer€ L~ [0, co) (1 <; p < 00) for every 
1 

1" 

y (t) E LP [0, CD), if and only if the conditions l and II are fulfilled. 

The proof of this famous resul t can he found in [10 l and will not be . 
, 

repèated here. 

The Necessity Part of Theorefl 4 
, ' 

(1 + a)admite the canotlical factorizat1on (4.1) then by 

Lemma 4 the e~qua tion 
\ 

, J 

. ~ 

. 

,) 

," 



( 

• 

/ 

f 
/ 

+ + + x + p [a x] = y 

h • l i ... + E H2+ (R) as a un1que so ut on ... 

1 

inverse Fou;rier Transform of (4.30) we come up with 

"'+ 
:r: (t) + 

co 

J : (t - ~) :r:+ (~) d ~ = 
o 

"'+ 
y Ct) 

33 

(4.30) 

Taking 

- (4.31) 

.. ~ 'lhe Wiener - Hopf e~4.29) has a unique solution x (t) 

.. 2 
for every y Ct) E L _ [0, 00) ." So by the Krein result the two conditions 

l and· II must be fulfilled. 

the Sufficiency Part of Theorem 5 

Suppose now conditions l and II are fulfilled then by the 

Krein 'lheorem the equation 

CIO 

(t) + J a. (t - t) x (t) d -r = A+ 
a (t) 

.. .. 
o 

<il 
J\ 

'has a unique sol ution :z: (t) ~ LI [0, œ) n L2 [0, co) , where 

is the causal part of a (t) • 

'" , 

(4.32) 

A+ 
a (t) 

Taking the F.T. of (4.32) , we see that .x (jw~ satisfies the equation, 

:ti'- . + 
[a] + P [a Z ] - P (4.33) 

a solution 
'+ 2+ 

i.e. , equation (4 .. 3) has :z: E H CR) • 

But x + (jw) i8 also the F.T. of an Ll [0, 00) function so 

1 . 



j 

. ",,... ~ ,"" \ 

.' 2+ + 
X+ (jw) must be' EH (R) n w 

,( 

where w+ is the algebra of the F.T. of functions in LI [0, œ) 

since + ""+ 
W . CH (R) + E 2+ n HIX>+ ~o finally we conclude that x H (R) (R). 

By a similar argument we can also construct an element 

x- E 82- (R) ~ H- (R) and satisfying equation (4.4). So by Theorem 2 

(1 + a) admits the canonical factorization (4.1). The proof i5 com-

pIete. 

, 

-. 

" 

" 
, 
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3.5 

V. THE REDUCTION MEW~D FOR SOLVING 

THE EQUATION Y = A X IN HILBERT SPACE 

As was mentioned earlier, our final objective is to develop 

an approximation method for generating the spectral factors + 
G- of the 

canonical factorization' (4.1). The idea here is to obtain those fac-

tors by sOlving the Toeplitz equations (4.3) and (4.4). One way 9f 

doing this is through the so-called Projection Method' or the Reduction 
"""-

-.Method [18J, [20J. 

Let Je be.an abstract separable Hilbert space, U (Je) be 

the group of all bounded linear operators on Je. Let {p} be a chain 
n 

of projections which converges strongly to the identity Qperator in 

u (X) , i.e., 

Lim Ip :r: -n 
xH -+ 0 li :z;EJe. 

D -+ !JI 

n 
: 

L <l'k <x 
• 
'k> , {4>k} 'JC let say, Pn [xJ - , for some basi s in , 

1/ k-l 

we caU the approximation method of solving the 'Ilquation 

A:c - y A E U (X ) yEJe (5.1) 

.. 
which consists of finding a solution x e p Je of the equation n n 

(5.2) 



\-

" 

The Reduction Method 

We say that the reduction method relative to {PrJ is 

applicable to the Operator A if beginning with some nO r 

c 
equation (5.2) has a unique solution for any y E Je , and as 

.. 
the solutions:J: tend to the solution of equation (5.1 ),. 

n 

. ~?rds, the reduction method is applicable to A if 

(1) A is invertible. 

(2) Beginning with sum - no the opera tors Pn Ap 
n 

as operators from Pn Je into Pn Je are inver-
, 

tible and the opera tors 
-1 

(Pn A Pn) Pn 

converge strongly to A -1 as n -+ QC) 

I.emma 7 ([181, Theoretn 2.1, pp. 581 'see also [201) 

the 

n -+-QO 

In other 

For an 'inve.ttîble operator A E u (X) to admit reduction 

relati va ta the chain {p} it is necessary and sufficient that n . 

Ip A P :J: 1 ~ c Ip xl n n n 
(5.3) 

In the next theore~_ 'Ille __ ~vestigate the possibili ty of applying this method 

to a certain class of operators in 

ti ve defini te operators in a2
• 

2+ a - spaces, nàmely the class of posi-

The auxiliary lemmas Band, 9 

explain first.what is meant by positivity. 

. , 



·' ',,', 
<; 
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*** Theorem 6 

Suppose that t/I E La> (R) is a real valued function with 

ess inf It/li > 0 0 De fine 

. TljJ (.t:) :: p' [$ .t:l x E H2 + (R) (5 0 4) 

Then the operator T1/I adroits reduction relative to any basis in H
2+ (R) • 

The proof is based on the .following two lemmas. 

* Lemma 8 

~ 

EL '" Let tjI be a real valued function (R) , and define 

TI/I as above. The spectrum of Tt/I i5 given by 

Cess inf 1/1, ess sup $] (5 0 5) 

'the proof of this lemma is qui te lengthy, so we preferred 

to defer it te Appepdix Bo 

* Lemma 9 

Let ljI E LOO (R) 

positive definite operator in 

and define TI/I 

H2+ (R) iff 1/1 

as in (504) is a 

i9 real and ess inf (l/II > a • 



i 
1 
1 

f 
1 

1 

" 

Proof of Lemma 9 

'!he Sufficiency Part 

~ is real and ess inf ~ > 0 

for ::c, y E H2+ (R) we have 

< y , Tt/I ::c > = < y , ~ :c > = 

< Tl/I Y 1 :c > * = < Tl/J Y , :c > 

i.e. , 
.. 

Tl/J i.e., Tl/I_ is self adjoint. 

and by Le (8) 

ess sup l/!l 

but ess inf t/I > 0 ~ Tl/I ia positive definite 

The Necessitl Part 
~ , 

* If T1jI is positive ~ Tl/! .. T~ 

Thus 

~Tl/! :c , :x: ,> ,. <::c , Tl/J ::c > . 

... CIO 

J 
• , 

J * ~ ::cl/l:r: dw- - ::c l/! :c d.: 

-... -
CD 

f • - l/J ,. 'f ~ :x; (111 1/1) :x; d:x: .. 0 + i.e. , -
Again by Lemma (8) 

, ~ .. 

38 
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~ 
'1 
" 

1/1 ls real. '~ 
'~ 
" 
,\j 

" , 
'1 

t~ 
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, " 

Since T
lP 

,is ",positive' we must have ess inf I/J > a • 

Q.E.D. 1 

We now come back to the proof of Theorem 6 • 

By Lemma (9) T1jI is a posi1=ive definite operator on H
2+ {Rl • 

- . 
Let '{Pn} ~)be the chain of projection genérated by some basis 

{.pk} E HY (R) • '!hen 

'" < Pn Tl/I Pn x , Pn X > = < T1jI Pn :r: 
,~ 2 

px> ;> E Ip :cl 
n n e> a 

i.e, Pn TIjJ Pn i5 also positive definite, hence satisfies the conditions 

of Lemma (7) , 

is arbi trary , 

i.e., admits reduction relative to {<Pk}. Since' {<Pk} 

'T~ admits reduction relative ta any basi s in H2+ (R) , ) 

and the proof of '!heorem 6 1a complete. 

\ 
\ 

" 
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VI. AN ERROR BOUND AND AN ESTIMATE 

FOR THE SPEED OF CONVERGENCE 

In the previous sections we have. introduced the reduction 
o 

method anCj have investigated the possibility of app1ying this nethod to 

solve certain types of Toeplitz equations in H
2+ CR) space. Now, we 

are going to app1y these resul ts to the equation 

40 

G+ + P [a G+) - p [a] (6.1) 

to obtain an approxima te solution of the spectral factor G+ we would 
," .. 

1ike also to know: (i) how far is the obtained solution, G 
n 

the actual factor G, and (ii) how fast this G 
n 

converges to 

from 

with n. 'l'heorem 7 provides·an answer to the first question, while 

Theorem 8 takes care of the second. 

* ** Theorem 7 

where 

Let 

Let 

Consider the equation 

,. - p [a] 

a e L 2 (R) () LOI) ( R) , Cl + a) 

{~k}CD be some basla in H2+ (R) , 

k-O 
n 

Pn [.1:] - I 'lé < z·, +k> 
k-O 

.. 
G n be the solution of the equation 

.. 

is re&! and ess inf <1+a) > 0 • 

and define the projectors 

..,.",. 

:c e a2+ (R) (6.2) 

L/-
. , 

" 



\ , 
} 
t\ 

r 
!\ 
1 

J 
1 

'" ... 

G + P [a p G 1 == - Pn [a] n n n n 

Finally/~ let W be the isometric mappinq which takes p H2+ CR) into 
n 

q:n+iin accordance wi th the 'formula 

n 

4-1 

W { L '" (6.4) 

Then, 

1 (i) 
tI + G -+- G as n --+- (1) • 

n 

(ii) for some c > 0 • 

(iii) 
/ ~ 0 ~-

Under the maytng 'Il the reduced equation (6.3) 

rëpresentable in ~n+ibY the vector equation 

is 

'l'n.i. .. CI 

where 

~ - W [- P [a]] 
n 

... 
2- - W [G ] 

n 
n 

'1' - l + { < a 'k ' ~j > } 1s a po si ti ve def1ni te u:trix. 
n n+1,n+l \ k,j-O 

(i).\ (1 + a) satisfies the conditions of Theorem 6 , so 
• ~ 2+ 

it ,admits reduc:tion relative to any basis in H (R). 

'l'hen by the reduction admissibillty the solutions of 

~ .... --~ ~~~ ----~-~----------



1 

1 

(ii) 

... 
the reduced equation (6.3), G 

n 
converges to 

G+ the solution of (6.1) as n -+ OQ , Le., (i) 

• dl 
loS prove • 

The error 

. + .. 
E .. G - G n n 

G+ -
,. 

G+ .. P G + G - P n n n 

.. ën 
+ (I - P ) G+ 

n 

lE 1 .. .lë 1 
Q 2 n 2 

+ 

Since the two components are orthogonal. 

From' (6.3) 

.. .. 
G+] Gn +p [a p G ] .. - Pn [a] ±. Pn [(1 + a) 

n " n n 

A , 

j 
• 

(6.5) 

G+] J + 
Pn [(1 +, a) p [G - Pn 

,. 
Pn [a (I-p)(G)J 

- n n n 

<; 1 (p 
n 

, + 
ICl-p)GI 

n 

(6.6) 

wtiere 0 < E (n) ~ 1 and E (n) -+ 1 as 1) ...... 

\ ,2+ 
Since Pn T (1+a) " Pn i8 invertib1e operator tram Pn H (R) 

into . Pn a2+ (R) then (p T n ) -1 p are bounded. 
n (1+a) '"'n n 

Let 



i 
1 

' 1 
" 
f 
1 
t 

1 

1 
'1 , 
! 

1 

l'if,t, 

" ." ~.~ "t 
''f1i'' -~y.... .. ... " ...... '.- ~ ... '_h ,,~_"'_'-"" .. '" ....... 

~ifi) 

sup ft (Pn T (l+a) Pn) -1 Pn R = "Y < 00 

n > 0 

Then (6.6) can now be written as 

Q • 

Substituting (6.7) rnto ,(6.5) we get fina11y 

, + 
[1 + -y DaI l ft (I - P ) G U 

CD n 

which imp11es (1i) • 

Substi tu~ing 

11 

L G '" 9ic ~ky n 
k ... O 

n 

.Pn [al '"' L "k ~k , 
k-O 

into the reduced equation (6.3) we get 

n n .. .. 
~ ~k + l 'k L 9 R. < a . ~ R. ' ~k > ... - r "k, ~k . 

which clearly may be split into the follqwing ,system of 

linear equations 

n ... ... 
Yk + r gR. < a 'R. ' CPk > • - Ok 

t-o 

or 1 in a matrix fOrDI, 

k - 0, 1 , ••• n 

43 

,9.7) 

(6.8) 

/ . 

\ 

(6.9) 
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T ~ ::: a 
n 

where 
, n 

T • l + {< a ~t , ~k >} (6.~O) n n+l,n+l 
} R.,k=O 

Finally ta show .that T . is positive defin~te; let P x '1' a n n~ 

and de fine te .. W {Pn .:I:} • Then 

n n 
:cT T .:1: ... L .:1:9- ~k <a 41 t 

, 41k > + L . xi, .:I:k n 
R.,k=O 1. ... 0 

>0 

ainee ,T (~+a) is positive de fini te by Lenuna 9 • 

Thus T
n 

is AIso positive definite, and the praof of 'lheorem 7 is complete. 

'Ihe analysis sa far is valid for any bas i s in H
2
+. A variety of these 

orthonorm~l base~e eonstructed some time ago by Lee and Wiener [191' • . .,,-
() 

From now on we are going ta eonsider only the Laguerre orthonormal basis 

definéd in Section III. 

The Laguerre bas·is is chosen for many reasons, perhaps the 

~ 
most important of which is that the reduced operatar matrix (6.10) turns 

out ta b~ a Toep~itz matrix with the advantage of simple structure and the 

availabilityof fast'algorithms for its inversion and its U.L. faetoriza-

------ ~----

t> 
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1. 
1 
i. 

1 

i 

" 

, " 

~\ 

\ 
2 , tion (2~'], (22) and [23] (of cqmputational order n compared to 

3' 
n \ 

\ 
/, 

for a general matrix). A third advantage, i8 that the entries of 

Toeplitz matrix turn out ta be the projection coefficients needed in 

r.h.s. of equation (6.3), thus constructed at no extra computational 

cost. These results are established by the :eollowing corollary. 

'eorollary 7.1 

.. 
Let G+, G

n 
and T

n 
be as in 'rheorem 7 • 

the LagUerre orthonormal basis, 'l'n is a 'l'o~plitz matrix. 

Since a (jw) is E L
2 

(R) can be expanded as 

a (jw) 

but 

l - jW-l)k l (jf.ll-l~ k _ (jw-l~ ~+l] "" -3W+ï (jw+l 2 jw+l jw+1 

l (jw+l) Je' ... !. ( 1<'1-1 ) 
jW-l 

(jW+l) (jW+11k ] 
jw-l 2 jw-l jw-l 

Qpon substitutinq the relations (6.12) and (6.13) into (6.11) , we let 

, ________ a (jw) l -
2 ,r; 

Whare 

l ' 

\ 

45 

(6.1~) 

(6.13) 
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1 

l-l 
1 

where 

~ .. 
k 

We denote by 

b '" o 

b .. 
k 

b '" k 

(10 l m 

1? 
\' 
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(6.1S) 

\ 

Consider again the reduced equation (6.3), and substitute a (jw) by the ' 

r.h.s. of (6.14) , we .have 

n CI> .' n n 

l 
,. 

L (jCII-l~m I 
~ 

E gk ~k + Pn b 9'9- ~ 1,. ) ... - ak ~k m jl.ll+l 
k-O np ..... 1,.-0 k-O 

(6.16) 

(6.16) 
t\ 

sp.litting and using the relation 

~.t+m 

we come up with the following set of 
,") , 

equations 

n .. 
l 

.. 
9k 

+ bk-R. 9R. ~ - ak k- 0, l, 2 ... (6.17), 

.t-o 

Integrating (6.17) again into one vector equation, we qet 

. ; 
; 
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l
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where T n is g~ven by 

T
n

, ,. l 
n+l,n-t:l 

i.e., T ls Toeplitz . 
n 

Notice that the xnatr4 .. 

• 

n 
+ {bk_,t} 

k,P.=O 

T is constrùcted using the relations (6.15) 
n 

no extra cost than the computation of the coefficients 

any way needed to construct the vector ~. 

47 

(6.18) 

Q.E.D. 

at 

We are going now to provide an estimate of the rate of decay of, the error 

~ 

as a function of the approximation deg':r:ee "n" 
1 

/ 

Let rJil. (T) by the spaee of p times eontinuous1y differentiable functions 

on e unit cirele, and define, the mapping V as 

v f(jw) • 

Theorem 8 

\ 

j'Q 
r (1 + e \) 

je, 
l - e \ 

.. 

\ 

(6.18) 

Let G+ and 

~ -1- satisfies, 

G 
n 

be as in Theorem 7 • However assume further 

\ 
(~ 

\ , 

(b) 
(p) 

\ 

\ 

in addition, the follo~ing smoothness property 

. .. v [ (1 + jw) G+ (jw)] 

for some p:> 1 

\ 

\ 

E cP CT) 

\ 
\ 

\ 

satisfies a Lipschitz condi tion ~~ order ... a 

0'< a < 1 

\ 
\ . 
\ 

\ 
\ 

\ 

j\ 
- , 

J 
1 
" 

\ 
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1 

1 
! 

Then 

IG+ - ~ l " n 2 

Theorem 7 

Constant 
1 'l+a - 2' 

48' 

(6.19) 

Since G+ E H2+ (R) , its k'th Fourier coefficient w.r.t. 

... 

Substituting 

\ 
\ 
\, 9 -\ k 

...L 
ri 

basis is 9i ven by 

OQ 

f G (jw) 
-1 (jW+l) k dw jw-1 jw-l -

,~ 

l 1:G (jw) (1 + jw) ] (jW+l) l<- dw 
jw-1 ~ 

..00 
W +1 

- e 
-je 

-'II' 

Integra ing the r.q..s. of (6.20) by parts 

\ 

'\ Resuming 
, \ 

Now, 

~1T • 

f 
-kje" je 

e F (e ) d é 
-'II' -1T 

tégr ting by parts up ~o p times, thi! gi ves 

-1T 

variables e -

! ' 

-' 

(6.20) 

(6.21) 

(6.22) 

J" _ 



\it 

, 

\ , 
-1 

1 
i 

--1 
1 

1 
! 
; 
f 
1 

1 
J 

,l .' .. ,. .... .,.. 

.. 

C
·, 

') 

adding 

9k 
::: 

(6.22) 

9 :10 
k 

2 

and 

1T 

1 (.:.1) p J 
-)1T -kj~ (ej~ e e F 

in k 

-1T 

(6.23) , and di vi ding by 2 

but F(P) (ej9
) satisfies the Lipschitz condition 

, \ F (p) (ej9) _ F (pl (ejf) + j~) 1 < c (~) a 

Substitutinq this condition back into (6.24) 

constant 
kP + a ' , 

1f ') + - J k 
d 9 

We ,hall nov use (6.25) ,ta qet an e~timate of the partial sum 

:\ CD 

(1 - p ) +1 2 • l \qk l2 
n G 2 

.' k-n+l 
CD 

<II 

< constant ~ l < J conStant 
2p + 2a :c2p + 2a m-n+l m 

n 

.. 
'. (1 - P ) 

G+1 2 < constant 
n 2 2p + 2a-l n . 1 

49 

(6.23) 

(6.24) 

(6.25) 

" 

d:r: 

(6.26) 

Substituting this result into part (U) of Theorem 7, 'Ife fj.nally ccme up 

>,-
'/l 
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constant 
-1 

J?+a-­n 2 Q.E.D. 

* Corollary 1 

If G+ (s) is '~a1ytic in an open right ha1t plane inc1uding 

the jw - axis, then there exist c > 0 and 0 < a < 1 such that' 

.. 
IG - G 1 C;;; c 

n 2 

Praof of Coro11ary 1 

n a 1 

If G (s) ia -ana1ytic in the cloaed right half plane, sa is 

(1 + s) G (s) 
8-1 n =-s+l 

, F (r;;) and. hence under the conformal mapping 

+ F (1;) .. V [(s+1) G (s) l must be ana1ytic inside the c,losed unit d;Sk. 

'9 ~ 
This imp1ies 'F (eJ ) '" is continuous and infinitely _differential function 

or the unit circ le • It fo11ows then from (6.25) that 

(6.27) 

where C i5 constant, for every • p and every k this imp1ies that 

~ 

éither, all 9k ' s are 'identically zeros or 9
k 

be of exponential order, 

i\e., 19'k l k 
• B a for ~ome a > 0 and 0 < a < 1 

Nl the SUDl of the squares of 9' 's 
k 

IG _ G 12 < E a2 2k < a 
n 2 

n+1 

C;;; a2 , 2n 
a 

2 Ilog al 

turns out to be 

CD 

e2 J ' e 2 :c log a 

n 

C;;; c:onstant 
2n a 

Q:l: 

" " 

, , 
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axis. 
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n 2 
...; c n 
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Q.E.D. 

Corollary 2. 

+ 1 
If G ~- is a rational. function with no poles on the imaginazy 

Then 

.. 
IG - G 1 ..;: c n 

n 2 Cl ~'7 

Proof 

This result ls a direct consequence of Corollary l, since in 

this case G is obviously' an analytic function in the closed R_ H. P. 

Q.E.D. 

J' 

! 
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VII. r, THE ALGORITHM AND 'l'HE COMPUTATIONAL ASPECTS 

In the previous sections ve applied the reduction method to 

obtain a sequence of approximatinq functions G 
n 

n 

52 

G 
n 

.. E (7.1) 

k:o:Q 

and showed that the coefficients {gk,n} satisfy a Toeplitz set of linear 

equations, namely the vector equatien 

where 

a = 

a
k 

"" < a (jw) , , > .. 
k l a jw) , (7. J) 

n 
Tn turns out to be" Il positive definite Toeplit.z matrix {b

k
_

j
} 
k,j-O 

where b
k 

are related to the coefficients Qk' S by the 'simple relation '. 
b -o 

b --k 

l ... 

l - , (7.4) 

• 'f 

1 
~ 
l 
-1 

1 , 

'1 
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In other words the problem of façtorization is r~du~ed to solving the 

Toeplitz set of linear equation (7.2). Fortunately, there are severàl 

fast algorithms for sOlving the 'ltIe\plitz equat.ion (7.2) in general and 

when T 18 posi t.i ve defini te in particular. 
n 

For example one ~y first 
, " 

find the Cholesky decomposition o~ T , using the fast algorithm by 
n 

Morf [25] and Rissanen [22]., th~n solve (22) backward and forward as 

usual, or can just invert T 
n 

directly using Justice algori thm r 21] 

However heru we chose to illustrate the ~thod using the recursive 

formula of Levinson [24] which gives the approximating solution 

) i..+l ~ [90,n+1'··· . °9n+l,n+1 r / 
~) 

In terms of the'old approximating solution 

... 
j 

[go,n" Cl J 0 

0 

~ '"' . . . . gn,n 
;r .!)n, 

rithout resolving the system of equabions .(7.2) for n+l , and thus' enables 
• f 

us to monitor the change of the approximating solutions as 
o , ( 

n f increases or 
-r-.... 

to use a simple error cri terion llle the one used at the end of Step 3 in 

the main al~orithm given in Section 2 
{ 

A final point i8 that the Laguerre bas is can he expressed in general in 

.the fom 

Ip l jfll ... P Il 'k (P) - fi jw + P (jlll + p) 
.. 

" 

'" 
where p > 0 la a scale factor. 

... 

. ~. 
,1 

• 

~ 
, 
r , 

\ 1: 
1 

" 
~' 

) 

.-
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). 

Th.e parameter p may be chasen ta minimize the H
2 

errar in appraxima­

~( ,ting • given function by a truncated Laguerre e>pansion, or to minimize 

the number of terms in the Laguerre exp,~nsion for a prescribed errer. 

T.W. Parks'I26] introduced a criterion for the choice of· "p" which 

minimizes the maximum truncation error over a certain class of functions. 

Clowes [27] showed that in the case of rational functions, say f (s) , 

the optiJns1:" valu~ "p" is one of the positive roots ot either 

= o or - 0 (7'.5) 

Clearly, th~ solution of (7.5) can be quite tedious because the coeffi-

cient f
N 

(p) will be a polynomial of at least (N+K)th degree if f (,s) 

has simple K poles. Here we will not attempt a rigorous treatment for 

the choice of p. Nevertheless some reflections might be use fuI for the 

o 
inte~sted readers. Consider the case when f (s) is an analytic func-

tion on the jw axfs. Invoking the argument of the. praof of Theorem 8 

an~ its corollarie~, one 'cao show that 

c > 0 'O<a<l 

Clearly to minimize the truncation error the ra;te of decay of 1 fKI ' 

hAs ta be maintained maximal. In other 1 Words ct Should be minimal. 

A simple criterion to achieve this could be 

min 
p 

max .1 Rj (p) 
j 

.. 

, 
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where 
\, 

f (s) s - - p. , 
J 

and at' the pole is the residue of 

n i5 given. The residues Rj (Pl represent the relative weightings 
, ~ 

of the POle~.) {- Pj> A more crude, hut simple, estimate of p may 

he given hy p .. .; l "min 1 1 Â 1, where À. and Â are respec-max nu.n max 

tively the poles of the minim~ and the maximum. absolute values in 4: -. ~. 

Example 

Consider the following system 

[::] .. [ J [:j + [:J U 

Y" [2.fll , 

It is required to find the optimal feedbaak law which minimizès 
j 

, . 
l , 

Using the standard methods [28J one can show systematically that the 

optimal gain is given by 

u -

!the ra 

K .. [6 2] 

Let us DOW' apply the metbod groposed in, this paper.· 

o 

o 
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. \ , 
Step l 

* l + a (jw) .. l + F (jw) F (jw) 

wh~re 

\ 

F (s) is the transfer function of the system 

F (s) 
(s + 1) (s + 4) 

\ 1 

Compute the coefficients OI
k 

throuqh the formula 

-1.f3 1 
~---~ r:; jw - 3 

OC> 

01 • J (!L. w
2 

+ IL-
k (11.)2+1) (11.)2+16 ) 

\ 

-01 , 
t 

wh.ere the parame ter p i5 taken ta be 3. i 
\ 

.. .. 
Step ~ 

Construct the' Toeplitz matrix {b
k

_
j

} 

Using 

(Jo 
bo • - + 1 .r;;-p 

1 

b O • 2.4571424" 

br • -1.0102038 

--. 

c. 
h%. .434256 

o' 
l' 

,1 

" 
~-_? -~ -------=----- ---



'-

.. 

~ 

Generate the approximating sequence 2n using Le.vtfnson 's 

~190rithm 

9 00 
.. -1.8205597 

911 
.. - .0538409 

901 • -1.8427052 

1 
9 22 

.. - .0936968 

9 12 • .0920051 

,> 
90~ 

.. -1.a4183~2 

Step 4 

Substi~utin9 in the Davis' fo.rmul~ (2.8) , we come up witb. 

the fo11owing numerica1 results 

... 
• 9 00 1; jlll 

1 
+ 3 ' 

K • [6.0015226 2.0038285] 

" 3 ~ 

9 ·Il. 1 911 1f jlll - 3 Gl • jlll + .3 + (jW + 3) 01 11' jlll + 3 
1 

K • (6.0089695 , J 2.0028787] 
, .. 

902 1 ~ 1 3 ' 
g22 Il ... g12 1f jlll - 3 4 JCAI - 3)2 G2 • + + jlll + 3 -jw + 3 (jCAI + 3) jCAI + 3 (jCAI + 3 

\ 

• 

lt - [6.0000097 2.0000266] 
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VIII. CONCLUSION 

We have presented a simple fast computing - fast converging 

method for so1viitg the scalar LQR and the filtering problems. 'The 

multivariable version will be submitted soon. The method ls applicable 

as well to a wide variety of distributed parameter LQR and their dual 

filtering problems, and large scale systems. T~ more general factoriza-

58 

tian (4.1) may be attackeg by reducing it to the two easier factorizations 

(4.20) and (4.19). Another point to be dec1ared is that Toeplitz 

eqbations of the typ~ (4._15) can abo be so1ved by this method. Except 

for minor amendments all the results are valide In particu1ar Theorem 6, 

7 and 8 are applicable. Consider~g the algorithm in Section II, on1y 

the equality (2.7) should be replaced by 

whe.re Y~ isthe kth Laguerre coe.fficient of ',/, (j~) 

" \ 

\-

/, 
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APPENDIX A 

* Leinma 1 

If f (~ E ,2+ CR) 

f (s) E H
2+ CR) n H CR) , • 

and 

Proof -
Clearly ,f (s) e H""+ (R) 

sp it is sufficient to show that 

.. 

CIO 

f (jlll) 1 e L CR) then 

iff f' ~l + ç) E H«>+ (T) 
,1 1; 

l .. ...! 
21f 

'9 \ '/ 
(1 + eJ ) jn9 0 39 ,e d 9 .. n .. l, 2, 
1 - e 

Consider the inteqral l 1 + e
j9 

1 
j9 

- e 
and substitute 

'CIO 

2 
l '. 

21f l f (j y) 
(j y _ 1)n-1 

d y 
(j :f + 1) n+l -

CIO 

\ 

• j y • 

1 1 f f (jy) { - 1 (j Y + î)n}* d y - -2 r; r;rr"(j y - 1) 
j Y --

GO 

l- l f ,(jy) { -' 1 . ;J y + 1 n-l'* 
d y - '2 r; ( y - 1) } 

11f(j y - 1) j 
~ 

- --L- < f (j'Y)' , 41- > - < f (jy) , q,~-l > 
2 r; n 

wh.ere cf! ~ is nth Laguerre basis function in H2- CR) but 

f (s) e H
2+ CR) , i. e. , f (s) l H

2
- (R) which implies that 

< f (jy) , 41- > - 0 
n for n" 0 , 1 , . . . .. , i.e., the r.h.s. of 
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(A.l) i~ iden~ic~ily ~ero for , ...... and the result follows. 
1> "R , 

• Lemma 2 

H""!.. (R) 

and 

If h E H
2:!:, (R) , Il H co:!:.. (R) and [1 + hJ has an inverse in 

there exists a unique function 9 E H
2:!:, Il H""!.. (R) such that 

Let g" .. r l + hl"l 
h 

[l+h][l-[l+h]~lh]" 1 .. [1- hIl.+h]-lJ'(l+hJ 

i.e., 1 + g la the inverse of [1'+ hJ • 

[1 + hl-l .. Il\ + g] ,+ gl" g 

\ 
• 

.. * Lel1Ima 3 

If :c (s) E H2+ (R) then:r: 

. ..." 
~/' 

'(jW) can be represented as, 

CIl 

:r: (jw) • ~ :c 
n 

E H2+' (T) \ 

Q .. E.D. 

Q.E.O. 

(A.2) 

" . , 

<1 
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.. 

where l 1 a: 1
2 < 00 n 

.but 

je 
z (1 + e ) 

, je 
1 - e 

, so the resul t follows. 

\ 

1, 

fI>\ .. ,,\ 
+ L \ (:c -:e ) 
, \ n n-l 

n-l ' 
( \ 

jn9 
"Et , 

, ~ 2 

1&;; 2 ~ 1 :en 1 + 2};, 1 ~+ll 
.' 

;' 

:.. , . 

, ' 
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APPENDIX B 

of"Lemma 8 

.:, 
The' proof of this Lemma 15 mot1vated by a similar .... esult for 

Toeplitz operators on H2+ ('l') we first introduce the operators 
,/ 

V and U as follows', for 'any 

and 

.. ( jw - 1) 
9 jw + l 

1 - -r; 

\ 
defin~ on T, we set 

...... , .... 

It is not difficult to conceive that V i5 an isometric mapping fram 
co 

L (T) onto 
co 

L (R) , and U is also an isometric mapping from 
,) 

H2+ CT) onto 2+ 
H, CR) • 

Consider now the Toeplitz operator T~ ---

T
W 

(a:) - p [~ a:] 

Let a: • U (g) " 9 e ... 2+ ') 
Ea ('1' 

Then ' / 

i 
1. (0.1 p U) IV-l ~q] • 
"" E [1/1 qJ • 

'1, 

" , , 

(B.l) 

(B.2) 

(B.3) , 

(B.4) 
~ 

/ 

i -
1 

t 
î 

1 



where 

• 

= u-1 P u 2 tha projection operator f~om L (T) 

onto H
2+ CT) , 

\ 

-1 
• V 1jI ~ , 

1 • 2+) 
'r~ ls a 50 a Toeplitz operator defJ.ned on. H (T , \ 

Thus TI/I ia clearly in~rtib1e iff T; ia invertible. 

Consiàer now T1jI when 1jI i5 real. ,T1jI i5 ~e1f-adjoint because 

-
i.e., 

." 

T". • T'" • T 
'1' 1P... 1P 

Renee ita spectrum ia rea1. SO it i5 suff~cient ta show that if 

(T
1P 

- À I) is ~vertible then either 1P (jtu);> X Ti tu E R or 

63 

(B.5) 

{B.6} 

Q 

À ;> 1P (jtu) Since TI/I la invertible lff" TIj) is invertible. 
, 

to show that T, - X l' ia invert~1e implies -that 

or ; (e
j9) ~ X V 9 ET. \ 

If T, _ À is invertible for À 

8uch that 

, , 

\ 
real theri there exists 

(1 e a2+ (T» 

. , 

'-, 

, 
f 

, 

1 

. 1 
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( 
(1/1 ... À I) q = l + h (B.7) 

- 2-for some IL E H (T) with zero constant terme 

Takinq the complex conjugate of -(B. 7) , we have 

(Ijl - À, I) q .. l + h (B.8) 

multiplying (B.7) by 9 and (B.8) by 9 we qet 

(Ijl - À I) 1 9 9 '" (1 + hl 9 ,.. (l + hl g (B.9) 

but 

(1 + h) 9 E ~l+ (l') • (1 + hl g E a1
- (T) 

Sinee and 
1 ... 

H (1') intersect only at the constant elements, 

so we must have 

(1/1 - À ) 1 9 q 1 -, constant .. a d'ER 

Since 9' 15 not zero almost &. t." it follows that (1/1 ... À I) has the 
1 _ 

'. same sign of Q 1 i.e., either 1IJ;;;' À V 9 e T or 1/1 < À V e e T and " 

the result follows ." 

-'-~-----... 

, . 

--

1 
1 
J 
j 
1 , 
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1. INTRODUCTION 

In the first part of this study [36J we have developed the technic.U 

f-oundations of a fast algorithm for sOlving the scalar LQR and filtering 

o , 

problems via the 50 called Canonicai Factorization of functions, say 

K(jW), in the form • \.."-'/' 
,> 

-1 +1 + * 
,[1 + K(jw) "" (1 + G] (I of, G ] 

where [1 + G+(s)]t1 is analytic in the open right half plane. 
" 

Hère the technical foundations of the multivariable version of 

(1.1) 

thilil algorithm will be considered. As we have alluded to 'in the first 

70 

part, very few methods are available to implement the factorization (1.1), 

and when it comes to the multivariable case, the choice is narrowed down 
'. 

almost to one method, namely the recent one of Davis and Dickinson (1). 

In their method, the matrix spectral factor G+ is obtained iteratively 

'using the formula 

'" (1 + G +1) = (I + G) [1 -+ P [(1 + G ) n, n n 
(1 + K) (1 + G ) -1) ]-1. 

n 
~ , 

The method, as discussed in part l, is point wise, and hence has the 

ability of trackinq rapidly chanqing frequency responses. However, 

matri~ inversions are required at each iteration step and at each samp1ed 

frequency. Nevertheless, the main computational load of this method is 

the projection p which is performed using Stenger's idea [1,2). TeChniques 

of spectral factorization of ~ationa1 matrices are 1egion [23] - (32). 

A, thorough examination of ~his case has appeared in (23). The majority 

of these techniques, including those of [23] - [28], rely on frequency 

'" 

. 
.; 
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doœain manipulations in which the probtem of factoring a matrix of real 

rational functions i5 reduced to factoring an even polynomial or a 5elf­

inversive polynomial. If the factorizrtion (1.1) of a real rational 

function is needed in other contexts than the fJ.lter1ng and control 

problems, Anderson et al suggested to reduce the factorization problem 

a continuous ;t'lor diocrete type ['01 matrix Riccati 

approach here, the argument and the framework are 

to the solution of 

equation. 

Concerning our 

basically the same as in lar case (361. Moreover, for the ultimate 

convenience most of the theo,J:'em here are deliberately put and stated 

to match corresponding ones in In fact, with the matrix notions 

the scalar results ate transferred sb 

oothly and conveniently 'matrix case tha~ no proof i5 even 

Section 4 i5 Qedi,cat~d to e formulation of the factorization pro-

p 
blem in H spaces of matrix va ed functions. Necessary and sufficient 

conditions for the existence 0 a canonical factorization of a given 

matrix function have been deri ed In particular the correspondence bet­

ween the cano~ical factors andJth~ solutions of certain eq~ati:ns in 

HP spaces is established. Som other new re5ults are reported as weIl 

in this section. The relation jbetween the 50 called outer-factoriz~tion 
of a function, which appears f,eqoentlY in the design of f .. dbac~ .yst ... 

[33), (34), and the canonical fiactorization i5 derived. The standard, 

Gohberq-Krein factori.ation [,j',S'61 is elaboratoly reinvestigated in 

the realm of the formulation TV.loped in this section. 

~, 

-. ... ~~-~ _. ~ ,, __ ,._ ........ J ~. 
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The reduction method [6,7] in Hilbert spaces isAPplied in section 5 
..r" 

.1 2+ 
to a èertain equati~n in H s~~ce of matrix valued functions to generate 

a sequence of approximate spectral factors. An orthonormal basis in 

2+ 
H space is chosen in such, a way that the reduced equation turns out 

to be a Toeplitz set of linear matrix equation with the advantage of 

simple structure and the availability of fast algorl.thms "[8,9,10 & 11] 

for its solution. We provide also an error estimate and an expression 

for the speed by which the approximation error decays to zero in terms 

of some smoothness conditions on the canonical factors. Finally, 

the method is illus~rated by a numerical example, and some other , 
extensions'and applications are discussed. 
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II • 'l'HE MAIN RESUL'l' 

For il1us~ration, consider the standard finite dimensional in-

finite time linear requlator problem 

:r:-A:r:+BU 

x - C:r: (2.1) 

~- vith the Coost function 
QI 

J ,.. J rl u + 'i.'l' 2"'f" d t 

ob 
(2.2) 

Assume that [A/B,C] 1s a minimal realization of the transfer function 

F (S) -C (SI-A)-lB, Re (À,(A» <0, j -1,2, ... dim:r:... 
J 

'l'hen by standard results [13], the optimal control is given by 

U (t) .. _sT P :r: (t) 

• 
(2.3) 
, - ' 

where P i5 the unique positive definite solution ()f the alqebra1c ~ccat*, 

equation 

(2.4) 

Davis and Barry [12] have shown tllat this optimal feedback qain may he 

found, without solving (2.4), usinq the inteqral formula 

QI 

, 
'! 

P S = L 
211 l (-jwI 

-CIO 

(2.5) 

\ 

" 

1 

î 
i 
1 , 

~ 
r 
i ' 
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Lere' [I + Gl 10 the minimal p.a.e function (Le. [I + G(.)]·~ are . 

I~alytic in the open right half plane) 5atisfying' the factorization 

[1 + K(jw)] ~l • [1 + F* (jw) Q F (jw) (1 - [1 +, G(jw) J 

* [1 + G(jw) 1 (2.6) . ' 
where 

* < 

K (jw) = F (jw) Q F{jW) 

74 

T~ above integral formula i5 vaUd as weIl for a vari,ety of distributed 

parameter LQR problems [12], and their dual distrilbuted filtering 

problems [14]. Clearly the main difficulty 'of the above approach i5 

the factorization (2.6). In this paper we addres5 the factorization 
~\~ 1 

P 
(2,,6), as weIl as a generalized version of it, in the Hardy H spaces 

of matrix v,alued functions (Theorems 1,2,3, and 4). We show that the 

factor G satisfies certain Toeplitz equations in the space H
2+ (R) 
mxm 

(Theorems 2,3). The reduction method in Hilbert spaces (see section II 

.A 

of part 1) i5 applied to generate a sequence G of approxima ting 
n, 

functions (Theorem~ 8 & 9) 

" G 0= 
n 

r {~}oo ~ where 'l'k 0 i5 the Laguerre orthonormal basi5 in H (R). It is' shown 

that the matrix coefficients {g~,n }~o can be obtained by solving a 

Toeplitz set of 1inear ll)atrix equations (Theorem 9 & Lenuna 9). The 
1 Jo, 
\ 

The Akaike-Levinsoh algorithm [8] is applied to generate recursivi!ly 

the sequence of the, approximat.i;n9 solutions as shown below. It is proved 

. ~, 
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that, if G(s) is analytic on the closed right half plane, the method 

converges exponentially with n, the degree of approximation (Th:orem 

10 and i ts corollary) • 

The Algorithm 

The factor G of the factorization (2.6), where [1 + K(jw)] ls 

Hermitian and positive definite (a.e.w.), may be obtain~ as follows: 
~ 

Step 1 

Step 2 

Step 3 

Find the matrix coefficients ~. s of the Laguerre exPansion of 

K(jw) usinq the formula 

w * 
~ • < K(jw), ~KI > = f K(jW) [fit l (jW+l) G:îtJ d w 

-00 

k - 0,1,2, ••• 

Construct the block Toepli t.x matrix 

T ". { Ek . }nkj, • 0 
n -J 1 J= 

:B • _ k 

-' 

l 

Generate a sequence of approxima te solutions {G } using the 
n 

Akaik_Levin~on r.eC).1rSive algorithm for solving a Toeplitz set 
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1 
of 1inear matrix equations as follO~S:, 

....,.- / 

Let 
41 

-1 
9'0,0 

,. 
-:Bo AC-

t 
'\. El ,1 - -:B 

-1 ( 
1 EQ 

-01,1 
_ :BT -1 

~,r ... Ea l 
t 
t 

'\ 's 
-1 '1'-1 ... ( :B

O 
-, E 1 :BO E 11 l 

'1 
\ T -1 -1 1 

q1 ... [ :Bo - :BI Ba El] ,L 
00 1 n-l NMAX 

' .. 
\ , 

,1 n ~ 1 T ( i 
!Jn,n ... -A -r B !Jin-l,n) 

"~"! 
~, n n+l-m i m-l 

\ " l 

!Jm-l,n 
... + DT 

!Jn,n 
~ . 

!Jm-l, n-1 n-m+l,n --. 
4 

j m"" 1,2, ••• ,n 
f ~ 

! n 

'1 
'\ 0 -- (:B 1+ l 0 J3

j
) s 

1 
·1 ~1 , n+1,n+l ' n+ j-l 

n-j+1,n n 
! ~ 1 1 o! Dm,n+l -D + D E ; . m,n n+l,n+1 n-m+l,n r ' 1 t 

, ), 
_. 

~ t 

f 
1 m- 1,2, ••• ,n l \ 

, 1 
1 \ 

C 

-~ , T n 
T 

1· 
oEn+1,n+1 

oz - ( :Bn+1 
+ l E. :Bn_ j +1] ~ 

j=l J ,n 

1 ' -
i . 

E E + E D 
, - . 

1 m,n+1 m,n n+l,n+1 n-m+1,n 
-i 

~ -1 -1 
Dn+ 1 ,n+l E 

-1 
%+1 • ~ - ~ n+l,n+1 

1 , , 
-1 S·1 _ E -1 

-
1 D 1 

\ Sn+1 
.. S n n+l,n+l n+l,n+l n 1 

" 

(/' : . f'~' -\ 
,1 . 

1 
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Ci ? 

~~ ., 
" \;.. 
t:· 

" r' GO TO 2 
~ 

k\ l - CONTINUE 

~ &' 
li' 

t 2 - STOP 

} Step 4 
if . 
f Eva.luate the ilpproXimat~ optimal feedback gain uSîi.ng the 

foX1l\Ula 

l 
t 
f 
~ 

1 
~ • 
i 

.. n l 
II + r gi.,n (ft (S+1) 

1"0 

r i$ a rectifiable contour in tle r.h.p. enclosing cr (_AT). practically 

st.ps (1) and (2) are inserted in step 3 of the algorithm 50 that the 

matrix coefficients ~ and Ek are canputed when~ver needed in the recursion • 
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III. BACKGROUND [15-19] 

. 
The space ~ consists of aIl mxm matrices with complex entries with mxm 

ei thez: norm 

1 Ar"" l 
l..u.b 
~ + 0 

I~I 

~ 
, if A is considered as an operator 

on SOlDe Banach space of vectors in 4= 
DIX 1 

or 

In this , 

; 

..... 

The 

* Tra (AA ) ,.. 
m 

l 
p,q 

case ~ ,is a Hilbert space under the ;innerproduct 
mxn 

* L b-< A,a > ... 'rra (A B ) a ap'q 
p,q pq 

sets LP (T) 
mm 

(LP (R» 
lIIXJIl ' 

p:>l consists of all IDXII! ma tr i~ 

valued functions F - '{~j} , F:T, ... ~mxm (F:R'" ~mxm)' with complex 

f
ij 

(~)€ LP(T) (~P(R». valued entries 

pp..... • 11 F(:.c) e I;mxm (T) (Lmxm CR», P , l iff F 'bas measurabl?, entries and 

1 F(z)1 E € LP' (T) " For p :> l, r;P (T) (LP (R» 1s a Banach , 
~ llOO1l 

'space under the' ndnn " 'F "p ... scalar LP norm of 1 F (:.c) 1 E' 

(L 
2 

(R» is a Hilbert space under the inner product 
DIXJIl 

< F.G > 2 
, L - J 

T 
(R) 

* Tra [F (:.c) G (:.c)] d:r: 

'. 

" 
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The space G (T) (~JI. (R» is\;he sub.set of LP R. (T) 
lDX, \ 'JDX 

(L:XR. (R» consisting of ail matri.x valued functi.ons with entries in 

~ ('1'), (HP:!: (R» 

In- particular H!R. ('1') (H~ (R» i9 a Hilbert space with the ~er 

product of any two elem~ts F and G in the space defined by' -$e L!cl 
. '" ' 

inner product of the boundary value functions of F and G, and nom 

7T . sup 
Il F 11

2 = 0 <: r < 1 1 J Tra * 'iO F (re ,)] dO 
2% ('1') 21T 

'H (r >~) 
-7T 

00 
sup 

2 
/1 FI/ %2 

H (R) 
• 0' > 0 

(0' < 0) 
I Tr~ [F(S) F· (S)] d w 

s ... (] + jw 

cot 
" • Bmm (T) 

éo:t: 
(H (R» ls a Banach algebra with the notDl 

lIUQIl 

ess Sup ie 
" F /l'ID ± ~_':" 0 c; r < l 1 F (re ) 1 E 

8 (T) (r '>' 1) 

"!;lIciI~ 
'8' CR) 

ess sup 
• O'>O,-J 

(a < 0) 
1 F (S) 

As in ,the scalar case, 
t" ~ 

" every function F t L 
2 

(R) casi be expreS'Sed ,as 
~JI. 

F -, F + Ir • P (F] + Q [F] + -
2% 

wherè Ft e: HmxR, (R), 

The projectors P (Q) L~ (R) + H!~ (R) (82
- t (R» , P [leI .: 
~ 

'rhê pro;ector Q 11 de~ined analogously'. 

. ' 

.' 

'Of y' .. , 

....c... .... ~~~~----------' ..... 

, 

\ 

j 

1 

1 
l 
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re following l~S are stated without proof. ' They are siJaple exten­

sions of their scalar mates given in Part I. 

If F(S) € H!m (R) and F (jw) € L:œ (R), then 

n a'?'* (R) 
'lDXDl 

fi2+ (R) 
l1IlCZI\ 

/ 

--BO 

"'If B(S) é H2+ (R) 'h Ht»+ (R) ·and (1 + H (S)] bas an inverse in 

'. 

JIIXJIl , mxm , l _ 

f~ctJn a:m (R)', 'then there exists 'a 
, 

unique' ,(a.e.w) matrix 

G (5) e: 82+ (R) 
m.xm 

, 
() H~ (R) 'such that [1 + 'G] 'W [1 + M]-1" 

mxm 

('l+t) e: ~ (R) € rr' ... 
If X(S) thel\ X ('1), 

~ 1,,/ l-E; mxR, 

p;;;' 1. 

" ~l_'" _ 

,; 

" 
" 

, . 
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IV. FACTORIZATION OF MATRIX-VALUED FUNCTIONS\ \ 
IN HP (R) SPACES 

mxm 

If: 
In this section we investigate the relation between the general-

ized frequency domain image of matr~x W~ener-Hopf equation, wh~ch is 

known as ToeplitZ. equations, and the spectral factorizatlon formulated 

directly in the frequency domain spaces; l. e. the Hardy HP spaces. The 

approach here is inspired by the work of Gohberg and Bud]anÎl [20,21]. 

While the machinlry and sorne of the results are motivated by the ·results 

, of Pousson on Toeplitz operates [17,18] on the circle group. The heart 

of our results in this section is Theorem 2 which relates the canonical 

factors, defined soon, to the solutions of certaln Toeplitz equations in 

. ~ 
Theorem 3 c0nsiders in detail the special case of factorizing ,.... 

a matrix valued function which is positive defin~te almost everywhere, 

Le. Hermitian and its ess inf det (.) > O. The complete characterization 

is brought up by Theorem 4. We have also studied the relation between 

the canonical factorization of a function and its outer-factorization, 

from which new necessa;ry and sufficient tests for the existence of the 

canonical factorization are brought up. 

Defini tion: 

An element l + K(jW), K(jw) f: L~ (R) n L:au (R), is said ta 

have a right canonical factorization if it admits representation in the 

form 

u 



where 

[1 + K(jW)] [I + H (jW)] [I + H+ (jW)] a.e.w. 

2± " n Hco± 
H2± (S) E: Hnoon (R) JllXm (~h 

[I + H± (S) ]-1 E: Hoo± (R) 1 and 
noon 

± 
G (S) 

+ -1 2+ oo± 
- [1 + H- (S)] - l € H - (R) () H 

mxm mxm 
(R) 

The uniqueness of the above canonica1 factor~zation J..s 

established by the following theorem, 

Theorem 1 

If an element l + K(jw) , K(jw) E L
2 
m:x:m 

00 

(R) Îr L (R) 
mxm 

82 

(4.1) 

± 
admits the canonical factorization (4.1) 'the factors G are unique~y 

defined (a. e. w.) • The proof of this Theorem is basical1y the same as its 

scalar version (l, theorem 1). 

The following theorem is the corner stone of the subsequent 

study, from which special cases will be studied and other equivalent 

necessary and sufficient conditions will be derived. 

Theorem 2 ) 
For an element l + K(jw), K(jw) e: L 

2 
mxm 

CX> 

(R) n L 
mxm 

(R) to 

admit the canonical factor~zation (4.1), it is necessary and sufficient 

that the two equations 

+ + 
G + P [K G ] -p [K] (4.2) 

and 

G + Q [G- K] -Q[K] (4.3) 

2± 2± 
in the Hilbert spaces H (R), have solutions in H 

mxm mxm 
(R) n Hocxt 

(R) 
mxm 

'\ 

.. 



1 

( 

respectively. 

Except for a few obvious minor changes, the proof of this 

theorem is identical to that of the scalar case (l, theorem 2) • 

Studying the solvability of such equations in H
2+ (R) 
mxm 

is not an easy task. However, with only a IDGlment of contemplation we 

can realize that these two equations are no more than a set of parallel 

t t · . 2± ( ) m-vec or equa loons l.n H R • 
ID 

In other words, it is sufficient to 

2± 
study the two equa tians (4.2) and (4.3) in the vector spaces H (R) 

m 

2± 
rather than in the matrix spaces H (R). This fact i5 put forward 

mxm 

in formaI terms in the following two lemmas. 

Lemma 4 

where 

Define two operators T'Y and T~ in the fol1owing way 

T'Y [Xl = P ['i'X) 

T~ [~) 

00 

'Y e: L (R), 
mxm 

X e: H2+ (R) 
mxm 

H2+ (R) 
mxl 

T'Y is invertible iff T~ is invertible" 

Praof: 

(4.4) 

(4.5) . 

From the definiti6n, it is clear that Tl/J can he expressed as 

= 

83 

where ~l' :1
2

, ••• , X
m 

are the colUIPns of X let Il' If be invertible, accordingly 



( 

2+ 
for sorne operator A, and for every X EH •• 

mxm 

(Xl' x 2 ""'X] - - -m 

It follows that A TU 
'Y 
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l, 

i.e., A 
u -1 U u 

(To/) . Thus T'Y is invertible conversely, let To/ be inver-

tible and define an operator B as 

B (X] 

Thus B. T'l' "(X]"" = = 
2+ 

X, for every X € Hmxm j.e To/ 15 

invertible and B Q.E.D. 

Lenuna 5 

Define two operators r'Y and r~ in the .following way 

r'f [X] Q (XlJ'l X E H2 - (R) 
mxm 

(4.6) 

rU [~] Q [~T 'l'] 2-
(R) ::: X e: H 

Il' m 

(4.7) 
<1 

00 

where Il' E L (R) 
mxm 

Then, r 0/ is invertible Hf r~ is invertible. 

Except for obvious changes, the proof is the saroe as lemma 4. 

Using the above facts; we are going now to show in lemma 6, 

that (I + K) admits the canonic factorization (.1.1), tlle two equations 

must have unique ,solutions. he main conclusion at this. point is that 

<Il 

the canonical factors can e obtained by solving (4.2) and (4.3) directly 

2± 
in H (R), and as these wo solutions are the only solutions in 

mxm 



1> 

2± 
(R) 1 and as thesé two solutions the only solutions in 

2± 
(R) H are H mxm rnxm 

2± ocri: "" they also turn out to be in H (R) n H (R) as weIl. mxm rnxm 

Lemma 6 ;;-
, 

00 
If an element l + K, K E L

2 
(R) n L (R) 1 adroits the 

nuan mxm 

canonicalljactorization (4.1), then the opera tors T and r deÜned by 

(x+) + + + 2+ 
(4.8) T (l+K) = X + P [K xl, X E: H (R) 

mxm 

r (l+K) 
(X-) [X K] 

2-
(R) (4.9) X + Q X E H 

mxm 

are invertib1e in H2± (R) respecdvely 
mxm 

Proof: 

Ta prove that T is invertible it is sufficient, by lemma 4, to 'l <: show that the equation 

1 1 · + has exact y one so ut~on x E: 

Let + 
~o = 

,)\ 
HUlXl (R) for every :L + E: H:

1 
(R). 

(4.10) 

(4.11) 

+ Then by direct substitution one can verify easily that:!:O is 

indeed a solution of (4.6). 
+ + 

Now suppose that ~l and ~2 are two 

. solutions of (4.6), th en we must have 

or [1 4J K] (~~ = for sorne y (4.12 ) 
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L' 
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since (I + K) has a canonica1 factorizat~on (4.1)', then 

II + G-] Z 

" 
but the L.H.S. is in 

2+ 
(R) and the is in 2-

(R) , Hlll1Jl R.H.S. Hmx;l so we .. 
must have both sides equal zero, ~.e. 

(1 +H+(S)] (~l (S) - ~2(S» = 0 

but [I + H+ (S)J nons~ngular for S E: ~+, hence + + and we ~s ~l = ~2 

conclude that T is invertlble. 

Similarly, by the aid of lemma 5, and an argument as--.above we can prove 

that r is invertib1e as weIl. Q.E.D./II 

Lemmas 4,5, and 6 unveil the relationship between the invertibility of 

the operators r and T and the canonica1 factorization. Unfortunately, 

as we have seen, the invertibility of T and r is only a necessary con-

dition for the existence of the canonical factorization (4.1). 

Accordingly a further stu~y of the conditions of the invertibility of T 

and r will not be very helpful. This difficulty forces us to study 

separate special cases from which the complete characterization of the-

class of functions admitting the canonical factorization (4.1) is 

formulated. It turns out that the following speoial case be an indis-

pensable factor of any function adrnitting the canonical factorization 

(4.l) • 

Theorem 3 

For an element l + K, K e: L2 
mxm 

canonical factorization 

Cl) 

(R) n L (R) to admit the 
mxm 

86 
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\ ) 

[1 + K'(jwl) 

where' 

'", 

+ * + [1 + H (jW») [1 + H (jW») a.e.w. 

rI + H+(S»)-l e: H«>+ (R), and 
mxm 

l S H2+ (R) n H"'* (R) 
mxm mxm 

" 
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(4.13) 

It is necessary and sufficient that (I + K(jw)] be Hermitian and positive 

definite (a.e.w.). 

Like the scalar case, we need another lemma on Toeplitz 

operators to complete the proof of theorem 3. Unfortùnately, we don' t 

have ready result on the invertibility af Toeplitz operators on the line, 

as we had in the scalar case. However, we maintain that the following 

results, originally established on the circle group, are applicable ta 

the Toeplitz operators on H
2+ (R) 
rnxl 

Lenuna 7 

2 (hence on H _ (R) as well). 
mxm 

00 

Let If' be a matrix valued function e: Lmxm (R), define the opera-

u 
tors T'1'and T'1'as in (4.4) and (4.5) respectively then 

i) If T'JI (T~) is invertible, then 

H) Suppose '1' ls positive defüiite (a.e.w.) then T'j! (T~) is invertible. 

The proof of this lemma is postponed to Appendix B. 

<' Praof of theorem 3 

The necessity part 

From (4.13) it is clear that l + K must be Hermitian and at 

least positive semi-definite a.e.w. 

As the factorizatian (4.13) i9 just a special case of the 

factorizatian (4.1), theorem 2 and lemma 6 are also applicable, Le. 



l 

( 

,-

1 

, , 

/ 
/ 

2 
The operator T

CI 
+ K) on Hmxm (R) ~s invertib1e. Then by part (i) of the 

1 
\, 

.last lenuna we conc1ude that det (I + K) does not vanish almost everywhere, 

Le. (1 + K) i5 positive definite a.e.w. 

The 5ufficiency part 

Suppose now that l + K(iw) is Hermitian and pos~tive definite . 
almost everywhere. According ta theorem 2, for l + K ta admit the 

canonica1 factorization (4.13) it is sufficient to show that there exists 

+ 2 + + * an element G E: H (R) such that Gand (G) satisfy respectively the 
mxm 

equations 

'. 
X 

and G+ co+ e: H mxm 

lution . H2+ 
~n 

G+ 

+ + P [K X ] 

+ Q[X"" K] 

-P[Kl 

-Q [K] 

(R) • By lemma 7 (ü) 

"" 
(R) , caU' it G+, i. e. 

+ P [K G+] -p [K] 

+ 
~ (I + K) (I + G ) = l + 

the equation (4.14) 

'" 

* H2 + Y for some Y E: 
mxm , 

Taking the complex conjuga te of (4. 16), we get 

(I + G+) * (I + K) = l' + Y 

(4.14) 

(4.15) 

has a unique 50-

(R) (4.16) 

(4.17) 

we apply now the projector Q 

+ * \) - + * 

to bath sides of (4.17), we come up with 

(G ) . + Q [(G) K] = -Q [K] (4.18) 

Le. (G+) * satisfie~ equation (4.15). So what is left is to show that 

li 

G+ is e: Hoo+ (R) or equivalently e: LOO (R) • 
mxm mxm 

+ * To do sa multip1y ,equation (4.16) by (I + G) and equation (4.17) by 

88 
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(1 + + G ) to obtain 

~ + 'Il + + '* '* [I + G ] [I + 1<;] [I + G J = CI + G ] [1 + Y] 

[I 
<' 

+·Y] [I + G+] 

f (jw) 

(4.19) 

we sha11 prove first that f (jw) mu~t be a constant a.e.w. Consider 

first the equali ty 

f(jw) 
. + 

[1 + Y] [1 + G ] 

substi tuting jw = 
'S 1 + e~ 
i8 ' and recalling lemma 3, we r~a1ize that 

1 - e 

[1 + Y 
2+ 

H (T). 
mxm 

ie .C;l 

f( l + e) 1+ Thus , e e: H (T) • 
l - e~ mxm 

App1ying a similar argument to the second equality of 4.19 we see that -. 

l + eie I-
f ( ie) e: Hmxm (T). 

1 - e 

But the two subspaces H
1+ (T) and H

1
- (T) intersect only on the constant 

mxm mxm 

elements, i. e., f (jw) 

(4.19) 

(:> 
C a constant matrix. We now use the L.H.S. of 

a·e·~ 
"') 

(4.20) 

Jflf;J'" 

Applying the trace operator to both sides of 4.20, and using the matrix 

identity" 

./. 



,; 

l. 

( 

* 
m 

* Tra [B A B] == L eJ A !?j 
j==l 

where ~j is the jth column of the matrix B, we see that 

L * J 9- [1 + K(jw)] J~ Tra [Cl a.e.w. 
t 

where J9- lS the 2, th column of [1 + G +) 

À. [1 + K (jw) ] 1/ 
mln 

+ 
(1 + G) liE .:;;:; Trace [C) 

Since l + K(jW) is positive definite a. e.w., we have 

o < ess inf >.min [1 + K(jw)] Il * (I + G) 1/ E .:;;:; Trace [e] 

a.e.w. 

1/ (1 + G+) liE is boundèd almost everywhere Le. G+ E L:m (R) 

and the result follows. Q.E.D. 

The following theorem completely characterizes the class of 

functians admitting the canonical factorization (4.1). 

Theorem 4 

For an element l + K(jw) , K(j,w) e: L
2 
mxm 

00 

( R) () L (R), ta 
mxm 

admit the c~~anica1 factorization (4.1), it is necessary and sufficient 

that (1 + K) has the representation 

l + K (4.22)' 

where 

i) l + KI i5 Hermitian positive definite (a. e.w.), and 
# 

00 

(R)n t.: (R) / KI E L mxm 
) mlC.Yrl 

K
2 

E H2+ (R) n Hoo+ (R) with [1 + K ]-1 e: Hoo+ (R) 
mxm mxm 2 mxm 

ii) 
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Proof: 

Apart from the routine amendments of notations, the proof is 

essentially the same as in the scalar case (l, theorem 4). 

Theorem 4 not only provides a simple test for factorization admissibi-

lit y but also reduces the factor1zation problem (4.1) to two poss1bly 

easier ones, name1y (4.22) and (4.13). 

We are going now to two new imporllant theorems which relate 
--, 

the canonica1 factorization (4.1) to the so-ca1lea outer-factorization 
-.. 

\ 

of,functions. In theorem (5) we prove the existence of the outer-

factorization by construction, using the pro~ertie~ of the canonica1 

factorizatiQn (4.13), whi1e theorem 6 imposes certain necessaryand 

sufficient conditions on the outer-factorization for the function ta 

admit the canonica1 factorization (4.1). 

The Outer-Factorization of NonsingU1ar Func~ions 

Theorem 5 

91 

Suppose that l + K(jw}, K E: L
2 
mxm 

co 
(~) n L (R), is invertib1e 

mxm 

00 

in L (R), then there exists a unique factorizatian such that 
mxm 

l + K = [I + u1 [1 + J] (4.23) 

where 

l + U is unitary 

[1 + J] ±1 e: H:m~) and J e: H!œ (R) n a:m (R) 
l' 

Proof 

• (I + K) (1 + K) is positive definite a.e.w., then by theorem 

3 it adroits the canonical factorization (4.13) 

c, 

o 

,1 
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t 
* * (1 + K) (1,,+ K) := (1 + Y ) (1 + -y) (4.24) 

~ , 

.::1 * + (I + K) [(I + K) (1 + -y ) 1 [I + yl 

[I + u) [I + J] (4.25) 

i. e. (I + K) adnu. ts the f actorization (4.23) 

To P'!'o~e th~ uniqueness' of the factorization (4.23), suppose 

there exist another factorization 

(4.26) 

and U1 t- U, J l t- J ,0 

'It follows that 

* (I + K) (I + K) * * (I + J 1) (1 + J 1) = (I + J) .( l + J) 

* but the canonica1 factorization of (1 + K) (1 + K) is unique by 

theorem l, sa we must have JI = J (a. e. w.) 

Also from (4.25) and (4.26) we get 

o = (U
1 

- U) (I + J) , (4.27) 

but (I+J) is nonsingular a.e.w., 50 we conclude that U
1 

U a.e.w. 

Q.E.D. 

",. Theorem 6 '. 
Suppose that l + K, K E: L 

2 
(R) n Loo (R), adroits the 

mxm mxm 

factorizatd.on (4.23) then the necessary and sufficient condition for 

l + K ta admit the canonical factorization (4.1) is that there exists a 

function Z E: L
2 

(R) n Le» (R), admitting the factorization (4.1) 
mxm nuan 

and such that 



! 
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l + U ;: (I + Z) (1 + Y) -1 (4.28) 

with 

* * (1 + Z) (1 + Z) = (1 + Y) (1 + Y) (4.29) 

Proof of theorem 6 

The necessi ty part 

Suppose that (I + K) adroits the canonlcal factorization (4.1) 

* Sinee SI + K) (I + K) is positive definite a.e.w. ( it adroits the 
o 
canonica1 factorization (4.13), 

* * (1 + K) (I + K) [I + Y) [1 + Y) (4.30) 
~ 

which implies 

" *-1, 
* I + K = [(1 + K) (I + Y) ] [1 + Y] 

-1 
= [(1 + K) (I + y) ] [1 + Y] 

[I + U] [I + Y] (4.31) 

Clearly the outer-factori~on (4.31) of (I + K) satisfies the neèessity 

condition 

l + K has the representation 1 

[1 + K] [(I + Z) (1 + y)-1] [1 +J] (4.32) 

but (I + Z) admits the canonical factorization (4.1), sc (4.32) beelilmes 

(I + H ) 
+ -1 

l + K = (1 + H )" (1 + Y) (1 + J) 
z z 

[I + H-] 
z 

[(1 + g+) 
z 

(1 + Y) -1 (I + J) ] 

" 
l' 

= [I + 1Ç1 [1 + ~l (4.33) 

i. e. l + K adroits the canonical factorization (4.1). 

ù 

The prcof of theorem 6 is complete. 

1· 



In the next thearems we shall reinvestigate the traditionai 

Gohberg and Krei 'n factorization [3 - 6] of matrix valued functions ln 

the realm of the formulation develaped,in this section. 

Thearem 7 

Suppose that K(jW) is the Fourier transform of sorne KV(t) € 

LI (R) n L
2 CR), then for l + K to admit the canonical factorizatlan 

mxm mxm 

(4.1), it is necessary and sufflcient that the operator TI +
K 

defined ln 

(4.4) be invertible (R) 

Proof of thearem 7 

The necessity fallows directly from lemma 6. 

The sufficiency 

Suppose now T
I
+K is invertible. Slnce the Fourier transform 

, , 2 2 
F is an isometric mapping from L (R) onto L (R), 50 the operator 

2+ 
Hmxl (R) 

mxl mxl 

(H2+ (R». It follows then the Wiener-Hopf equation 
mxm 

00 

~V(t) + l k V 
(t-z) XV (t) d t = + 

;( Ct) 
o 

is unique'ly solvable in L2 
(0,00). Now by weIL known results of Gohberg 

mxl 

and Krein [ 3 , theorem 2.11 the equation (.*) must aiso be solvable 

in every L~l [ 0,00) for + LP CR) , 1 ~ p < 00. every ~ (t) E: 
mxl 

In 

94 

particular, v 
Ct) LI [0 , (0) n L2 

[ 0,00) + L!x1 [0,0:) n ::c E: whenever y. (t) E: mxl mxl 

L!xl[O,OO). We now observe that the Fourier transform of the equation 
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x + P (K Xl - P (K] (4.34) 

i5 in fact a system of m-vector equations in L!xl [°,00) n L!xl (°,00) 

which irnplies that XV(t) E L!xm [0,00) n L!xm (°,00), i.e., 

2+ n w+ X E H (R) 
rnxrn rnxm 

(R) n HOO+ 
rnxrn 

(R) , 

where W+ is the algebra of the Fourier transforrn of matrix valued rnxrn 

functions in LI [°,00). 
mxm 

{ 

We have now concluded that the equatlon (4.2) has a solution 

X E H2 (R) n HOO+ (R). We are going now ta show that equation (4.3) 
mxrn rnxm 

2-has also a solution in H 
rnxm 

n HOO-(R) rnxrn (R). Now since T
1

+
K 

is invertible, 

50 is T * I+K 

Using a similar argument as above we canclude that the equation 

* * y + P [K Y] = -P [K ] 

must have a solution Y E H2+ (R) n Hoo+ (R). Taking the complex 
m.xm llIXIll 

conjugatar transpose of bath sides af (4.35) we get 

* * (Y) + Q [(Y ) K] =: -Q [K] 

(4.35). 

(4.36) 

i.e. (4.3) has a solution in H
2
- (R) n HOO- (R). Then by theorem 2, mxm mxm 

l + K adroits the canonical factorization (4.1). 

Q.E.D. 

Corollary 7.1 

Suppose that l + K, K(jW) E L!xm (R) n L~ (R) has a 
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representation in 

l + K (4.37) 

K (Jw) is the Fourier transform of sorne kV (t) € LI (R) n 
l l mxrn 

L~ (R). 

Then the necessary and suffic~ent condition for l + K to admit the 

canonical factorization (4.1) is that T
1
+

K 
be invertib1e. 

Proof,: 

The necessity part fo1lows from 1ernrna 6. Suppose now T
1

+
K 

is 

invertib1e, since T1+K 
T . T must be, invertible. 

I+K
2

' I+K1 

Then by theorem 7 it admits the canonical factorizat~on 4.1, thus 

l + K 

= [1 + H-] [1 + H+] i.e. l + K adrnits the factorization 

(4.1) . Q.E.D. 

Lemma 8 

Suppose that l + K, K(jw) € L
2 
rnxm 

00 

(R) n L (R), admi ts the 
mxm 

outer factorization (4.23). Then the necessary and s~fficient conditions 

for T
1
+

K 
ta he invertib1e is that there exists a matrix va1ued function 

B(S) € Hoo+ - (R), 
mxm 

and B-
1 

(5) e: H""+ ,such that 
mxm 

Il B - (1 + UJ Il 00 < l 

where Il A Il 00 = ess ~up max (À. (A A * )) 1/:2 
j J 

The praof is given in the Appendix B 

(4.37) 
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V. APPROXIl:i1ATING THE CANONlCAL FACTORS 

In part l of this study we have introduced the reduction 

m~hod fo~ solving linear equations in Hilbert spaces, and ~ave applied 

the method to solve the equat~on 

G+ + P [K G+j -p [K] ( 5.1) 

2+ 
\ in the Hilbert space H (R) in the scalar case. 

We are go~ng now to extend this result to solve (5.1) in the H~lbert 

2+ 
space Hmxm (R) of matrix valued funct~ons. 

We first show that if (1 + K) ~s Hermitian posit~ve definite (a.e.w.), 

the operator T1+K a~ts reduction relative ta any basis in H~ (R). 

1 

Next,.in theorem 9, we apply the reduction method to generate a sequence 

of approximating solutions 

2+ 
and {~k I} i5 an appropriate orthonormal basis in Hmxm (R). The matrix 

coefficients gk turn out te s~tisfy a set of linear matrix equations. ,n 

The situation is simplified further by choosing {~k}~ to be the Laguerre 

97 

orthonormal basis. In this case the .block matrix equations come down 

to a Toeplitz set of linear matrix equations with the advantage of the 

availability of fast algorithms for its solution [8-11]. We also derive 

an error bound and an estimate of the speed of convergence. Theorem 8 

is the counter part of tneorem 6 part I. However, we prdVide here a 

direct and simpler proof. Theorems 8 and 9 are stated here without 
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proof. Their proof follows simply from their scalar mates once the 

notions developed in section 3 is mechanized. 

Theorem 8 

00 

Suppose that W'E L (R) is Hermitian posLtive definLte (a.e.w), mxm 
",,\' 

then the Toeplitz operator T~ admits reduction relative ta any basis in 

2+ 
Hrnxm (R) • 

Proof 

The proof_cOnsists of two steps; lin the firet we show that T~ 

must be a positive definite operator, second, by lemma 7, pant.r the result follows. 

Let us now prove that T~ i5 Lndeed a positive definite operator on 

H2+ () R . 
rnxm 

00 

Definition: A Toeplitz operator TIjJ' ljJ E: Lmxm (R), is said to be positive 

definite if 

for every 

Tra < x, TtjJ [x] > '" Tra < T~ [x), x > >: E: > 0 

X E: H2+ (R). 
mxm . 

Now if ljJ is Hermitian positive definite then 

00 00 

J * f Tra < x, Tq; [x] > Tra ~ I/J x dW Tra x 

Pl _00 -00 

éo 

J 
m 

* 7 E ~k I/J ~~ dw 

_00 k=l 

where ~k is the kth column of the matrix x 

(5.2) 

* * tjJ x dw 
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00 

l 
m 

* Tra < x, TrjJ [x] > ~ L ~k ( JW) À • (I/!(jw)} '~k (jw) dW 
k==1 m~n 

_00 

~ 
~ ess inf À . (I/!(jw) ) Il x Il 2+ m~n 

w H ' 
mxm 

> 0 

Where the last step stems directly from the hypothesis, we conclude that 

Toeplitz operators constructed in the above way must be positive definite. 

We can now see that, if {p } is the chain of projections 
n 

generated by sorne orthonormal basis {~kI} C H2+ (R) 
mxrn 

, 

Tra < P T,1o P (x], P [x] > 
n 'f' n n Tra < T'I/J Pn (x] 1 Pn (x] > 

> ess inf À. (ip(Jw») Il p x II~ 
W mln n 

> a 

Then·by lemma 7 of part I, Tip adroits reduction ta the basis 

{~kI}. Since{~kI}'is arbitrary, TI/J admits reduction relative to any basis 

We now come ta the main result of this section. 

Theorem 9 

Consider the equation 

where K € L2 (R) mxm 

a.e.w. 

(5.1) 

n L
oo 

(R), [I + K] is Hermitian positive definite mxm 

he sorne basis in H2+ (R), and define the projectors 
mxm 
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n n 
p [x] 2 l cp )}m 

n 
k=O 

CPk < x, CPkI > 
k=O 

cfJk {(x 9, , r ' k R"r=l 

x E: H2+ (R) 
mxm 

Let G be the solution of the equation 
n 

G + P [K P (G ]] -p [K] 
n n n n n 

finally, let W be the isometric mapping which takes P H2+ into 
n mxm 

(5.3) 

",n+l 
~ , the space of aIl (l+n) - Tuples constant matrices with complex 

mxm 

entries equipped with the norm 

n 

2 
i=O 

* Tra [A. B.l 
1. 1. 

in accordance wi th the formula 

Then t 

= 

i) G • G as n .... 0) n 

ii) I/G-GII
2 

~C 
n H 

Il (I - P) [G] Il 2 
n H 

C > 0 

mxm mxm 

iii) Under the mapping W the reduced operator equation i5 

representable in ~n+l by the block matrix equation 
mxm 

= 'A 

where A '" -W IP [K] J 
n 

W [G ] 
n 

J 

(5.3b) 



1 
" 

( 

n 

Tn Im(n+l) x m(n+1) + ,{ <K t/lk , t/ll > "j=O 

and T is a positive defïnite Block matrix. 
n 

The outlines of the proof of this theorem is identical to its 
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scalar counterpart, and will not be repeated. Theorem 9 is the maln result 

in this section. It main tains that the solutions of the reduced 

equation (5.3) converge in the mean square sense to the spectral factor 

G. Moreover, the approximating solutions G may be obtained directly by 
n 

solving a positive definite set of Ilnear matrix equations (5.3b). The 

next lemma, 9, simplifies the problem furthermore. It shows that if 

we take the b~~s to be the Laguerre orthonormal functions in H
2 

(R) , 
~\ mxm 

we come up with a Toeplitz set of linear matrix equations as 

weIl as a surprisingly simple explicit construction of the black matrix 
Co 

T in terms of the Laguerre coefficients {A }. 
n n 

Lenuna 9 

Let G, G , and T be as in theorem 9. If {$kI} is the Laguerre 
n n 

orthonormal basis, then T is a block Toeplitz matrix. 
n 

Proof of lemma 

Since k(jw) E L
2 

(R), it can be expanded in the form 
mxm 

but 

K(jw) .. 00 1 . 19.. * 1 
~ (~) 
L AR. rrr (jw+ll jW+l + A9. lit 
9.=0 

R. 
l (jW-I) 

jw+l jW+l 

'R. 
!. - l (:jW-I) 
2 jw+l 

R.+l 
t~~-ll) J 

JW+ 

1 '1 R. - (~) 
(jw-l) JW-l 

(5.4) 

~ l ['!" _ Il' 1 
2 JI. 9..+1 

(5.5) 



. 
{ 

( 

. 1 ~ 1 
1 (~w+) .:. 

jw-1 ]w-1 2 

.' l ~+l 
[(~) 
. Jw-l 

Upon substituting the relations (5.5) and (5.6) into (5.4), we get 

<X> 
l * + l 1 

K(jW) 
2 (A

O 
+ AO) 2 (A~ - AQ.'_l) 'l'R. 

~=1 

<X> 

l 1 * * + 2 (AR. - AR._1) 'l'_Q, 
2.=1 

00 

l BQ, 'l'JI, 
9..-00 

with 

Consider again equation (5.4) and substitute K{jw) by the r.h.~. of 

(5.7) 

Then 

n 
L go ,+ P 
R.=O ,.t:.,n n 

00 

[( l 'l' B) 
. s s 

s= 

n 

L 9 r,n <Pr 1 
r=0 

splitting (5.9) and using the relation 

we come up with 

n 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

90 + L B 9 =--A 
.f"D R,-r r, n JI, 

(5.10) 
rosa 1. ::II 0, l, •.. n 
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rewriting (5.10) in a compact Block matrix equation, we have 

-A 

wl'Iere 

A 

g -- -

BI 
T 

n B
2 

B n 

l + BQ 

BI 

B 
n-l 

... , Al 
n 

column (g , 9 1 ••• , q ) 
0.0 -J,n /f,n 

* B 
n 

* BI , 

(5.11) 

l + BQ 

l + Bo 

i.e. The reduced equation i5 rnelted down to a Toeplitz set of linear 

matrix equations, and the matrix T i5 given explicitly by (5.8) 
n 

and (5.U). 

1 
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Next, we provide an estimate for the speed of decay of the error 

by théorem 10 and its corollary. Here again they are stated without 

proof as they follow directly from their scalar mates. See part l. 

Define the space cP (Tl ta he the space af p times continuous­
mxm 

ly differentiable matrix valued functions on the unit circle, and the 

mapping V by 

v f(x) = = 
ie 

f(l+e. ) 
1 l.9 -e 

.. 

L_ 



We can now der~ve an esti~~e of the speed of conergence of G 
n 

to G 

when thé reduction method is applied with respect to the Laguerre basis 

in H2+ (R). 
mxm 

Theorem 10 

Let G and G be as in theorem 9. However, assume, in add~tion, 
n 

G satisfies the following smoothness conditions, 

1) v [(l+jw) G (jw) 1 E: cP (T) 
mxm 

2) 
(p) i6 . 

FC (e ) sat~sf~es the Lipschitz' condition 

for sorne o <et:S;;;l c>o 

1
2 * and A '" Tra (A A ) 
E 

Then 

1/ G - G Il < constant 
n H2+ (R) p+et-t 

N 
mxm 

Corollary 10.1 

If G(s) is analytic in an open right half plane including the 

jw-axis, then there exist constants c < 0 and 0 < a < 1 such that 

Il G - G Il <; C an 
n 

The above corollary indicates that the approximation error 

decays, in the average, exponentially'with the degree of approximation, 

which is a fair1y fast convergence rate. 

104 



( 

VI. THE ALGORITHM AND THE COMPUTATIONAL ASPECTS 

In the previous sections we applied the reduction method ta 

obtain a sequence of approximating functions G 
n 

G. 
n 

n 

L gk,n ~k 
R=O 

and showed that the matrix coefficients {gk }n satisfy a Toeplitz set 
,n k=O 

of linear matrix equations, namely 

= A (6.1) 

where A 

00 

< K(jW), <Pt > K(JW) - l (~W+l) f
. . 2, 

..rIT (jw-l) JW-l 
d W 

T
n 

turns out ta be a positive Toeplitz matrix WK_
j 
}~, j=O where Ek are 

related to the coefficients ~'S by the simple relationship 
• 

= 
l 'ft 

l + 2.rn <AO + AO) 

l 
2.fff (~- '\-1) 

In_other words ' the problem of factorization iS reduced to salving a 

Toeplitz set of linear matrix equations. Fortunate1y, there has been 

a great deal of interest in developing fast algorithms for the factor-

ization and inversion of Block Toeplitz matrices in the last few years. 
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The pioneer work in th~s context is due, to Akaike [llJ, and Morf (9) 

and Rissanen [10] who where able to show that the Cholesky decomposition 

of an nxn block Toeplitz matrix requires only of order of 0 (n 
2 

m 
3

) 

3 3 operations compared to 0 (n m ) for the general matrix case. An ela-

borate discussion and generalizat~on with applications have recently 

been carried out by Kailath et al [8]. Here we choose.J-0 illustrate the 

methùd using the matrix form of the Levinson's recursive fo~ula for 

solutions of Toepl~tz set of 1inear equations [Ill. The Akaike formula 

[11] gives directly the approximating solution 

= column [gO,n+l' gl,n+l' .•. gn+1, n+l J 

in terms of the old approximating solution 

col [go ' g1 ,- •.. , 9 ], ,n ,n n,n 

without reso1ving the system of equations (6.1) for n+1, thus enables 

us to monitor the change of the approximating solutions as n increases. 

Another surprising observation is that, under the normal 

assumption that the resolvent R(S,A) of the operatar A in (2.1) is 'd' 

analytic in the closed right half plane ~~ the approximate feedback gains 

]!( converge ta the optimal feedback gain I< = PB faster than the 
n 

approximate spectral factors G converge to G. 
n 

This phenomenon may be explained roughly as follows~ 

Denote by 8 the first term under the integrai (2.5), namely 

e = 

The integral (2.5) can then be written as 
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f 

~ 
0 

1 

00 ' '-~';. 'I 

l 
00 

K e dw + I 6_ i g2, 
...e=O _00 

whe~e e_ i is the ith coefficient of e w.r.t. {~~} and gi is the ith 

Laguerre coefficient of G. Using an argument s~mi1ar to that used in 

the proof of t~eorem 8, part I, it can be shown that the coefficients 

e_
i 

decays exponentia11y with i. Thus the co~fficients e_
i 

act as 1 

weighting patterns reducing further the effect of the errors arris\~, 

in approximating (I + G) il'\ generaJ.." and the truncation error of 

CI + G) in particu1ar. 

Examp1e 

Consider the stationary state estimation problem for the 

following system 

<lx A x dt + B dw (t) 

dy = C x dt + d V (t) 

where 

A = 0 -3 
0 

0 0 B 0 

l -4 0 0 0 

0 0 0 -35 .(83 

0 0 1 =12 .f2 

C = 

[: 

.5 0 ~ ~] 
fl 

0 .5 
2 

W(t) and vtt) are Wiener processes ri th incremental covariances 

Q = 
[: 1:] 

and 1 2 ,2 respectively. 

J " 

. 
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According to [14], the steady state filter may be given by 

dx A x dt + K [dy - C x dt] 

1< 
1 
27T 

co 

f -l' T T -1 T - T 
(jw - AI BQ B (-jw - A) C [I + G] dw 

where [I + G ] satisfies the canonica1 factor1zat10n 

-1 
-1 T T -1 CT] [I + C (-jw - A) BQ B. (jw - A ) 

+ 
[I + G ] [I + G l 

We applied the method proposed in this paper with respect to the 

Laguerre ba5is 

2 1 ( s-4) 
~ 

~9. (s) = 
,j 

.. TI 5+4 5+4 
JI 

we come up with the fo11owing numerlca1 resu1ts 

2.5 4.3301 

1.0 1. 7321 
1< 

-Il. 258 6.5 

-1.7321 1.0 

108 

The spectral factor is approximated using on1y one term of the Laguerre 

expansion 

2.5357 4.3920 

1.0089 1. 7475 -K = 
-11.432 

1 
6.6004 

-1. 7593 P 1".0157 

MaXimum error ~ 1. 6% 

il 



( 

The spectral factor is approximated using two terms of the Laguerre 

expansion 

2.5040 

1. 0010 

-11.274 

4.3370 

• 
.1. 7338 

6.5093 

-1.7346 1.0015 

Maximum error ..;; .15%. 
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VII. DISCUSSION AND CONCLUSION 

The paper has addressed the factarizat~an problern in the Hardy 

P 
H spaces of rnatrix valued functions. The classical Gohberg and Krein 

factorization is re-exarnined with~n the frarnework.developed here. The 

relation between the outer factorization and the canonical factorization 

has also been investigated. We developed a fast algorithm for implement~ng 

the spectral factorization, particularly suitable for the control and 

filter~ng applications. In part III of th~s study, see [37], we have 

generalized the Davis and Barry formula (2.5) to caver a wider range of 

control problerns. The results for the discrete tirne case, together with 

other applications as rational functions and positive polynomial factor-

ization, can be found as well in [37]. A surnmary af our results ~n the 

discrete time case i5 given in the Appendix A. A relatively close step 

along this line of thought has been attempted by Jonckeer and Silverman 

[32], who studied the analytic fact.orization and its connection with the 

Toeplitz operators, but only for the rational funct~ons on the unit 
'.\ 

circle. Application of our results to distribute pararneter systems is 

currently being investigated and will be reported elsewhere. 
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APPENDIX A 

Consider the stationary filtering mode1 given by 

x (k + 1) A:r: (k) + B U (k) 

(A.l) 

C:r: (k) + V (k) E {V(k) V(J)} = l Ô
kJ 

Assume the systel1l) i5 minimal and A is stable, then the optimal linear 

state estimator is given in the steady state by the Kalman filter 

~ (k + 1) A x (k) + K [y (k) - C Ë (k)] (A.2) 

K = A P cT (1 + C P CT)-l is the Kalman gain matrix, and P sati5fies 

the Riccati equation 

P = A P AT - A P CT (1 + C P CT) -1 C P AT + B Q BT 

Again here the solution of the Riccati equation can be avo1ded by using 

the formula [1] 

K = l 
2'ITj f 

1 zl =1 

(Z l - Al -1 B Q BT ~Z -1 l -!.:. AT) -1 CT (1 + GO (Z')] 

d 
-1 

Z W (A.3) 

where W and GO(Z) satisfy the factorization 

= 

Hl -1 T . 6 1 
l + C (1 e - Al B Q B (I e-l. _ AT) - CT 

(A.4) 

= [1 + G~ teie)]-l W [I + Go (ei8 )J-1 

il 
0, and [1 + Go (ZU anqlytic inside the unit pircle. 

p 
The formulation of the factorization (A.41 in the Hardy H (T) 

l..~ 

spaces is a well established result, e. g • .[17, 18 and 27]. Most of the 
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results in the continuous time case can be developed here also with even 

simpler proofs. SA ta avo~d cumbersome repatition we shall only bring 

up the summary of the results for the d~screte time case. In the first 

place, it is not difficult to see that if K (e ie ) E L2 (T) n LOO (T) 
mxm ' mxm 

Then [1 + Go(Z)] satisfy the Toeplitz equat~on 

w (A.5) 

WJ.th K positive definJ.te,· the Toeplitz operator T
K 

is positive definite, 

and adroits reduction relative to any basis in H
2

+ (T). By applying the 
mxm 

{ 
,k 00 

reduction method w.r.t. the natural basis Z }k=O' a sequence of approxi-

~ating functions {Gn } can be generated 

G (Z) 
n = 

n Q, Ll gt,n Z 
(A.6) 

As in the continuous time case, {gi,n }~=l turn to satisfy a Toeplitz set 

of linear equations 

(A.7) 

2 = column [g, ' g2 ' 
... , g J, 

,n ,n n,n \ 

h = column [hl' h
2

, ••• 1 h ] 
n 

where ~ is the kth tourier coefficient of K(e
iS

) 

hO h
T 

h
T 

h
T 

l 2 n 

hl hO hT 
l 

T = 
n h

2 hl 

h hl hO n 
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Finally the Akaike-Levinson algorithm may be used ta solve 

(A.7) exactly as we explained with contiI;lUouS time case'. The approximate 

colution (A.6) is then substi~uted ~n lA.4) to find the Kalman gain. 

With a proof similar to that of theorem (7, part 1), but much simpler, 

we ma~ntain that, ~f (I + GO' is analytic in the closed unit disk, 

then Gn converge to GO expanentially. 
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APPENDIX B 

Lenuna 7 

00 

Let If be a matrix valued function E: L (R), define the 
IlIXIII 

1J 
operators T~ and T~ as in (4.4) and (4.5) respectively, then 

i) If T'Y (T~) is invertible then 'Y-1 
E: L::m (R) 

H) 1J 
Suppose If is positive definite (a.e.w.) then T'Y (Tif) is invertible. 

Proof: 

We first introduce the two operators V and U as follows 

g(eie ) 
iw-l 

V = g(jW+l) (B .1) 

l.W-1 

g(;ie) l g(jw+l ) 
U = .riT jW+l 

(B.2) 

It i5 not difficul t to conceive that V i5 an
c 

i50metric operator from 

L:R. (T) onta L:R. (R), and U is aiso isometric operator taking H:t (T') 

2+ 
onto Hmxt (R) • 

\) 
Consider now the Toeplitz operator T'Y' the operator 

0-
1 T~ 0 (g) = ~ (g), g e: H;:l (T), is a Toeplitz operator, where 

Clear1y T~ is invertible iff ~ is invertible, then the above lemma 

fo1lows direct1y fram exactly simi1ar statements on Toeplitz operators 

( 
• 2'+ 

on Hmxl(T), (see e.g.) [lB], (Corollary 2.7 and theorem 2.8) • 

L 
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Lemma 8 

Suppose that l + K , K (jW) E L 
2 

(R) n Loo (R), adroits the 
mxm mxm 

outer factorization (4.23). Then the necessary and sufficient conditions 

for TI~~ to be invertible 15 that there exists a matrix valued function 

B (S) E: H
en 

(R), 5uch that B-
l 

(S) E: Hoo+ (R), and 
mxm mxm 

Il B - (1 + U) Il < 1 
00 

where 

Il A Il = en 
ess sup max 

W J 
(À. (A A *) ); 

J 

(B.3) 

The proof relies on the following :r:;e5ult of Rab1ndranathan which states 

that if U i5 a uni tary function E: L:
m 

(T), then Tu is invertible on H:;l (T) 

iff there .exl.sts a B E Hoo+ (T) such -t;hat B -1 (S) e: Hoo+ (T) and 
nuan mxm 

Il U - B 1100 < 1. 

By the argument used in the proof of lemma B, one can see that the Rabin­

dranathan lemma is applicable also ta the Toeplitz operators on H;;l (R) • 

Now suppose that T
1
+

K 
is invertible, then T

1
+

U 
must be invertible. Then 

it follows from the above argument and the Rabindranathan lemma that 

00+ 
H (R) and such tha t 

mxm\. 
B-1.(S) E H:U<RJ and Il B - (I + U) lien < l \ 

\ ---~-

there must be a matrix valued function B (S) E: 

\ 
00+ ' 

Conversely, suppose that there exists a function B(S) E H (R) such that 
mxm 

conditl.on (B.3) is fulfilled. Then again from the Rabindranathan lemma 

and the above argument the operator TI+U must be invertible. But 
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Tr +K == TI +U ' TI +
K2 

and TI+K
2 

is invertible, so we conclude that TI +K 

must be invertible. Q.E.D. 

(1 

( 
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A FACTORIZATION ALGORITHM WITH APPLICATIONS 

TO THE LlNEAR FILTERING 

AND CONTROL PROBLEMS; APPLICATIONS 

PART III 

(. ' 



1. INTRODUCTION 

This short paper proceeds to the same objective of part l & 

1 

part II of this study; name1y, the objective of developing fast algorithms 

for spectral factorization of functions with application to sorne control 

and systems problems. 

In the preceeding parts we have addressed the factorization of 
, p 

functions in the Hardy H spaces. In particular it is established that if 

l + K(jw), K (jw)S L
2 

(R) n LOO (R) is positive def~nite Hermit~an, it 
ltIXIII rruan 

admits the factorization 

[ l + K ] -1 = [ l + G 1 [ l + G 1 * 

where 

2 n H
oo 

• G e: H (R) mxm mxm (R) 

• [1 + G] -1 e: H:xm (R) 

A sequence {G } of approximate spectral factors is sought in the form 
n {, ,\,_ 

G (jw) n 

n 
= ~ go ~9.. (jw) 

9..=0 ~,n 

\ 

where {~9..} is the Laguerre orthonormal basis in H
2

(R) 

l 
jw+P 

( jw-p) 9.. 
jw+P 

p>o 

(l.I) 

(1. 2) 

It 1s shown that such sequence may be generated by sOlving the following 

Toeplitz set of linear matrix equations using, say, the ~aike-Levinson 

algorithm [2] 
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-A 
(1. 3) 

where 

A~ ~ < K(JW), ~~ > 

and 

l 
;:: I + 2 fPrr 

1 

E =:13' -1 i 

Applications of this method to the linear quadratic control and 

i to the filtering problems have been demonstrated in [1] land (2] respectively. 

Here we shall expand the scope of this approximation method to cover a 

wider class of systems and control problems. In section 2 we generalize the 

Davis and Barry [3] integral formula for the optimal feedback gain in the 

LQR problem. The new setting not only covers a wider c~ass of cost functions 

but also overcomes the difficulty of treating unstable systems. The new 

formula, which utilizes a factorization of type (1.1), together with the 

proposed method of spectral factorization, provides a fast and efficient 

way for solving many LQR problems. The new formula alse enables us te pre-

scale the eigenvalues of the system in such a way that accelerates the con-

vergence of our algorithm. 
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In network synthesis, implementlng the factorlzatlon (1.1) 

directly by the red~tlon method may not be appreciated since the rational 

structure of the spectral factor lS destroyed. Nevertheless, ln section 

3 we shall show that our approxlmation method lS still applicable in this 

case as well by employing an elegant trick to restore the rational struc-

ture of the spectral factors. Our approach proceeds by reducing the 

factorization problem to the solution"of a quadratic matrix equation in 

a similar way as ln [12]. Such quadratic matrlx equation is transformed 

in turn to an lntegral formula lnvolving another factorizatlon WhlCh lS 

performed using our method. 

The discrete time case has been considered on section 4. A 

similar integral formula for the optimal feedback gain i5 derived. The 

new formula, as its continuous time mate, overcomes the difficulty in 

treating unstable systems, and provide a means of prescaling the eigen 

values of the system in such a way to accelerate the convergence of the 

approximation method. We have ~lso given a summary of our results in the 

discrete time case together with ~y other interesting properties. 

The potentialities of oUr approach are demonstrated once more 

in section 5 where we provide a fast algorithm for the factorization of 

positive polynomials. Finally, our results are illustrated by an 

example. 

( 

( 
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II. AN INTEGRAL REPRESENTATION OF 

THE OPTIMAL FEEDBACK GAIN 

We shall generalize the formula of Davis et aJ,t [3,4 & 5] for 
" 
~ 

the optimal feedback gain. The new setting not only covers a wider class 

of cost functtons but overcomes the difficulty in treating uns table 

systems [5], or systems with poles on the imaginary axes. The new 

formula provides also a means for prescaling the eigenvalues of the system 
"\ 

in such a way that accelerates the convergence of the numerical method 

proposed by the author [l,2} for the L~problems. 

Consider the finite dimensional continuous time linear system 

. 
x = Ax+Bu (2.1) 

where (A,B) is controllabler x (t) E R
nx1

, and ~(t) E Rmx1 • 

Let the cost function be' 

1· 00 

V = l {pT(t) O(t) + 2 ~T(t) J 0 (t) + xT(t) Q ~(t)} dt (2.2) 

o 

and assume that-

<p (jw) = l + B' (-jWI - A,)-lQ(jWI - A)-l B 

+ J' (jWI - A)-lB + B' (-jWI - A,)-l J (2.3) 

is positive semi definite. By weIL known results [6-10], The optimal 

control which minimizes (2.2) subject to (2.1) i5 given by 

o (t) = - (B' P + J') ~ (t) (2.4) 

where P is the 50 called stablizing solution of the ARE 

P A + A' P - [PB + J] [PB + JI + Q = 0 (2.5) 

( 

_ ,c.. 
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One advantage of the above min~mization problem is that it is 

~nvariant under feedback in the sense that a feedback of the form 

U (t) L ~ (t) + ~ (t) 

transforms the data (A,B,J,Q) inta (A + BL, B, L' + J, L'L + JL + L'J' 

+ Q). It has been recognized in several papers [6) - [10) that this trans-

formation dces not change the problem. By the controllability assumpt~on, 

it is always possible ta stabilize the system. Hence, there 15 no 10ss 

of generality in assuming that the system has already been prestabilized 

by a suitable feedback. Thu5, throughout the paper we shall assume that 

A is strictly stable. 

Willems [6] and others [9] & [12] showed that the above minimiza-

tion problem i5 closely related to the factorization of ~(s) in the form 

</>(5) = W' (-S) W(S) (2.7) 

-1 . 
with W(s) and W (s) ana1ytic in the R.H.P. In fact, it turns ~ut that 

W(S) 
-l' 

l + lC (SI - A) B 

l - lC (SI - A + B lC) -lB 

where lC = st P + J' is the optimal feedback gain. 

The following lemma gives the inverse relation of (2.8), i.e., the 

optimal gain in terms of the spectral factor W(S). 

Lemma 1 

The feedback. gain J.<: 

(2.8) 

(2.9) 



-
{ 

( 

1 
21Tj 

f (SI + A-:) -1 Q (SI - A) -1 B W-1 (S) d s 

r 

+ 2;j J (SI + Af)-l J W-
1 

(S) d s 

r 

where r is a closed rectifiable contour enc10sing a(-A }. 

Proof: 

The ARE (5) can be written as 

-p (SI - A) + (SI + ;J.) P - K' K + Q = 0 

-1 
mu1tip1ying (10) from the right by (SI - A) B we set 

-P B + (SI + A') P (SI - A)-l B - K f K (SI - A)-l B 

+ Q (SI - A)-l B = 0 

using the relations 

P B = K' - J 

and --
-1 

l + K (SI - A) B W (5) 

we have 

+ Q (SI - A)-l B w- l (S) = 0 

finallY multiplying by (SI + A,)-l from the left 

+ (SI + At)-l Q tSI - A)-l B w- l (S) = 0 

Now~tegrating (12) over a c10sed rectifiable contour r enclosing 
~ ! 

"'-,,- ",,/ 
-..".. ",,)r , 
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(2.9) 

'2.10) 

(2.11) 

(2.12) 
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cr (_At) and using the re1at~on (e.g. [31], pp. 225). 

1 
J 

' -1 l 
21Tj 

(SI + A) d s 

r 

and 
~, 

1 l -1 
(SI - Al d s = 0 

21Tj 
r 

if the spectrum of A is not enc10sed by r , we come up with (9) • Q.E.D. 

The difficu1ty of treating uns table systems is overcome here 

very srnooth1y by simply prestabilizing the system by a suitable feedback. 

In this case our results are ~impler than the treatment proposed by Davis 

in [5]. It has been noticed that the convergence of the a1gorithrn 

proposed by the author in [1,2] ta evaluate the feedback gainK cou1d 
1 

be quite slow if applied to systems having poles close to the jw-axis or 

having their poles scattered over a large region in the complex plan. 

These problems are a1so tackled down here by chosen a proper pre5caling 
,,/ 

feedback which reallocates ~e-poles of the system in such a way to 

of'fhe algorithm, for example, if the pre-

to ~ccurnulate aIl the poles at one point on the 

accelerate the convergence 

sca1ing feedback i5 chosen 

'1 
negative real axis of the complex pl~e, then the above formula may be 

evaluated using only (n-l) terms of the Laguerre expansion as explained in 

the introduction. 
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,111. FACTORIZATION OF RATIONAL MATRICES 

The problem of giving a spectral factorization of a class of 

real rational matrices arising in Wiener-Hopf problems and network 

syQthesis is tackled via the integral formula derived in the previous 

section. 

Suppose there ~s given a real rational matrix ~(S) with the 

properties 

4>(S) = <P' (-5) = Z (S) + Z' (-5) + R ( 3.1) 

cp(jw) ~ 0 li real w (3.2) 

The representation in the r.h.s. of (3.1) can always be ~mple-

mented via partial fraction expansion or ~(s), and such that Z(S) is 

analytic in Real (8) > O. \ 
A real rational matrix W(S) is sought which satisfies 

<I>(S) = W' (-S) W(S) (3.3) 

and is analytic in the O.R.H.P. and possesses an analytic inverse there. 

The techniques of performing such factorization of rational 

matrices are legion (1] - (12]. A thorough examination of this case has 

appeared in [13]. The majority of these techniques, including those of 

[14J - [18], relyon frequency domain manipulations in which the'problem 

of factoring a matrix of real rational functions is reduced to factoring 

• 
an even polynomial or a self-inversive polynomial. If the factorization 

(3.3) is needed in other contexts than the filtering and control problems, 

Anderson et al suggested to reduce the factorization problem to the solution 

of a continuous [12] or a discrete type [Il] matrix Riccati equation. 

( Our approach here is quite ~imil~r ta the one adapted by Anderson in [12], 



( 

except that the solution of the Riccati equation 1S avoided by uti11zing 

the integral formula derived in the previous section and the approximate 

factori~ation method proposed by the author in [1,2]-. 

W1thOut 10S5 of generality, we shall consider the case when 

~(~) = R > 0_ If ~ (00) 1S s~ngular, a procedure t~ reduce this case to 

factoring a <P (S) with det <P (00) '* 0 can be found ih [12L 
r r 

The algor1thm proceeds as follows 

1) Factorize R ::c N'N, N' =: N 

2) Find a minimal realization (A,B, J') for the transfer function 

<Pl (5) 
-1 -1 -1 J . -L 

- N cp (5) N = J' (SI - A) B + B' (-SI - A') J + l 

132 

(3.4) 

Comparing <Pl(jW) with (2.3), we easily rea11ze the similarity of this 

factorizftion problem with the minimization problem dealt with in the pre­

vious seètion (with Q = 0). Aèèordingly the solution to the factorization 

problem may he given by 

-1 
W

l 
(5) == l + I< (SI-A) B 

:K = B' P +, J' 

and P is the stabilizing solution 'of the ARE (2.5), with Q == o. 

We shall now apply our method to avoi? the solution of the A.R.E. 

(2.5) • 

Assume further, only for the moment, that the strict inequality 
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in (3.2) halds. Mor~over, let Zoes) has no pales on the jw-axis. 

Hence, ~l (jw) admits the factor1zation (1.1). We can now proceed as 

followS' 

4) Apply the reduction method, as explained in [2] and summarized in the 

"-1 
introduction, to abtain an approximate spectral (W i (S)]. 

5) Pind the optimal gainE uS1ng the integral formula (2.9) (w1th Q 0). 

Namely 

K 
1 

2TTj J 
r 

6) Restore the rational structure of the spectral factor W (S) using 

the formula 

W (S) = (1 +; (SI - A)-l B) N 

If Z(S) has some jw-axis poles and/or det ~(jw) vanishes at sorne isalated 

points, say ~l' ~2' ••• , ~x' one can still perforre the factorization (3.3) 

by considering 1nstead the factorization of the matrix function 

$2 (S) = A' (S) ~l (8) A (s) 

where A CS) = l - KI (SI - A + B KI) B, 

and K, is chosen such that (A - B KI) possasses eigen values at ~l' ~2' 

and ;x' Clearly then ~2 lS)_ ls positive definite and bounded and can be 

factared as befora to say, 

Then the required spectral factor W (5) is obtained via the formula 
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IV. AN INTEGRAL REPRESENTATION OF THE 

OPTIMAL FEEDBACK GAIN 

(Discrete-Time Case) 

The dl.screte version of the ~ntegra1 formula (2.9) w1l1 be 
1 

derived. Unlike the integra1 fonnu1a of Davis and Dickinson [4], the 

one derived here covers a wider range of control problems, includl.ng 

unstab1e systems. 

We consider the prob1em of g~ ving a stable feedback which 

minimizes the cost function 

co 

V(U} = I * * x (t) Q x (t) + 2 x (t) J U (t) + U' (t) R U' (t) 
1 t=O 

(4.1) 

subj~ct to the dynamical c~nstraint 

x (t+l) = A ~ (t) + B !! (t) (4.2) 

and (A,B) is a controllable pair. 

By the invariance property of this problem under feedback [20] - [22], 

there will be no loss of generality l.n assuming that 1 Àj (A) 1 < 1 

j = 1,2, ••• dim (x). 

It has been estab1ishe~ [20,21] that the solution of th\s problem 

is associated with the factorization of the matrix function 

A') -1 Q (ZI _ A) -1 B 

+ B' CZ-1 l - A,)-l J + J' (ZI - A}-l B + 

( 
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In the form 

-1 
~ CZ) = w' (Z ) D W (Z) o 0 

(4.4) 

Where Wo(Z) is analytic and possesses an analytic inverse in 1 Z 1> 1. 

D ~s a normalizing constant such that Wo (00) I. If <P(Z) ~ 0 

v 1 z 1 = l, and D > 0 , 

then the control law is gaverned by 

U ( t) =-l( x Ct) 

1(= (R + 8' P B) -1 (J + A· P E)' (4.5) 

and P is the real symmetric solution of the ARE 

.,. -1 
P = A' PA - [J + A P BJ (R + B' P 8) [J + A' P 8J' + Q (4.6) 

Furthermore, the factorization (4.4) is given explicitly by 9 

D = (R + B' P B) 

• Wo (Z) ::: l + K (ZI - A) -1 B 

we sha11 naw use the above results to derive an exp1icit integra1 formula 

for the optimal gain K in terms of the spectral factors of tP (Z) • 

Lemma 2 

The optimal gain is given by 

K = ;;j J 
Izl=1 

+ 2!j 0-1 I (W~ (Z-l)] -1 B', <-Z-1 - AT) -1 Q (ZI _ Al- 1 

Izl"'l 
d Z 

(4.7) 
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" 
Proof: 

Consider the A.R.E. (4.5), let us write it in the fonu 

P = A' P A - 1< 01< + Q (4.8) 

-1 Adding Z P A ta bath sides of (4.8), we get 

P z-1 (ZI- A) = -(Z-lI_ A') P A - X' OK + Q (4.9) 

multiplying (4.9) by B' (Z-11_ A,)-1 on~the left and using the relations 

B' P A = D K - J' 

l + B' (Z-lI_ A,)-l X', we come up with 

-1 -1 
+B' (Z I-A') Q (4.10) 

-1 -1 
Again multiplying on the left by [Wà (Z )] and on the right by 

Z (ZI - A)-l 

- OK (ZI - A)-l Z + [WC (Z-l)]-l B' (Z-l l _ K )-1 Q (ZI - A)-l Z 

(4.11) 

I~egrating bath sides of (4.11) over the unit circle, the le ft handside 

will be zero since it is analytic inside the unit circle. SA we get 

OK"" 2!j f [WO tz-1)]-1 J' (ZI - A)-l d Z 

Izl~l 

l J +--
2~j 

Izl=l 
Q.E.O. 
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The preceding treatment, as in the continuous time case, covers 

as weIl the open loop unstable case, simply by applying a suitable 

prestabilizing feedback: The problem of factorizing a given discrete 

rational matrix function will aiso be dealt with using the same procedure 

of the continuous time case, except for few obvious changes. 

The factorization (4.4) in the Hardy HP(T) spaces, unlike the 

continuous time case, is a well established result [23] - [27]. The 

special case when ~(Z) is a rational function of Z ha~ been considered 

recently by Jankheere and Silverman [19]. Moreover, most of our resu1ts 

in the continous time case can be deve10ped here with even s~mpler proofs. 

50 to avoid cumbersome repetitions we shall bring up the summary of the 

, resui ts for the discrete time case. 

In the first place, it is not d~fficult to see that if 

cp (Z) e: L~ (T) n Loo (T),. then w 0 (Z); = _ [1 + GO (Z)] -1 satisfies the 

Toeplitz equation 

D (4.12) 

With ~(Z) positive definite, the Toeplitz operator Tep i5 positive 

definite [24], and hence adroits reduction relative to any basis in ,~ 

H2 (T), (see e.g. [27], Theorem 2.1). By applying the reduction method 
mxm 

-.Q. 00 e-w.r.t. the natural basis [Z ]R.,=o' a sequence of approximating functions 

can he generated in the form 

(4.13) 



\ 

D 
n 

n 

L gA hi 
Q,=o L,n 

9 = l o,n 

As in the con tin uous time <?ase, {go } turns out ta be a ,(..,n 

Toepli tz set of l~near equations Q,=l 

= 

T 9 
n -

-h 

colurnn [g).n' g2 1 ••• , 9 1 , , n n,n 

{ -9.}OJ 
where h9. is the 9.th Fourier coefficient of ~ (z), w. r. t. Z 9.=0' 

T 
n 

and Il' > O. 
n 

h 
n 

h' 
n-l 

h' 
1 

R 

(4.14) 

Finally, the Akaike-Levinson algorithm may be used ta solve (4.14) 

exact1y as we explained in the continuous tirne case [2]. The approxirnate 

solution G
n 

(Z) i5 then substituted i9 the integral formula (4.7) to find 

the opt~al feedback gain.~th a proof sirnilar ta that of theorem 7, Part 

138 

I., but rnuch simpler, we maintain that, if [I +' G~ (Z -1)] is analytic in some 

open _desk containing the un.;i.. t circle, cheD: ~ converges to lit exponentially. 

The resul t in the discrete tirne case i5 more interesting than the 

continuOU5 time- from the computation point of view. Consider the integral 
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formula (4.7) and let us substitute 

n 
::: l + L g' Z'i 

9.,=1 '1:,n 
(4.15) 

inta it ta qet 

D 1< ::: 
1 

21Tj 

+ _1 f 
21Tj 

f n 9., -1 
(I + l go Z) J' (ZI - A) d z 

9.,=1 L,n 

n 
[I + l 

t=l 

9., -1 -1 -1 
g' Z] B' (Z - A') Q (ZI - A) d z t,n 

After sorne manipulation the in tegral turns out to be 

where 

D-1 {I B' + 
n 0 

n 
l g B' I } 
9.,=1 J!"n t 

(4.16) 

Ii = f (Z-lI - AI)-l Q (ZI - A)-1 zR, d z (4.17) 

(lzl=1 i = 0,1,2, ... 

the integra1 ~",17) can be evaluated very efficiently using the FFT or 
} 

the Astrom a1gorithm described in (28]. 

It should be noticed thatthe~integ;als (I9.,) are exact1y those 

needed to evaluate-the coefficients {hi} in the Toeplitz equation (4.14), 

namely 

:0; B' l B + .J' A
i - 1 

B 
9., 

t = 1,2,3, ... n 

A final remark. here is that one can always make the alqorithm /.to converge 

efficiently fast by applying a prescaling feedback shrinking the poles of 

the system sufficiently inside the uni.t circle. 

~------------------------------~~-------------. 
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V. FACTORIZATION OF POSITIVE POLYNOMIALS 

In this section we shall discuss in brief the factorization of 

self-inversive scalar polynomials and positive polynomial matrices, and 

then the problem of rational matrix factorization. 

Consider first the self-inversive polynom~al 

P(Z) (5.1) 

Let us assume that P (Z) > 0 li 1 z 1 =1. To apply the metho~ this 

paper towards finding a polynomial WO(Z) such that 

(5.2) 

We set 

P(Z) = Co + J' (ZI - A) b + h' (Zr - A') J (5.3) 

where 

0 l 0 o 0 ... 0 0 

o 0 l 0 
A == , b == , J' = CC , Cn_l ,···, Cll 

0 1 n 

000 0 l 

Comparing (5.3) with (4.3), we can see easily the correspondence between 

the factorization prob1em (5.2) and the minimization problem discussed 

in the previous section. In particular, j,t is not difficult to ,see that 

the coefficients of the factor WoCZ} turn out ta be KI' K2 , ••• Kn' where 

:IC = [K, K ' l' ••. Kl ] n n-

\ 

! 

~ 

\ 
, J 
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, 
is just the opt1mal feedback gain (4.5). 

Inspired by the resu1ts of the previous section, we may proceed 

to find K as follows 

1) 

2) 

We seek an approxima te inverse polynomial G (Z) to the 
n 

factor Wo(Z) using the approximation method discussed before, 

name1y, 

G (Z) 
m 

(5.5) 

where {g n} are obtained by sOlving the Toeplitz equation 
m,N 

C C' o l 

C m-l 

••• C' l m-
g 

I.m 

g 
2,m 

using the fast algorithm of [29]. 
\ 
~ 

,8est!ore the coefficients of Wu (Z) 

C 
n 

o 
o 

(5.6) 

by sUbstituting G (Z) into 
m 

the integral formula (4.7), explicitly 

D 
m 

m 
L 
R.=Q 

C' 9 
i 'l,m 

K "" D-1 ..,L.1 J 
m m 21Tj 

Izl=l 

l (5.7) 

(5.!3 ) 

The 1ast integral (5.8) may be simp1ified to the following 

explicit expression 

141 
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-1 
n 

k,i,m D { L g' c }, g~.m l 
m r-i7m r r='R. 

(5.9) 

1}, = 1,2, ... , m 

n 
-1}, 

WO(Z} ::: 1 + L ki,m Z 
Q,=l 

(5.10) 

Our algorithm ,has certain computational advantage over [29] and 

[30], which depertd on Cholesky factorization of Toeplitz matnces, while 

solution of ( 5.6) can be performed directly wi th computa tional complexi ty 

2 
of at mOst 0 (m log m)!. When we turn to the rxr matrix polynomial 

r (Z) (5.11) 

with r(Z) > 0, Izl-l, a similar approach works. 

One takes A as the direct sum of r compies of the A matrix used for the 

scalar polynomial A, B as B' = [0 0 ••• Il and fl.nally, J' = [C~, ... cil. 

Even scalar pOlynomials and the corresponding matrix polynomials 

can be handled by conversion through the bi-linear transformation [12], 

[18]. Considering the problelll, of factoring a power spectrum matrix 

4>(Z} > 0, one can write obviously, <1HZ) ~s 

ljJ (Z) "" rIZ) 
P(Z} 

where P(Z) is a scalar self inversive polynomial with P(O) > 0, and 

f(Z) is a matrix of the form (5.11). One can then proceed into two ways; 

either one can factor r (Z) and P (Z) separately as described previously, 

or one can wri te 

IjJ(Z) ='R+Z(z)+z'(z-l) 

and initiate a procedure similar to the one implemented te facterize 

rational matrices in section 3. 
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t 
Examp1e 

Let r (z) = Co + C z-l + Cf Z, 
1 1 

t: 
-1 

": 1 

0 0 a 

Co 6 
& Cl = 1 -1 -.5 

.5 0 0 0 

we applied our method ta implement the factorization 

r (Z) :; (I + Ki Z) D CI + K1 Z-l) 

After only 2 iterations in the Akaike-Levenson a1gorithm, we get 

.2264919 -.2264919 -.113255 

KI = .2113245 -.2113245 .-.1056623 

-.113255 .113255 .0566275 

u 
.7886755 -.7886755 .1056623 

D :; -.7886755 5.7886755 ~~,) .3943377 

.1056623 .3943377 .9471689 

which are correct resu1ts ta with1n at least 5 decimal places. 

.. 

( . 
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VI. CONCLUSION 

The paper has discussed in brief some important applica­

tions of the spectral factorization scheme proposed in the preceding 

papers. In particular, the generalized Davis and Barry formula, 

otequipped wi th the factori'zation scheme provides a simple and fast p!:"o-

cedure for solving.roany control problems. The potentialities of our 

appraach has been further dernonstrated by presenting an algorithm for 

the spectral factarizatian of a class of rational matrices arising in 

Wiener-Hopf probleros and network synthesis. The parallel results in 

144 

the dis crete time case has been given in brief with stress on sorne cornpu­

tational aspects. Although this paper has considered the lumped parame ter 

systems only, most of the results are' directly applicable or extendd.hle 

ta the distributed parame ter systems as well, and will be reported saon 

in a separate paper. 
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CONCLUSION 

Although the LQR and the stationary filtering problems 

are considered to be well established results in systems theory, the 

Riccati equation, which indispensably appears in their solu~ion, remains 

a stumbling stone in many applications sueh as large seale systems, dis-

tributed parame ter systems', and adaptive systems. 

In this study we have introduced fast and simple algorithms 

for solving such LQR and filtering problems, without the Riccati equa-

tion, in continuous and dis crete time, and for lumped and distributed 

parame ter systems. The modi~ied ~ormula of Davis and Barry enables the 

treatment of unstable systems as'well, and provides a prescaling technique 

for the eigenvalues of the systems in suc~ a way as to accelerate the con-

vergence of the algorithm. , Moreovèr, the flexibility of the approach has 

been demonstr~~ed by providing subalgorithms 'for the faetorization of 1 

'rati~nal matrices and positive polynomials arising in other contexts than 

control. It is hoped that this approach, because of its speed and simpli-

city, will preve'te be a significant contribution in narrowing the gap 

between control the ory and control applications. 

We have presented also a nevel characterization of the fac-

torization problem in the Hardy HP spaces. A formulation sufficiently 

general to encompass practically all such engineering prOblems, lumped or 

distributed parameter. This formulation may prove to be useful, as a 

rigorous methodology, to address many related open issues in control theory, 

~-- ~--~ ~ _ ........ -'- - __ , __ 1.,." 
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e.g., the spect~al theory of the linear quadratic regulator problems in 

the continuous time case, some distributed filtering problems, Wiener-Hopf 

equations with unsummable kernels, and many othe~s. Other interesting 

and useful extensions may be initiated, for example, by constructing ,other 

1 
which preserve the Toeplitz structure, br by 

investigating those models and realizations which reduce further the com-

puta~ions of the algorithm, e.g., modeling systems in terms of polynomials 
~ ~ 

, .. ' 

in shi ft opera tors. 

Finally, it should be realized that although the formulation 

of the factorization problem is carried out in the subalgebras 
2+ ""+ 

H-nH-, 

the analysis itself is valid equally weIl, after few amendments, in the 

subalgebras HP.:!:. n H"".:!:. (l <;; P < 00) • In this éase, one ~y still develop 

the algorithm by considering the related Toeplitz equations in the Banach 

spaces instead of the Hilbert space H2 • 

'AlI in aIl, we hope that this study has not only paved the 

way towards a bettkr understanding of the factorization problem as one of 

the most vital issues in modern systems theory, but provided the control 

engineer with fast and simple algorithms for implementing some of the most 

important control schemes as well. 
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