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Characterization of blinking dynamics in quantum dot ensembles
using image correlation spectroscopy
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Quantum dots �QDs� are being increasingly applied as luminescent labels in optical studies for
biophysical and cell biological applications due to their unique spectroscopic properties. However,
their fluorescence “blinking” characteristics that follow power law statistics make it difficult to use
QDs in some quantitative biophysical applications. We present image correlation spectroscopy �ICS�
in combination with total internal reflection fluorescence microscopy as a tool to characterize
blinking dynamics in QDs. We show that the rate of decay of the ICS measured ensemble correlation
function reflects variation in blinking dynamics and can be used to distinguish different blinking
distribution regimes. To test and confirm our hypothesis, we also analyze image time series
simulations of ensembles of point emitters with set blinking statistics. We show that optimization of
the temporal sampling and the number of QDs sampled is essential for detecting changes in blinking
dynamics with ICS. We propose that this experimental characterization of the QD blinking statistics
can actually serve as a sensitive reporter for certain quantitative biological applications. © 2006
American Institute of Physics. �DOI: 10.1063/1.2175470�
INTRODUCTION

Semiconductor �CdSe�ZnS quantum dots �QDs� are lu-
minescent and highly photostable nanocrystals with dimen-
sions smaller than about 10 nm.1 Their band gap increases
when the size of the particle decreases due to quantum con-
finement effects2 which produces distinctive size dependent
photophysical properties that have received much attention
recently.3,4 Their potential for biophysical studies was con-
firmed in late 1998 in experimental applications that demon-
strated that semiconductor nanocrystals could be made bio-
compatible and used as photostable fluorescent probes to
study biomolecules within living cells.5,6 However, QDs also
exhibit fluorescence emission intermittency �so-called QD
blinking�,7 and this photophysical property limits quantita-
tive application of these nanoparticles for certain biophysical
applications. The blinking cannot easily be blocked or at-
tenuated under cell physiological conditions, and the varia-
tions in fluorescence emission complicate the interpretation
of analytical techniques, such as correlation spectroscopy,
that rely on intensity as a reporter of particle mobility. In
certain techniques, the blinking can fundamentally limit the
statistics of individual measurements, such as in fluorescence
microscopy based single particle tracking �SPT�, where a
switch to a dark “off” state leads to an abrupt termination of
tracking of the QD tagged macromolecule of interest.8 Nev-
ertheless, trajectories in which QDs remain “on” for long
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durations can be selected to ensure accurate and precise de-
termination of mobility coefficients by SPT. On the other
hand, in correlation spectroscopy studies of diffusion, the
measurement is ultimately based on statistical analysis of
fluorescence fluctuations, so systematic errors cannot be
avoided if blinking is not appropriately modeled.9 Math-
ematical models have been developed that incorporate the
effects of probe blinking into correlation spectroscopy
theory. These have been applied in fluctuation spectroscopy
experiments that use certain organic dyes and fluorescent
proteins which exhibit single exponential blinking kinetics
with a single characteristic fluctuation time scale.10,11 How-
ever, the major challenge in adapting the correlation spec-
troscopy methods for QD blinking is that intermittency peri-
ods follow power law statistics with contributions over many
orders of magnitude in time,12 so the single state blinking
models cannot be applied.

To date, characterization of blinking in QDs has relied
on the measurement of the probability distribution function
through histogram binning of the “on” and “off” durations
for fluorescence intensity time traces recorded from single
QDs.7,12,13 Several theoretical studies have derived math-
ematical models for the correlation function decay of blink-
ing phenomena with power law statistics,14,15 but these have
not been applied in confocal microscopy or other highly sen-
sitive optical experimental studies. Although there have been
a large number of studies on blinking dynamics in quantum
dots, a full understanding of how it affects fluorescence cor-
relation measurements is still lacking.
In this total internal reflection fluorescence-image corre-
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lation spectroscopy �TIRF-ICS� time series study, we char-
acterize the blinking of an ensemble of spatially resolved
immobile QDs on a glass substrate to restrict the measured
fluctuations to those from the QD intermittency. We deter-
mine the ensemble intensity correlation function of the
“blinking” process at various laser excitation powers. We
show that the improved sampling inherent in the combined
spatial and temporal image correlation analysis allows us to
characterize QD blinking statistics from relatively short
��1 min� image time series. We verify that the variation in
blinking statistics is indeed reflected in the measured en-
semble correlation function by analyzing simulations of spa-
tially distributed point emitters with set blinking power laws.
As well, we determine the limits of temporal sampling and
the necessary number of QDs imaged that are needed for
accurate and precise measurement of the blinking statistics
using ICS.

EXPERIMENTAL METHOD

We used streptavidin functionalized �CdSe�ZnS quantum
dots �QD605-streptavidin, Quantum Dot Corp., Hayward,
CA� with emission wavelength centered at 605 nm. The QD
samples were sonicated for 15 min and then deposited on
freshly cleaned coverslips prior to use. Microscope cover-
slips �Fisher Scientific� were rinsed with ethanol, boiled in
1:1 mixture of chloroform and ethanol for 15 min, then
rinsed again with copious amounts of ethanol and de-ionized
water, and blown dry under nitrogen gas. Solutions of the
QDs in water were deposited immediately on the dried glass
coverslips. Excess QD solution was removed by nitrogen
flow shortly after deposition to prevent formation of aggre-
gates on the surface of the glass due to cohesion forces dur-
ing the drying process.

We used objective-type total internal reflection fluores-
cence microscopy �TIRFM� for time series imaging of the
QDs on the glass substrates. The TIRFM apparatus, shown in
Fig. 1, was custom built around a Zeiss Axiovert S100TV
inverted microscope using an optical setup similar to that of
Paige et al.16 The 488 nm line from a cw Ar+ laser �Melles

FIG. 1. Experimental setup scheme.
Griot 35 LAP 431� was used for evanescent excitation
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through a Zeiss Planapo 100�1.45 numerical aperture �NA�
objective lens. The excitation power was attenuated using
neutral density �ND� filters. Fluorescence from the sample
plane was filtered with an emission filter centered at 605 nm
with bandwidth of 55 nm �Croma Technology, Rockingham,
VT�. Image time series were recorded using an intensified
PentaMax charge-coupled device �CCD� camera �Princeton
Instruments, Trenton, NJ� with 50 ms integration time and
25 ms readout time so that the time between subsequent im-
ages is 75 ms. During the collection time and during the
readout time the dots are blinking. Due to the self-similarity
property of Levy statistics, the information, which is not ac-
counted for during the readout time, does not alter the “on”
and “off” probability distribution exponents. To confirm that,
we conducted experiments with integration to readout time
ratios varying from 0.4 to 28 and obtained similar results
�data not shown�.

Computer simulations of image time series of ensembles
of spatially resolved blinking point sources were run using
programs written in Interactive Data Language �IDL 6.0, RSI
Colorado�. Random pixel positions were selected for the
point source particles according to a set particle number vari-
able. Each pixel was then convolved with a two-dimensional
�2D� Gaussian function of 0.3 �m e−2 radius to simulate the
spatial form of the detected point fluorescence emission pro-
file due to the point spread function �PSF� of the optics. The
“on” and “off” time durations were governed by inverse
power laws with set variable exponents that were produced
using the transformation method of uniformly distributed
random numbers:17

P�ton/off� �
1

ton/off
mon/off

. �1�

Since the power law decays for exponents greater than 1 are
nonintegrable near the origin, we chose the time step be-
tween images �t as the minimum dwell time of the “on” or
“off” state while infinitely long “on” and “off” times were
allowed. The “off” time distribution exponent moff was set to
1.5, while the “on” time distribution exponent mon was var-
ied from 1.5 to 1.9. The choice of exponents was based on
the observed experimental values for capped �CdSe�ZnS
quantum dots.13,18,19 CCD camera integration and readout
time were not simulated.

The discrete normalized ensemble intensity autocorrela-
tion function for an image time series was calculated as
follows:20

r�s� =
1

N − s
�
q=1
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�
x=1
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�
y=1

M2 i�x,y,q�i�x,y,q + s�
�i�c�i�c+s

, �2�

where s is the discrete image lag variable and is evaluated in
integer steps from s=0 to N−1, M1 and M2 are the number
of pixels in the horizontal and vertical dimensions of a rect-
angular planar analyzed subregion of interest in the image,
and N is the total number of images in the time series. The
�i�c�or c+s� indicates spatial averaging of the intensity across
the subregion in image c or c+s, respectively. This discrete
approximation to the temporal lag autocorrelation function

�r���� was obtained by simply converting the discrete image
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lag independent variable s to a discrete time lag: �=s �t
where �t is the time step between sequential image frames.

RESULTS AND DISCUSSION

A TIRF image of immobilized and spatially resolved
streptavidin functionalized capped �CdSe�ZnS QDs is pre-
sented in Fig. 2�a�. The fluorescence intensity imaged on the
CCD from spatially distributed QDs on the substrate follows
an extended 2D Gaussian intensity profile characteristic of
evanescent field illumination. The normalized ensemble in-
tensity time correlation functions of blinking QDs were cal-
culated from time series stacks of 15�15 �m2 area, selected
from the central region of the image series as highlighted in
Fig. 2�a�. In this region, the extended Gaussian illumination
profile decays by less than 10% in intensity at the periphery
as determined from the signal obtained from fluorescent dye
uniformly spread on a glass coverslip. Single pixel intensity
traces selected from the centroids of the highlighted QDs
from Fig. 2�a� are presented in Fig. 2�b� and the correspond-
ing single trace intensity autocorrelation functions in Fig.
2�c�. Figure 2 illustrates some of the problems inherent in
single dot intensity correlation analysis for the case when
there is limited time sampling. Clearly, for dots A and B, the
autocorrelation decays reflect the step-function-like behavior
of the intensity traces and effective under sampling of the
distributions. The autocorrelation functions are dispropor-
tionately affected by the long “on” time in case A and the
long “off” time in case B. It is not possible to accurately fit
such autocorrelation functions and they would have to be
excluded from the analysis. Quantum dot C produces a sig-
nal that fluctuates rapidly in time, so long time correlation is
absent. In this case, the autocorrelation function decays too
rapidly as no long time blinking events are sampled. The
autocorrelation functions for dots D and E can be accurately
fitted and analyzed as the parent intensity time traces contain
a �random� sampling of blinking events over a range of time
scales. We find that in the cases where time sampling is
necessarily limited, careful selection of intensity traces must
be exercised to obtain accurate results from intensity auto-
correlation analysis of single QDs. This result is not surpris-
ing considering the long integration times ��10 min� em-
ployed in previous single dot histogram studies of QD
blinking properties.12,13 However, it is important to note that
this type of data selection is difficult to perform without
introducing experimental bias into the analysis.

In contrast, we find that for these inherently short sam-
pling times, the ensemble ICS analysis can be performed
without excluding any of the emitters, and we obtained re-
sults that accurately reflect the underlying distribution of
“on” and “off” blinking times. In the ensemble analysis of
streptavidin functionalized �CdSe�ZnS QDs on a glass sub-
strate, the observed normalized intensity time autocorrelation
functions are slowly decaying power laws with no single
characteristic decay time �Fig. 3�. The same type of decay
was observed for the intensity time autocorrelation functions
of nonfunctionalized single capped �CdSe�ZnS quantum dots
and interpreted qualitatively based on the fact that in capped

�CdSe�ZnS quantum dots, the “on” and “off” time durations
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follow inverse power law distributions.21 “On” times on the
order of the total measurement time are likely to occur for a

FIG. 2. �Color online �a� TIRFM image of streptavidin functinonalized �Cd-
Se�ZnS QDs immobilized on a glass coverslip. �b� Intensity time traces of
selected individual QDs. �c� Corresponding normalized intensity time cor-
relation function of single QDs’ intensity time trace presented in �b�.
fraction of quantum dots. They will appear as long range
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correlations in the correlation function, causing it to decay
slowly over the time scale of the measurement, as is ob-
served in Fig. 3. The intensity autocorrelation functions pre-
sented in Fig. 3 show an increased rate of decay at higher
excitation laser intensities as a result of the shorter “on”
events observed at high laser powers.22

To quantify the rate of decay of the ensemble time auto-
correlation functions, we fit using a three parameter power
law:

r��� = A − B�	, �3�

where A, B, and 	 are the fitting parameters. We use the
fitting exponent 	 as a measure of the rate of decay of the
correlation function since it reflects the underlying “on” and
“off” time distribution exponents. The coefficients A and B
depend on the underlying blinking statistics as well as the
average “on” time of the ensemble of QDs. An explicit de-
pendence of these parameters on the fitting exponents has
been proposed by Verberk and Orrit who model the non-
normalized intensity correlation function of capped �Cd-
Se�ZnS QDs.23 It is worth noting that their model applies to
the intensity time correlation function of a single QD,
whereas our correlation functions are calculated for an en-
semble of QDs. The distinction is of relevance given the
nonstationary and nonergodic properties of power law distri-
butions, where the average “on” time of an ensemble of
blinking QDs is time dependent and does not correspond to
the average “on” time of a single QD calculated with infinite
collection time. These properties greatly complicate the deri-
vation of closed form analytical expressions for theoretical
single dot and ensemble correlation functions. Margolin and
Barkai have presented full theoretical treatments of the non-
ergodic properties of time averaged correlation functions in
single QDs �Ref. 15� and the aging properties of correlation
function in ensembles of QDs.14 However, our experimental
results show that for the sampling regimes we explored, the

FIG. 3. Normalized intensity time correlation functions for various laser
excitation powers as calculated from 2000 frame image time series with
50 ms/frame integration time for blinking streptavidin functionalized �Cd-
Se�ZnS QDs on a glass substrate. 0.06 mW ���, 0.3 mW ���, and 0.6 mW
��� excitation laser powers. Intensity correlation functions are normalized
to 1 for comparison.
ensemble intensity autocorrelation function decays of protein
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functionalized capped �CdSe�ZnS QDs are well modeled by
the simple three parameter power law.

A plot of the mean recovered 	 exponent as a function of
laser power is presented in Fig. 4. We observe a decrease in
	 from 0.46±0.08 at 0.01 mW laser power to 0.18±0.05 at
0.6 mW. We also found that the ensemble autocorrelation
function cannot be properly fitted by the three parameter
power law �Eq. �3�� outside of this range of excitation power.
At powers lower than 0.06 mW, longer “on” events domi-
nate and remain correlated over the time scale of the mea-
surement, resulting in a correlation function which barely
decays. At powers higher than 0.6 mW, the opposite effect is
observed, the correlation function rapidly decays, and the
autocorrelation function cannot be modeled by a slowly de-
caying power law. The latter case is a possible explanation as
to why the correlation functions of single CdSe QDs in the
study reported by Kobitski et al. fail to fit to the power law
decay model of Verberk and Orrit.24 In that study the absence
of a passivating ZnS shell reduced the observation of long
“on” time events. It is important to stress that the measured 	
exponent values reported at different laser intensities and the
autocorrelation function decay model may differ depending
on the type of functionalization of �CdSe�ZnS QDs.

We compared our experimental results to computer
simulations to model what is expected for pure power law
decays and to probe the precision and detection limits of the
ICS method. By performing ICS analysis on simulated image
time series of point emitters blinking according to set power
law distributions, we tested the sensitivity of the method as a
function of temporal sampling and of the number of emitters
sampled.

The normalized intensity time autocorrelation functions
calculated from the simulated image time series decay as
slow power laws �see Fig. 5� as is expected based on the set
distribution parameters for the simulation. A qualitative com-
parison of Figs. 3 and 5 shows that the experimental auto-
correlation decays compare well with the autocorrelation
functions from the simulations. Changes in the set “on” time
distribution exponents for the simulations are directly re-
flected by the changes in the rate of decay of the calculated

FIG. 4. Plot of 	 as a function of laser power. Each value is an average from
15 measurements. The error bars are standard deviations.
ensemble autocorrelation functions. In distributions with
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larger exponents, short “on” times dominate, causing the cor-
relation function to decay more rapidly, an effect similar to
what is observed at high laser excitation intensities. We use
Eq. �3� to fit the ensemble correlation functions and recover
the best fit exponent parameter 	.

Table I presents a summary of the exponent 	 deter-
mined by the ensemble correlation analysis from image time
series simulations with 1000 frames, mon values ranging
from 1.5 to 1.9, and for different numbers of blinking point
emitters within the ensemble. The recovered 	 values from
the simulations show that the image correlation method is
sensitive to changes in the power law distribution exponents,
but the sensitivity and precision of the measurement are de-
pendent on the total number of emitters sampled. For ex-
ample, we observe an average 50% decrease in the standard
deviation of the mean recovered 	 exponent when the num-
ber of point emitters within the ensemble increases from 50
to 500. Also, ensembles containing more point emitters are
more sensitive to variations in underlying blinking dynamics
due to the improved sensitivity and precision of the recov-
ered 	 exponent.

We found that an increase in temporal sampling im-
proves the sensitivity of the ICS method and can be used to

TABLE I. Summary of the mean fitting exponent
simulated image time series with different mon values
moff is set to 1.5. The number of blinking point emitte
20 simulations. Uncertainties are standard deviations

mon

�for diff

�800� �500� �300

1.5 0.43±0.04 0.44±0.05 0.47±
1.6 0.41±0.04 0.39±0.04 0.43±
1.7 0.35±0.03 0.35±0.05 0.33±
1.8 0.27±0.04 0.27±0.04 0.31±
1.9 0.2±0.04 0.21±0.04 0.22±

FIG. 5. Normalized intensity correlation functions calculated from 1000
frame simulated image series with an image time step of 0.05 s. Each image
consists of 300 point emitters. The “off” time probability distribution expo-
nent is 1.5 for all simulated image series. The “on” time distribution expo-
nents are 1.5 ���, 1.7 ���, and 1.9 ��� respectively.
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improve the measurement resolution for ensembles contain-
ing small numbers of point emitters. The results in Table II
show that for a system of 150 point emitters, increasing the
temporal sampling from 100 to 10 000 image frames results
in an average 14% decrease in the standard deviation on the
mean recovered 	 exponent. In the sampling regimes we
investigated, the temporal sampling has a much smaller in-
fluence on the precision of the measurements. In comparing
the results for ensembles containing 800 and 150 point emit-
ters in Tables I and II, we note that a more than an order of
magnitude increase in temporal sampling is required to
achieve the same sensitivity of resolution of the measured 	
value as is achieved with a fivefold increase in the number of
point emitters sampled. For small ensembles containing less
than 50 blinking point emitters, we increased the temporal
sampling to 100 000 frames in the simulated image time se-
ries, but we were not able to resolve changes in 	, and hence
we were unable to detect variations in the blinking dynamics
�data not shown�.

The conclusions drawn from our results are important
for fluorescence intermittency studies in different types of
QDs or other fluorescent molecules with underlying power
law blinking statistics. Many studies of fluorescence inter-
mittency rely on the measurement of a time correlation func-
tion from intensity time traces of single molecules for use as
a statistical tool to characterize the photophysical processes
underlying the observed fluorescence dynamics.25,26 A single
molecule approach is adopted for these studies due to its
sensitivity to dynamic and population heterogeneities that are
often masked by the averaging inherent in the ensemble ap-
proach. However, to characterize variations in blinking dy-
namics in QDs through correlation analysis with limited time
sampling, a single molecule approach could not be used.
Instead, measurements should be done on ensembles of QDs.
We showed in Fig. 2 that the single dot time correlation
functions of some of the QDs in the sample could be fitted
by a three parameter power law. However, changes in the
underlying blinking dynamics could not be resolved due to
the large dot to dot variation in the recovered alpha expo-
nent. Even for long imaging times, there exists a minimum
lower bound on the size of the ensemble required to resolve
variations. Power spectral measurement of blinking QDs has
shown that ensemble measurements can provide the same

r the normalized intensity correlation functions of
for different number of dots ranging from 800 to 25.
ncluded in brackets. Each 	 value is an average from

	
numbers of dots�

�150� �50� �25�

0.45±0.09 0.40±0.10 0.40±0.1
0.38±0.09 0.40±0.10 0.40±0.1
0.36±0.06 0.40±0.10 0.40±0.1
0.25±0.06 0.29±0.07 0.30±0.1
0.23±0.07 0.24±0.06 0.29±0.08
	 fo
and

rs is i
.

erent

�

0.08
0.08
0.05
0.05
0.05
ense or copyright; see http://jap.aip.org/about/rights_and_permissions



064503-6 Bachir et al. J. Appl. Phys. 99, 064503 �2006�

Downl
information on blinking statistics as single dot measurements
do.27 We further investigated the effect of temporal sampling
and the number of point emitters in ensemble correlation
measurements and demonstrated that the ability to resolve
blinking distribution changes depends on the number of dots
in the ensemble as well as the extent of temporal sampling.

Our simulation results support the conclusion that we
were able to experimentally resolve differences in the under-
lying blinking statistics of the QDs via ICS measurement of
the 	 exponent. The standard deviation on the 	 value de-
creases at higher laser intensities and the same trend is ob-
served in simulations with large “on” distribution exponents.
The results shown in Fig. 4 demonstrate that we can resolve
changes in 	 as a function of laser power. Using the simula-
tion results, we were able to confirm that these measure-
ments were performed in a suitable sampling regime. The
experimental results shown in Fig. 4 were obtained from
systems containing approximately 100 emitting QDs in the
analyzed area. Atomic force microscopy �AFM� measure-
ments performed on the analyzed regions of the samples con-
firm that there are approximately 250 QDs within these ar-
eas, out of which, on average, 100 are fluorescently active as
determined from the extracted fluorescence intensity traces
�data not shown�. The number of emitting QDs in Fig. 2
appears to be significantly less than 100 due to the significant
fraction of QDs being in a dark state in the selected time
series image frame.

In this study we measured systems with well separated
�optically resolved� nanoparticles. The probability for a tran-
sition to a dark state in a QD is related to the distribution of
trap states in its surroundings and the rate of formation of
localized electron-hole pairs.28 The latter is dependent on the
excitation intensity. We assume that the distribution of trap
states around the spatially separated QDs is constant on av-
erage and use the variable excitation laser intensity as a tool
to change underlying “on” time distribution. As our studies
were conducted on systems where single QDs were optically
resolved, we can be certain that our fluorescence measure-
ments do not include contributions from resonance energy
transfer or the absorption of energy from neighboring QDs
due to recombination of high energy excitons. This density
regime places a limit on the number of QDs that can be
present in the sample. We can estimate 450 as the maximum

2

TABLE II. Summary of the mean fitting exponent
simulated image time series for an ensemble contain
different number of frames ranging from 100 to 10 0
simulations. Uncertainties are standard deviations.

mon

	 for a
�for diff

�100� �500�

1.5 0.47±0.08 0.41±0.08
1.6 0.41±0.08 0.40±0.08
1.7 0.42±0.1 0.35±0.05
1.8 0.36±0.07 0.31±0.09
1.9 0.33±0.07 0.26±0.06
number of QDs in a 64�64 pixels area if we assume that
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fluorescence from a single dot spreads over an image area of
3�3 pixels2. Direct application of the same analysis tech-
nique is possible for higher density samples where QDs are
not fully spatially resolved as long as the QDs are not in very
close proximity ��10 nm� of each other and is the subject of
our future work.

CONCLUSION

In conclusion, we characterized the ensemble intensity
time correlation function of blinking QDs using TIRF-ICS
and computer simulation models. We show that the correla-
tion function can be fitted to a three parameter power law.
The change in the rate of the decay of the correlation func-
tion is a measure of the change in the underlying “on” time
distribution. We found that detection of changes in the blink-
ing distribution critically depend on adequate sampling and
was most sensitive to the total number of emitters in the
ensemble. We emphasize that the ensemble ICS method can
successfully characterize blinking dynamics in the cases
where temporal sampling is limited. Thus, it will be impor-
tant to account for the blinking in future studies that employ
ICS to measure mobility of QD labeled macromolecules in
cellular systems. This study provides a basis for extending
ICS mobility experiments to systems that employ QD labels
where blinking fluctuations will be present.

Based on this work, we expect to be able to measure
changes in the blinking of QDs as a function of other envi-
ronmental parameters apart from laser intensity. It has been
previously shown that, due to their intrinsic sensitivity to the
surrounding chemical environment, modifications of the sur-
face interface of nanocrystals significantly affect their photo-
physical properties.19,29 Moreover, recent reports suggest that
reducing agents affect quantum dot blinking,30 further sug-
gesting that this process may be modulated and exploited for
the development of sensing technologies. Thus, accurate
characterization of the variation in the blinking dynamics
under controlled experimental conditions is of particular rel-
evance to future applications utilizing fluorescence of QD
nanoparticles for sensing purposes.
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