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The cross dggctions for muon pair pr;oﬁuction in  antiproton-nucleus and

pion-nucleus collisions have been measured using a 125 GeV/¢ bean 1ncident

on a tungsten target. Both éross sections agree well with data scaled from

other beam " The méasured cross sectionsfor antiproton produced

energies.

pairs is a factor of K = 2.45 larger than the predictions of. the Drell-Yan

S

model using )struotur‘é functions measured by deep inelastic lepton_ scattering

experiments. . ' )

)

- ) ‘
. ’ v . }
The Drell-Yan formula has bgen inverted and the antiproton and pion

b !

Lk
valence structure functions have been extracted from the data.' The shape of

-

'

the antiproton structure function agrees well with the shape of the proton
J . .

structure function measured by deep 1nelastic scattering experiments. The

shape and magnitude of both the éntiproton and the pion structure fundtions

agree well with measurements made by other muon palr- experiments.
B }
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Les sections ef‘fica/ges de pr‘oductions de Rairs de muons dans les

¢ -

collisions antiproton-noyau et pion-noyau ont été mesurées au moyen d’un

a

efficaces sont en bon accord avec d”autres données, apres correction pQur la

difference d “énergie incidente, La section efficace déduite’de nos données)

¢

pour 1la réaction antiproton-noyau, est un facteur K=2.15 plus grande que
celle prédite par le modéle de Drell-Yan, utitiiqant les fonctions de

1]

structure mesurées dans les experiences de diffusiong Lr{élastiques .prof‘ondes

'

lepton-noyau. ' '
p Y \.—-‘ v
La formule de Drell-Yan a été_inversée et les fonctiops de structure
"de valence" de l‘antiproton e{t du pion ont été extraites de nos données. La
forme de la fonction de structure de l’antiproton est similaire & celle du

kil
proton, mesurée dans les experiences de diffusions inelastiques profondes,

. f‘aiséeau de. 125 GeV/c focalisé sur: une ¢ible de tungsténé}.;Ces deux sections.

La forme-et 1 amplitude des fonctions de structure de 1 antiproton et du,

n

pion sont en bonne accord avec celles déduites d autres mesures.
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CHAPTER 1 g

* Introduction

=

The production of pairs of muons in the collisions of sub-atomic
X

particles has been gxtenéively stuQ;ed,since the original observation of a
significant signal at Brookhaven in 1370[1]. This process provideé us™ with
a new tool to study the fundamental con§tituents of nature and their

L] y
interactions.

Historically the bulk of our knowledge about the.fundamental structure
of matter haS come from the scattering of elementary particles or the study

of the bound states that they form. The scattering of o particles from;gold

el

foils in the early 19007s led Rutherford, Geiger and 'Marsden[2] to propose a .

picture of the atom as composed of a heavy charged nucleus surrounded by a

A

cloud of orbiting electrons. .Problems associated with the classical

%,
"~

description of the hydrogen atom' provided much of the impetus for the

subsequent development of quantum mechanics, The discovery of the neutron

(I




-

{ in 1932 by Chadwiek[3][4] alldhqg all known matter to be geébribed as bound

states of the three fundamental particles known at that time, the electron,

the proton an% the neutron. '

v |
< s
‘o

N

Eu;W1th the development of the acceferator, it became apparent that
sufficiently. energetic collisions were able to create more new particles and

antiparticles in inelastic collisions. By the end of the 1950 s hundreds of

~

/////' previously unknown particles had been discovered, calling into question the

' . very concept of a fundamental particle., At the same time elastic scattering .

expesiments at Stanford(5] using high energy electrons demonstrated that the,

N -

proton and the neutron were not point-like particles, but had a finite size,
leading o speculatiéﬁ that they themselves might *be composite. The
proliferéting numbers of sub-atomic pardjcles took on a pattern if 1t was
assumed that they were, 1in fact, bound states of fraqtionally charged:® .
constituegts named quarks. The quark model, as proposed 1ndependently by
Gell-Mann([6] and Zweig[7] 1in ;96&, did not identify the quarks with physical
objects but rather used them more as a bookeeping device. The experimental
state of the art at the time, while ablg to show thgg_the nucleon was th a
point-like object, was notu able distinguiéh any substructure within.
Sub;equent igelastic electron scattering experiments at Stanford Linear
Accelerator (SLAC) in the late 1960°s and early 1970°s were able to resolve
internal .substructure. The pattern.of scattered electrons was :onsistent
Wwith a picture in which the nucleon was a bound state of fractionally
\

charged point-like constituents, which were called partons. ,

Pl 3

N o

The picture that emerged is shown schematically in the Feynman diagrams
of Figure 1, The diagrams provide a graphica] representation of the

mathematical description of the interactions of charged particles 1in

v ~ . [ . .wa
5 .
©
M v
B A o -
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| Figure 1 - Deep Inelastic Scatterlng(\

. . -

The top diagram shows the Feynman diagram for electron-electron scattering.
Electrons are represented by single lines. The process 1s 'well described by
QED 1n terms of the exchange of a single(@boton (wavy line). The middle
diagram shows the general case of 1inclusivé 1nelastic electron-nucleon
scattering. The state X represents any possible final state. The interaction
of 'the photon with the nucleon is unknown (as shown by the bubble at the
photon-nucleon vertex}. The bottom diagram shows the parton model picture of
inclusive inelastic electron-nucleon scattering. Here the nucleon 1is.
represented as a sum of free constituents, represented as three single
lines, The interaction of the photon with the constitiuents is given by QED
1n direct analogy with electron-electron scattering. Interactions between

the constituents in the final state are 1gnored.




- -4- .
v,# v
~ ™ /
space-time. The horizontal direction represents the'time dimension, while

tﬁe vertical direction Tepresents,the three spatial dimensions. Figure 1a

Xshowé the description of the scattering of two electrons using Quantum
41

Electrodynamics or QED. The pofnt-like elgctrons are dgscribed as quantum
‘mechanical waves and are . represented by single lines. The 1Interaction
between the eleptrons is described by the exchange _of & photon, as
represgnted by the wavy ling. F{gure b shows the general case of
.electron-proton scattering. Because the electron cannot interact strongly,
the electron part of the interaction is given completely by QED in terms of
a point interaction Qith a photon. The proton, on the other hand, is not é
point-like paﬁ%icle, and.- i®s interaction, with the photon, shown as a bubble
at the vertex in Figure 1b, is not kno@n. In the picture of the pro;on that
emer%ed from the SLAC results, the oproﬁon was represented by a sum of

It

)
fractionally ‘charged point-like constituents represented by the single lines

™ 1
.

of Figure 1¢. The interaction of the photon with?the proton 1s now given by
the sum of all possible 1interactions of the photon with the individual
constituents, in direct analogy with the QED description of
electron-electron scattering. The identification of the constituents wgth

thq\ quarks which had “Broved S0 suébessful 1n the classification of

. sub~atomic resonances paved the way for the emergence of what Tany feel to
) .

be the first viable theory of strong interactions, Quantum Chromodynamics or

Qcpr8109]. |

3 ( fe

It was "against this  background that a Columbia—Stdhy Brook

5collaboratioﬁ at Brookhaven[1], while searching for the W beson in

0

proton-uranium collision?, noticed an anomalously high background of
pairs. As in the case of deep 1nelastic electron

oppositely charged muon
scattering this phenomenon found an explanation in terms of the parton

BN

. ) “
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Figure 2 - Muon Pair Production

The top Feynman diagram represents electron—positron anninilation. The
process is well described by QED in terms of‘the creation- and decay of a
single photon (shown as a wavy line). The middle diagram shows the general
case of inclusive muon pair production. The bottom diégrgm shows the parton
model picture of muon pair production. The protok and the nucleon are
treateq as sums of free constituerits, and the c¢ross section for the
production of a massive photon is given by the sum of the cross sections for
the annihilation of the constituents.
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model, as_ shown in the Feynman diagramé of Figure 2. Figure 2; represénts

-
P

the annihllaéion of an electron-positrdn pair to create a pair of muons. As

‘before, the point-like electrons and muons are described by quantum
. . RN

’

\\‘ - .
mechanical waves; represented by single 1lines in the diagram, and the
\ el
interaction is well described if 1t is assumed that it is mediated by a

single photon. The general case of the interaction of a proton and a
1 .
¢ 1

nucleon with the associated production of a pair of muons is shown in
. ? . .
Figure 2b. The 5unknown interaction betweén the préton and a nhcleon is

shown as a bubble at fﬁe proton-nucleon vertex. Because muons do not

[ s

interact strongly, the+sprocess must be dominantly electromagnetic, as shown
by the photon leaving the bubble and subseqently decaying to give two muons.
In the parton model description of this process, as shown in Figure 2c, an

analogy is drawn with the QED description of electron-positron annihilation,
¢

in the same way that an analogy was drawn between electron-electron
scattering and inelastic electron-nucleon scattering. A constituent of the

proton annihilates with a constituent of the nuecleon to create an

* o

intermediate photon which subsequently decays into two muons. If the moticn

»

of the constituents inside the hadron is known, either from the solution of

bound state wave equations, or from 'experimental ‘' measurements as in deep

inelastic scattering, then the parton model é%vés explicit predictions for '

both the magnitude and shape of the spectrum of -muon pairs. If the
structure of the hadron is not known, as in the case of the pion, the
’.L'\ - Y

inversion of the parton model expression for the cross section allows the
1 ' B

motion of the constituents to be determined from the measured distributions,
4

o

Y

'
o

This thesis presents the results of a measurment of the production of

muon pairs ' in the collisions of 125 GeV/c antiprotons and pions with a

E

s
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tungsten target. Antiprobon-nucl;on muon pair production is th@ best
channel in which to compare experiment and theory, since this process is

dominated by the annihilation of the constituents whose behaviour is \most
B 4 - L)

easily méasured in inelastic scattering. The difficulties associated with

' i

producing a beam of antiprotons of sufficient intensity have inhibited‘\the

v

v ! ' -\
study of this process to date. A’ 'previous experiment at CERN[10] was %ple’

to achieve a comparéble sample of muon pairs using a 150 GeV/c gidn beam
e

with a qgall'antiproton‘component\( = 2.pkrcent). The high rates necessary
to obtain this sample resulted'in a large (' = 25 percent) contamination of
pion produced pairs, giving large systematic.errors. Many experiments,
however, have examined muon pairs produced by pions. The comparison of our
pion cross sections with those of other experiments at different energies
provides hoth a £est of the scaling predictions of the parton model, and a
véluable cross—check on the antiproton resdlts. . \

The parton model and ;ome of its implications for this experiment are

discussed in the next chapter. The corrections required by perturbative QCD

'are also discussed. Subsequent %hapters discuss the beam and the apparats,

the reconstruction of the kinematics of the muon pairs, the computer

simulation of the apparatus, and the extraction of the cross sections and

4

kinematic distributions. The final chapter presents our results and

kinematic distributions and compares them to the parton model, leading order

©

QCD célculations, and other experlments: The parton model is also used to’

extract the Structure functions of the anéiproton and the pien ‘from the

data.
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In the parton model, hadrons are treated as if they were just the sum
of their constituents.

-

\

The amplitude for electromagnetic interactions- with
hadrons .is taken to be the incoherent sum of the amplitudes for
electromagnetic

interactions with the constituents. Interactions between @
the constituents and coherent effects are ignored. The cﬁoss section for
inelastic scattering of a lepton from a hadron is given hy the sum of the

[

cross sections for the elastic scattering from the constituents weighted by
structure functions describing the motion of the constituents\ inside of the
_hadron.

The structure functions can bemsimply interpreted és the density of

.Y

momentum” carried by constituents with a fraction x of the monfentum of the
parent hadron.

5

. T s .
In the parton model pleture of muon pair production in hadron-hadron
collisions first proposed by Drell and Yan[11][12]

o]

and conventionally

eI
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i o
referred to as the Drell-Yan model, the cross section is given by the sum of:

the cross sectiohs for electromagnetic constituent-constituent annihilation
”»
nto a pair of muons weighted by the product of the relevant structure

functions o©f the respective-hadrons. The structure functions are taken to

o

' be characteristic of the hadron rather than the process, so that the

structure ﬁunctions neasured in inelastic scatte?ing can be used to predict

the cﬁoss section for muon pair production.

’
o

The parton model is often considered to be a zeroth order approximation

‘ to the underlying theory of strong interactions, currently believed to be

\

Quantum Chromodynamics (QCD). JIn QCD the hadrons are bound states of

fractionally charged fermions called quarks. A list of the quarks and the

“conventicnal assignment[13] of quark quantum numbers is given in Table 1.

The quarks are also characterized by a quantum numﬂer conventionally called

colour. Interactions between the quarks are mediated by field quanta called

gluons which also cakry colour. The quarks combine to form bound states in

L4

uch a way that the net colour quangum number of any,K observable hadron 1is

¢

Zero. The proton is a bound state of two u quarks and a d quark. The
antiproton 1s made of two u quarkd and a d quark. ‘The neutron 1s a bound
state of two d quarks and a u quark. The 7~ 1s a bound state of a u and a d

N v

quaﬁk. o

“The bound state equations of QCD should give a complete description of
the ‘motion of the constituents within the hadrons, but a solution of them
has thus far proved elusive. First order pertubative calculations have

shown that although the size of the corrections to the parton model plcture

are large, the cross section for muon pair production can still be factored

into products of process independent structure functions[14]. Questions




Baryon Nur;lber
Charge
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Strangeness
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Table 1 - Quark Quantum Numbers

d | s |
1/3 1/3
+2/3 -1/3 .
£1/2 0
0 -1
0 0
0 0
"o 0
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were raised as to whether proofs of factorization could be exterided to all
orders of perturbation theory[15] but further work[16][17] has yerified that

the cross section factorizes up to second order (two loop level).

f

.
t -

The production of muon pairs ana the Drell-Yan model havq been reviewed

ekten31vely in the last several years. Lyons[18] and Stroynoiski[19] review

s

{

the production of both low mass and high mass muon and Zlectron pairs,

including the ps:i, ¢, and upsilon, T, resonances which can decay via this

/

channel. Kenyon[20] specificaily reviews the state of the DPell-Yan model.
In addition, conference proceedings([21] and workshops[22] provide summaries

of much of the recent progress in the fleld.

U u »

. t & , s

2.1 Drell-Yan Model . .
v |

&

In the parton model picture, theicross section for jthe production of

muon or electron pairs 1in hadron-hadron collisions is“predicted absolutely

once the 'structure functions of the hadrons are known f?om deep inelastic

1

scattering.

\

The electromagnetic cRoss sectdpn for the annihilation of an electron

and a positron into a pair of muons,

et + o7 >t o+ T, I i ' i

3 1s given ih the extreme relativistic limit using QED as
do 2
aq = %g-[1+cosze]

where
4

’ o 1S the electromagnetic coupling constant, ‘ .

%




( o - and

centre of mass frame. - o

Integrating over 8, the total cross section

v - -5

mugns is

—

Yy ?
mo = —3~—'

o

the cross section for a point-like spi

fraction x, of the momentum pé of one

w

corresponding antiparton of momentum X2Py,

"pair of muons with momenta p, and p, and an

? = (P1*P2)® = (X1P_+x,pp)? = X,X,8,
is

d2g = 4ng?

éiqi(xl)Qi(x )dxldxz

where

&

' ¥

\

o

Ly Caj*qq] = FYP

z [Qi qi] - Xﬁ

u'.f-
A

momentum xe by ° i ¢ o

9 structure = X4 pistribution®

The quark structure functions are def ined in

6 °is the angle between the e* - e~ axis and the u* - u~

for production”

+ Extending these considerations to the case of hadron-hadron collisions,
n 1/2 parton of charge e; with a
hadron to annihilate with a

in the other hadron and create a

invariant mass of

"

ei is the parton charge in units of the electron charge,
q; (x,)dx; and E'i(xz)dx2 are the parton structure functiogs or

density of fractional momentum x, carried by quarks of type 1.

neutrino-proton scattering structure‘fpnctrons as

es%iucture functions used here are related. th the commonly used parton

distribufqbn functions (the number density of quarks with fractional
\ ,

i
N
.

of a pair

terms of the deep 1nelastic

e
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Sumrriing over all partons in the hadrons, the cross section for muon

pair producpion becomes o
d?o ‘Yqa2
dx,dx, 9sx2x2 ‘

The sum -includes all parton types and an explicit factor of 1/3 has been

'

Zi éfql(Xx)Ei(xZ) »

1ncluded to take into account the requirement that the annihilating quarks

) ' . M ’
must have the same colour quantum number. ‘

]

- 3
¥

.- ..
Rather than using x, and X,, it is conventional to express the cross

» 1
0

section in terms of the equivalent variables,

-

.

" M? = x,X,8,

the invariant mass of the muon pair, and Feynman x,, defined as. .

¢ s
’

Xp = PL/PLmax’

the fraction of the ma(ximum longitudinal moméntdm,pdssible-for a muon pair

in the ’hadron-hadr‘on bentre of mass system, ’;he invariant rr;a%s of the muon’

?

pair is often expressed in terms of the dimensionleqs‘r‘a‘tio
.T=>M'2/S=Xy1?(2- * G . . :.‘

¢ ‘

To a good approximation (neglecting terms of order MZ /8)

Nucleon’3/: ‘meax,’Gan

.

" be taken to be . ..

t ‘. M N

/E N ’ R , Al ' ” )
‘meax = 2—(1—'[)\!\ " . . ; * !
Using this approximation, ‘Feynman.x becones : o

3 ’ .

X, = 2P p

Y F 75(1-1). e : ' .

.

+.Since the fuon pair may be produced with appreciable ‘transverse momenf.pm -

‘due  to t'he intrinsic transverse momentum of the quarks or higher or'de'mg

ef fects ignored by’ the parton model - an addi tional kinematié variable is

F)

necessary to completely Specify the motion of 'thé'muon ’pair‘. The third

gt CS— ¢ !

kinematic variable is convéntionally taKen to be Py, the component of the

Q - . + N . + : +
_muon pair “s momentum perpendicular to the Hadron-hadron axis in the hadronic

centre of mass frame, as given by '

+ ~y- . . ;o
pT = 3a+3b-3 . ’ * . T

-

a ' B 13

‘ e drtREe T o
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®

( ) ' In terms of the variables M and Xp, the variables x, and x, become

o = oL (xp2(1- 1) 2440) 1/ 24xp (1-1)] | .

Pt '

and ' ) .
1/2

wad

"X, = %-[(xFZH-T)z*NT)

!

“Xg(1-7)]
and the cross section (integrated over Pr) becomes
d%e Yrg? 21(1-1)

= 2 3,
dMdx, = Tgus VR T(1-1)7+h Iy efa; (x)g; (xa) .

An immediate conseguence of the parton model apparent f‘roiq this
. 2
equation is that the cross section M’a%ai scales, or depends only on M and
. . ‘ XF
s through thé dimensionless ratio r: Integrating over the same Xp region,

3/2—318[ should be functions of only Tt and not M

the cross sections M’%lgr and s

and s separately. Likewise the cross section s-%% should be independent of )
F

M and s if integrated Jver the same region in T, allowing data at different

beam energies to be compared.

I
¢

2.2 Angular Variables

§

\ v

The \;;r'iables M, Xp and p; completely specify the motion of the rest
frame of the muqn pair with the e'xception of a trivial azimuthal angle about

the hadron-hadron axis. Two additional variables are necessary to specify

the motion of the individual muons with respect to the muon pair rest frame.

These ar:e typically taken to be 8, the polar angle, and ¢, the azimthal

' | angle .of the positive' muon in the rest frame of the muon pair. Ideally the

angles would be measured from the axis defined by the annihilating partons,

( Because tr‘xe constituents are not necessarily collinear with the incoming

: ¥

hadrons, and because hiéher_'.-qrder effects can contribute to the cross
\

section, the muon pair generally has some transverse momentum in the -




’
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hadron-hadron centre of mass system. When the particles are transformed . to

’

the muon pair rest frame, the beam and target momenta are not collinear and

the parton-parton aXis is unknown. In practice a convention is choserll such

S . "
that the Z axis coincides with the hadron-hadron axis if the transverse

momentum of the muon pair is zero.
~

L
A

The anglvé‘s are shown schematically in Figure 3. Working 1in the rest
frame of the muon pair, the beam and target momenta define a plane,

conventionally taken to be the X-Z plane. The Y-.axis is taken to be the

unit normal to the plane in the direction of iSa x 3b; The direction of the Z
, Lrect

a

aXis depends on a choice of convention. Two choices commonly used are the
Gottfreid-Jackson[23] ‘and  the Collins-OSoper‘ frames[24]. The angle between

two hadrons in the muon pair rest frame depends only on Q@e hadronic

“variables, M, X, and pp. If we call the angle between the Z axis and the

=

béam momentum o, then the Gottfreid-Jackson frame corresponds to a bhoice

for o of

%G~y = O

whereas the Collins—Soper fr'ameaoorresponds to a choice for o of‘l

s
5

Op.g = (m-6y)/2

The Collins—Soper frame represents an attempt to take- the' intrinsic

transverse momenta of the partons intc account on the average under the

o

o

.assumption that the transverse momentum distributions of. partons in the beam

: and target particles are the same.

o

AJ
- »

.Lam and Tung[25] have shown that if the process is mediated by a single

photon, then the distribution of muons in the rest frame of the pair must be

;&

of lthe form
) 1
;g—& = 'g"r—r [wT(1+00326) .+ WL(l-cos’e) +

WAsinee-cos¢ + Wyp8in?0 +c082¢1/ [ Wp+wy, ] .

f

[ N
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Figure 3 - Angular Variables

The angular variables are defined in the rest frame of the fnuon;}a{r. The
beam and target particle momenta define the X-Z plane. The Y axis is defined
by the normal to the X-Z plane. The choice of Z axis depends onthe
convention chosen as discussed in the text. The angles ¢ and ¢ are the polar
and azimuthdl angles with respect to the Z axis.

';f’\

e
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where WT, W, W,, and W,, depend on the nature of the constituents. In the
. P,
parton model picture, the angular distribution of muons in the rest frame of

IS

the virtual photon should be

~ e

1
;‘%% = g-[1+cosze],

and independent of ¢, if the process is the result of the electomagnetic

annihilation of point-like spin 1/2 ~constituents. A first order QCD

calculation by Collins[26] shows 'that for . interactions dominated by

valeni%-valence subprocesses the terms other than that involving

1+cos?0 . s
*

should be small. .

2.3 QuantuﬁLChromodynamics

Y . \
Perturbative correctigns to the Drell-Yan medel can be calculated using

N\
Quantum Chromodynamics. Subprocesses such as those shown in Figure 4 can

produce a massive photon which decays to a muon pair. In the impulse

o

approximation, the cross sections for the subprocesses are calculated

assuming that the quarks and Qluoﬁ are free. g\{ﬁe cross sections are
convoluted with the quark and gluon strgcﬁure functions of the beam and
target particles, Calculations of the correctiSNs to first order contain
both infrared and mass singularities, The infrared singularities are
handled as in Quantum Elecgrodynamics. v

\ .

Politzer[27] pointed out «that at the one loop level, the mass
singularities are similar to the singularities that arise in the one loop
corrections to deep inelastic scattering. In deep inelastic scattering, the
logaﬁithmic singularities can be absorbed into the structure functions at a

particular value of Q2 by defining an unobservable bare structure” function

pa— N

et

r
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Figure ¥ - QCD Annikilation and Compton Processes

Higher order QCD subprocess can also contribute to muon pair production. The
Drell-Yan subprocess is shown in (a). A quark (single line) in the beam
particle annihilates with an antiquark in the target particle to create a
massive photon (wavy line), which can decay to give a pair of muons (not
shown). QCD vertex corrections, such as (b), lead to large constant
corrections. Annihilation diagrams such as (¢) and (d), involving a gluon
(looped line) in the final state, and Compton diagrams such as (e) and (f),
involving a gluon in the initial state, can give the muon pair appreciable
transverse momentum.

\ —
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F
Qo> which is;:'also z:]gular', in such a way as to cancel the singularities of
i

1

the corr‘éctior; term, The observable structure f‘un\c‘tions are now finite, but

depend logarithmically on Q2. The similarities of the one 1loop corrections

suggested that the Drell-Yan cross section can still(be epressed in terms

<,

of deep inelastic structure f‘uncéions if the structl\me functions depend
explicity on Q2, that is, )

* q(x) * Q(lez)r

where Q? is i1dentified as M2.

Calculations in the leading log approximation[ 28] and to first order in

the stong coupling constant, ,as[zgj[?,'o]; have confirmed that the

singularites can be cancelled in this way. The size of the first order

+

dorrections has been shown to be of the same order as the parton model cross

o sections, that is,

d’o M K( dzo J L] B
cideF * HHHYF Parton -

where . e »

%syq2
T

and does not depend strongly on M or Xg.

a

-

-

;I‘he size of the first order .terms has raised concerns about the

Vvalid.fty of the perturbative approach. It has been conjectured, on the

basis of an analogy with QED, that the first order corrections are the
leading term in the series expansion of an exponential[31],
o
2 4n?
K -+ exp[zﬂ -1

Calculations up to order a; included (two loop level), have

confirmed[32][3%] that corrections to the Drell-Yan process lead to a well:

defined part of the cross section giving the first three terms in a series

w

expansion of
a

2
-expfgf’r 35—]. : .
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Measurements of the cross section in proton-nucleon and pion-nucleon

collisions seem to confir'r;l that the measured cross sections are in fact

about twice as large as the parton model would prediet, but in both cases

E)

the calculations are dominated by terms involving structure functions which

3

are ’riot weli known. Proton-nucleon muon pai;Oproguction is dominated by the
annihilation of valence quarks in the beam particle with' the sea quarks of
the target particle. Inelastic scattering experiments are able to measure

the distributions of the valence quarks but the extraction of the sea quark

- distributions is sensitive to the as(sumption's made,

The pior; structure functions are not accesible to electron scattering
experiments, Muon and electron pair production may br'bvide the best way to
meésur‘g them, Because the normalization of the cross sections is very

sensitive to she behaviour of the structure functions at lew x, a region

which is masked by resonances and other backgrounds, the normalization of

the pion-nucleon Drell-Yan cross section 1is subject to large systematic

v

v

uncertainties.

Measurements of the antiproton-nucleon c¢ross section for muon pair

production provides the best way to measure the K factor. The process 1s

'hdominated by the annihilation of valence anti—quarks in the antiproton with

valence' quarks in the nucleon. The antiproton valence structure functions
must be the same as the proton structure functions because of

particle—antipar-'ticle symmetry. and the nucleon valence structure functions

are well measured in electron, muon and neutrino scattering experiments gver,

large ranges of x and Q2.

L
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{ 2.4 Nuclear Dependence

4N .

consliderable pf;'actical importance but difficult to treat theoredtically.

acceptable event- rate and must extrapolate to obtain a cross section per

\

‘r;ucleon. ° Nuclear effects are inherently nonperturbative, making\ them
. ° . !
diffioult,d if not impossible, to calculate. The nuclear dependence is
o !

?

. Y -
usually empirically parameterized as
g = OoAa
-~ ' 1Y

and measurements usihg several nuclear targets are fit .to.obtain-a and o,.
If thé nuclei are not isoscalar, o, will be a function of Z/A, the ratio of

the atomic number and the atomic mass.

€ -
@ -
\]

- ’ >
It can be argued that a strong process will involve interactions at the
- <

surface of the nuéleus and should depend on A ag

¢ = 00A2/3 “ )
whereas a weakc::r probe 1like the photon will have an A’. '.depen""dence
proportional to tt;e volume of the nucleus énd

0 = ooA]. ) ) Py

Currently accepted values[34] for a, are consistent with

-

- . ’ \ » .
.aDY = 1 .0. . 7/ ) \ a -
/ ~

h
Recent results from muon scattering exber‘iments' at CERN[35] and a.
reané{lysis of electron scattering results at SLAC[36][37] have shown that

the structure functions of nucleons bound in iron‘and aluminum nuclei are

not the sage as the quasi-free nucleons of deuterium. Since most of the

.
«

- 4') .
. 4
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structure function measurements use iron,-which should be simila;' tff Sur
tungsten target, and since our experiment does not have sufficientiéata to
°see the difference between the structure function of the free antipr’ot)on and
the nucleons of a tungsten nucleus, we have ignored these diff‘erenceé in our

analysis.

2.5 Previous Experiments

. .
Muon pairs were first observed at Brookhaven in 1970 by a

Brookhaven-Columbia;Stony Brook (B;CS)[1] collaboration using a proton beam

e
<

\ and a uranium target to look for W bosons. A Columbia-Fermilab-Stony Brook

'(CFS)[38] collaboration at Fermilab, using a Houble arm spectrometer Studied

!
!

-both muon and electron pair production in pro;ton-nucleon collisions.  Work
I

by the same group led to the discovery of thé upsilon family of resonances.
A Chicago-lllinois-Pr‘ince/t;on (CIP)[39] collaboration.workking at Fermilab at
about " the éame time made the first attempt to ‘extract the pion structure
function[40]. Measurements of the w'/n~ cross section ratio from nuclear
targets by this group, pr‘ovided confirmation of the electomagnetic ngture of
the production proceés. ‘ -

o
!

° >

Several experiments at CERN have published important results in the
last severa[l years, .The Omega[41][42][43] collaboration hads made
measurements of the cross section for muon pair production at 40 GeV/c, with
pion, kaon, proton and antiproton beams. As well as demonstrating the beam
dependence of the cross section) comparison of -the Omega data with
experiments at higher‘ener‘gies provides one of ‘the best'examples of the type
of scaling behaviour expected from the Drell-Yan model. The GOLIATH[U44]

collaboration measured muon and electron pair production rates in

A

R D A T AL
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o

bion-nucieon collisions at beam energies of 150 and 175 GeV/c. Thé
NA3[45][ 461 47] cgli/abor'ation at CERN has made extensive measurements of
muon pair cross sections with proton, pion, and kacn beams inq,ident on a
platinum tar"get as well as the first antiproton[10] results. Measurements
by the NA3 group of the n'/m cross section ratio for tungsten and hydrogen
targets(48], measurements of the angular distributions of the muon pairs[i9]
and méasuremehts of the A dependence of the muon pair cross section[50] have
confirmed many‘ of ‘the f‘eat',ux"es~ éxpect;ed from the Drell-Yan model. The
NA10[51] experiment has published preliminary results using an intense pion
beam to produce muon pairs in a tungsten target. Initial results from this
experiment[52] provide confirmation of the linear A dependence measured by

the NA3 collaboration. Detailed comparisons of our data to data obtained by

the NA3, CIP, Goliath and Omega collaborations will be made in the final

e

chapter.
f

“r,

14

<

Two experiments running currently at Fermilab are also studying muon

paiNr'oduction. An extension of the CFS collaboration(53] is looking at

° A

the production of high mass electron pairs in proton-nucleon collisions at

beam momenta of up t0 1 TeV/c Wwith a new spectrometer in the Meson Area. -

‘Members of the CIP collaboration[54] are examining muon pairs produced in

plon-nucleon collisions at very high x, across the range of cosg, using an
apparatus in the High Intensity Area of the Proton line, upstream of the

spectrometer used for this experiment,
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CHAPTER 3

Apparatus .

. Kt &
The experiment described here was located in the high intensity area of
the west proton beam line at Fermilab, in Batavia, Illinois, and took data

in. the spring of 1981 and the winter of 1982, The apparatus used was

‘designed to look for events with one beam particle hitting the tar’get’:, and a

v

pair of muons leaving it. Systems of Cerenkov and ) émhtillation counters

with good time resolution provided fast signals to trigger the apparatus and _

reject accidental coincidences and background. Proportional and drift
chambers with good spatial resolution provided precise measurements of
points along the particle trajectories so that the events could later be

¢

reconstructed offline,
The apparatus used for the experiment was a closed geometry magnetic
spectrometer, shown schematically in Figure 5, Tungsten, copper, and

beryllium targets were exposed to a beam of 125 GeV/c pions and antiprotons,
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Figure 5 - Plan View of the E537 Spectrometer

‘The E537 apparatus is a closed geome'tr‘y magnetic spectr‘qgnetér' and is

descibed in detail in the text.
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Hadrons from the interactions®were filtered out by a copper beam dump.

Track crordinates were measured 2/3 of the way through the beam dump by two

- P [ ] . -
\pl‘ar)es of pr'Oportional(wir-es. Immediately downstream of the dump a

sciptlklation_ counter designed to detect.muons produced at a large angle
!

/ o [ . Vo o
with respect to the beam provided a high mass bias for “the fast trigger.

{ S~ o

Tr/a.jector‘!es were also measured downstream of the dump by 9 planes of drift
chambers. A large conventional dipole magnet deflected charged particles to

permit a momentum measurement. Particles were tracked danstream of the

magnet by 9 pléf{es\‘ of drift chambers and\€ scintillation counter hodoscopes.

. : , . “ .
-Muons were iden}:ified by requiring them to pass through walls of steel and

7
[y

‘lof fline," . °
Y .

concrete interleaved with scintillation counter hodoscopes. Muons *required

-
i

a momentum of 6 GeV/c to penetrate to the final hodoscope. Signals from the

3

ounters-were combined to praduce a fast trigger/skgnal when two muons were
- N .

detected. ““Tow -mass events were rejected by‘a fast trigger processor, and

'inf‘or*mation_fr'un the égunters ;amd chamber wires was written to magnetic tap'e

s

sod that the kinematic . variables of the muon pair could be‘redqnstruc‘ced

-
i v

1

A sample of 4.0 x 10° dimuon events with mass greater than 2 GeV/c was

.|collected in a running period of 13 weeks. , )

P » \
' \

3,\1\ Accelerator
N ‘ \
i - \

.

g @ L]

linac injects the ﬁrot‘ons into an 8 GeV booster syncrotron from which\they
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every’ 9 to 15 seconds. The beam 1is -extracted in a 1 Seoond spill and split

three waygvto the Meson, Neutrino and Proton lines. The beam pa;ticles are
not wuniformly distributed thoughout the spill but cluster 1n buckets spaced
19 ns apart. The interbucket spacing is characteristic of the radio
frquency ;oltage used in the main accelerator. Timing signalﬂ from the
main control room allow the experiment to Dbe synchronized with the

accelerator.

[y

3.2 Antiproton Beam

P |

A schematic layout of the beam line elements is shown in Figure 6. A

neutral beam of lambdas and kaons was produced by 400 GeV/c protons striking

a 15 cm beryllium target[56](57]. Charged secondary particles were removed

[

ks .
from thq beam by a dipole swéeping magnet 2.3m downstream of the primary

target. Piois and antiprotoné from the decay in flight of the neutrals were
gathered by - a flux collecting quadrupole triplet aAé{}ransported to the
experimental Qall by a beam line of conventional dipoles and quadrupoles. A
dipole and col\gmatér selected beam particles with a momentum of 125GeV/c
N
and eliminated the positive decay groducts. A FODO channel céllected the
particles and transported them to the final focussing triplet. Electrons
were removed from the beam by a 2.5 cm thick lead absorber.

1

" The resulting‘beam consisted of 79 percent pions and 21‘ percent

.antiprotons, with a 10 percent momentum bite FWHM. The angular and spatial

&

di%ergences‘of the beam at the experimental target were 1 mr and 2.5 cm
i
| L !

respectively. To reduce uncerta;nties due to the large phase space of the

beém, th% momentum and ‘trajectory of each individual beam article was

™

tagged in the experimental hall by a system of proportional wire chambers
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Figure 6 - High.Intensity Area Beam Line

A primary beam of 400 GeV/c protons strikes the beryllium target. Charged
secondaries are swept from the beam and the neutral secondaries allowed to
decay. A dipole and slit Select 125 GeV/c pions and antiprotons from the
decay products and a string of conventional dipolgs ‘and quadrupoles
transports them to the experimental target. -
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and bending magnets described in the next sgction. r
The primg;& beam flux was monipPPed by two Secondary Emission Monitors
(SEM“s)[58] wupstream of the primary target. Beam position and spot size,
were monitored along the beam line and in the experimental hall by Segmented
. o
Wire Ionization Chambers (SWIC“s)[59][60] tied into the Fermilab beam line
control system. A primary beam flux of * 7T x 1012 protons/spill typically

resulted in a secondary beam flux of 12 «x 106 particles/spill.

e
SN

The beam was surrounded by a halo of muons produced by Aecaying pions
and energetic secondary particles not removed from the neutral beam,
Because- the ;ccidental coincidence between halo particles and a single muon
produced by the beam' could mimic the sigrnature of a muon pair, thus
inereasing the trigger rate and cdntaminating the data fsample, steps were
taken to suppress as much of ihe halo‘as possible. Muon spoiler magnets
upstream of the experimental gall swept off axis Yparticles  away from the
béam ;égion. The veto counters used to inhibit the apparatus when a-halo
particle was present are discussed 1in_a later section. Strict vertex
requipements, imposed con t@e events offline 99 suppress any remaining
contamination of the dataﬂsamplg, are discusse&ﬂin tﬁe next chapter.

oy
. 3.3 Beam Tagging

.

The momentum and trajectory of each beam particle was measured with a
beam telescope consisting of 9 planes of proportional chambers, three Y
.hodoscopes and two small dipole magnets. Beam particles were identified by .

two Cerenkov counters which ﬁill be discussed in the next Sgction.

-
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A plan view of the beam tagging system showing the relative locations

of the elements 1is given in Figure 7. The first beam station, BY?1, which

Sy, i
consisted of three planes.of proportional chambers and a hodoscope followed

o

the first Cerenkov' counter, CS1. A second beam station, BY2, was placed

B

3.95 meters downstream of the second Cerenkov counter, CS2, A third beam

‘chamber station, BY3, followed 3.43 m upstream of the experimental target. -

The pair of magnets between C32 and the second beam station gave each beam

particle a vertical momentum increment of 0.319 GeV/c, allowing a beam .

particle with a momentum of 125-GeV/c to be measured to an accuracy of

1 GeV/e.

Each beam station had three planes of proportiénal wire chambers, with

L

the wires oriented along the U, V and Y directions. The Y coordinate was

taken in the vertical direction with the U and V directions defined by

clockwise rotations about the Z axis {beam direction) of 240 and 120 degrees__

from Y respectively. Each station had an asseciated scintillator hpdoscope

\

which measured the Y coordinate,.

All beam chamber sense wire planes consisted of 128 wires of 12.5yu
diameter spaced 1 mm apart. Cathode planes were made using 25.4 y thicek
Aluminum foil., The chambers were operated using a gaébmixture of 55 percent
isobutane, 5 gfrcent methylal, 0.5 percent freon with the ba}ance being
argon., A discéet; component ampliffer followed by a high speed ECL

comparator provided a differential time over threshold output[61].

Each hodoscope consisted of a 15,24 cm diaméter disk of 0.6 cm thick’
NE110 plastic scintillator[62] segmented horizontally into eight parts.

Each segment was optically coupled to a 12 stage  Amperex 56AVP

A

R

—t
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'Figure 7 - Beam Tagging System

Individual beam particles were tagged by a system of /ger nkov counters,
. scintillation counter hodoscopes, and proportional wir hambers, as
discussed in the text.
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photomultiplier[63] with a resistive voltage divider base. Zenek,diodes

were used to clamp the final two dynode voltages. ﬁhotanultipligr outputs

H e

were clipped using a 3 ns stub of 50 Q goaxial cable terminated in 25 Q@ to

\
§

allow the highest possible counting ratest The widths of the-hodoscope

segments were chosen to roughly equalize the individual counting rates,.

The proportional chambers gave an accurate measurement of the position
of the beam particle trajectory but were sensitive for a period of 60 ns,
which included beam particles in three separate accelerator RF buckets. The
beam hodoscope elements were designed to have a resolving time of 10 ns, and
were capable of distinguishing between beam particles in successive RF
buckets. Discriminator signals from the beam hodoscopes were recorded with
each event so that tracks not associated with the beam particle causing the

trigger could be rejeécted by the offline analysis.

3.4 Cerenkov Counters
L

~

The type ofﬂ eacﬂ incident beam particle was established by two
differential gas aCerenkov counters, Both counters we}e filled with a
mixture of 80 percent helium and 20 pePcent nitrogen. The fraction of beam
pargicles counted by the /fiést Cerenkév counter as a function of gas

pressure is shown in Figure 8, Between pressures of 3 and & PSIA the

counter is below the antiproton Cerenkov threshold and counts only pions,

which constitute 80 percent of the beam. Between 10 and 12 PSIA, Cerenkov

light frdm the pions is at the wrong angle to hit the photomultiplier and
the counter is only sensitive to antiprotons, the remaining 20 percent of
the beam., The first counter, CS1, was sét to count antiprotons at 10.5 PSIA

while the second (CS2) was set at 3.5 PSIA to identify pions..




_33_

.

(CS1-BEAM)/BEAM

b
?
|
i

1
ol

lLllll

w6l a ST 108 —
& - N -
= -
e -
]
- -
. -
10-2 o
o
o
i L | ) H i i
o 2 4 [ 8 10

PRESSURE (PSIA)

i“igure 8 - CS81 Cerenkov Counter Pressure Curve

The vertical axis shows the fraction of the beam particles-detected by the

first Cerenkov counter. Between gas pressures of 3 and 6 psia the counter is
only plons. Above

10 psia the counter is not sensitive to light fn the pion Cerenkov cone

below the antiproton Cerenkov threshold, and

the counter detects only antiprotons.
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Cerenkov light prbdu&ed in the 22 m long counters was reflected by a
33 em diameter .plastic mirror onto an RCA 31000M[64] photémultiplier tube
through¢a 7.62 cm diameter quartz window. The mirrors were made o%
aluminized lucite with a 4,572 m radius of curvature and a 2.286 m focal
length. Annular masks on the photomultiplier windows restricted the
sensitivity of the counters to a cone of light with half angle between
4.4 mr and 7.9 mr in the case of CS1 and 5.7 mr to 7.6 mr in the casé of

€s2.

The counters were designed to be able to distinguish between beam
particles in successive RF Dbuckets. Transistorized bases[65] permitted
counting rates in excess of 3.0 x 107 particles/second. Photamultiplier

El

51gnals were clipped by a 3 ns stub of 50 @ cable terminated in 25 Q. Thg/
25 2 termination dampé.d-th%é;‘jsi:e of the pulse reflected by the stub and/g/a/we
- the counters an output.pulse of less’'than 6 ns durgtiop with no ripé{ng or
overshoot. Signals were amplified by Lecroy VVI00B 10 x amplifiers[66]
prior to ’discrimination to reduce the average anode currents iﬁ the tubés.

The average number of photoelectrons per particle ranged from 7-1¢ and the

diseriminators were set to trigger at 2 on more.

' Cerenkov counter efficiency was monitored during the data taking by
comparing the number of beam particles counted by the Cerenkov countgrs to
the number of beam particles counted by the beam telescope, using

~CERENTO% = [(CS1+-BEAM) + (CS2.BEAM) - (CS1.CS2+BEAM)]/BEAM,

@

]

where

-

(CS1+BEAM) is the number of coincidences between signals from the first
Cerenkov counter (CS1) and the beam telescope (BEAM), that is, the

number ‘of beaﬁV particles counted by tﬁe antiproton Cerenkov

3

counter,
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A

(CS2-BEAM) is the number of beam particles counted by the pion Cerenkov

[}

codhner,
‘(CS1-C82-BEAM) is the number gf particles counted.by both Cerenkov
counters, and - ¢
BEAM is the‘number of bgfm particles counteg\by the beam telescope as
discussed in the next section. ) )
CERENTOT was always 0.995, indicating that the inefficiency of the counteré
was less than 1 percent. Because some RF buckets contained more than. one
particle, and the‘ antiproton counter operated far above the threshold for

) ? f
pions,. the large angular dispersion of the beam oau§ed a 5 %o 10 pqrcent

contamination of 'the antiproton signal by pions. Rejecting beam particles

. AN
which counted in both CS1 and CS2 reduced this contamination to 0.1 percent,

£
The discriminated output signals from the two qounteré were used in the

fast trigger logic to define PBAR and PION signals, which ,jndicated that a

single.antiprfoton or that a single pion had traversed the be%m telescope.

-These signals are discussed further*in the next section. The pulse heights

of both counters were measured and recorded for each event, so that. the

counter performance could be studied offline.

»

. 3.5 Beam Tagging Logic- ) C

~

Standard NIM[%7] logic modules were used to form a BEAM sigyal from the
discriminated outputs #&f the beam hodoscope counters. The, BEAM siéné%?was
combined with'signals-fyém the Cerenkov counters to indicate the presénce of
a beam particle to the fast tﬁigger logic. rA simplified schematic diagram
of the bégm logic iS\Shown in Figure 9, The logical OR of the signals from

the counters in the first beam hodoscope, BY1-1 through BY1-8, was used to

e aae
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Figure 9 - Beam Logic

Photomultipler signals from the beam hodoscope elements and the Cerenkov
counters were combined to form a /p signal indicatjng that a single ‘pion
or antiproton had travelled through the beam telescopeg

i —————
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define a signal, BY1, which indicated that a beam particle had passed

through the first beam station. Signals from the counters in the second and

. / . ;
third beam hodoscgpes were similarly used to define the signals BY2 and BY3.

The discriminated signals from all hodoscope elements were recorded for' each"

\

- !

event.

To indicate when more than one beam particle had travelled through the

the ‘counters in each of the beam [stations were rediscriminated to define the

’

beam telescope at the same time, the linear sums of the logical signals from
s

signals BY122, BY2Z2>N and BY322 if two or more of the counters in the

~ -

respective hédoscopes had been hit. These signals were combined to give a

veto signal, 2B¥;2, if at least 2 out of 3 of the beam hodoscopes had moré
than 2 elements hit.

A/BEAM siénal was defined as the coincidence between the BY1, bY2 and
BY3 signals from the beam hodoscopes, the anticoincidence of the 2BY22 veto
signal, and the anticoincidence of a HALO signal formed from the éutputs of
the halo couhtegs as described in the next section, that is;

BEAM = BY1 « BY2 + BY3 - 2BY22 - HALO. )
The ﬁbeam signal was .TRUE. if at least one counter was hit in each of the
three'beam stations, at least two of the three beam.sta£ions had only one
counter hit, and none of the possible combiﬁatiéns of halo counters were
hit. This signal ;ndicabed to the fast loglic that one, and only one, beam

’

“particle had passed through the beam telescape, and that there were no halo

-

particles present, ) o

The logical signals PBAR and PION were defined if there were both a

beam particle and a signal from the corresponding Cerenkov counter as

t

PBAR = CS1 « BEAM + (CS1:CS2), !
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and ‘ )
PION = CS2 + BEAM . (GS1.+C82),

where CS1 and CS2 were the discrim@nated“signals from the Cerenkov counters

v

described in the last section.

2 5 -

wt

‘Whe PBAR and PION signals were prescaled Sepaﬁately and then combined
to give a n'/E'signal which indicated the presence of a‘single identified
beam particle to the fast .logic. The antiproton prescaler was always set to
count for each event but the pion prescaler Qas set to count once for every

1 to~ﬁ events depending on overall trigger rate and beam conditions.

-

3.6 Veto Counters

ﬂuons‘in t halo éPOund the beam ®ould combine with debris from
interactions of the beam in the targét and the dump to mimic the<signature
of a ﬂigh mass muon pair. To reduce the effects of beam halo on thge trigger

rate, vertical (VX) and horizontal (VY) counters positioned around the beam

axis as shown in Fiéure 10, . were used to define a HALO signal which
v @ N N q
inhibited the apparatus during the presence of beam halo.

N .

o

-~

scintillator[62] and instrumented with Amperex 2212B photomultipliers[63].

Discriminated signals~from an inner array 6f‘ eight 73.66 cm x 12.7 em and
twelve 13%.3 cm x 25.4 cm counters in the VX array were combined to form a
VX signal as showp in Figure 11. A VY signal was formed with 1he OR of the
discriminated signals ffom the eight 101.6 cm x 12.7 cma and eight

"

152.4 ecm x 25.4 cm counters in the VY array. A VI signal formed from the

AND of the VX and the VY: signals dindicated that a parﬁycle had passed

The counters were constructed of 1 cm thick NE114 plastic
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Arrays

of scintillation counters around the beam indicated the presence of

halo particles to the fast logic. Signals from the counters were combined tb
Form a HALO signal used as a veto in the trigger. - ‘

e B
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Figure 11 - Veto Counter Logic ‘

T _This simplified schematic shows the combinations of veto counters used to
form the HALO signal. A HALO signal was formed if a particle passed through
poth the VX array of counters and the VY bank of counters, - if a particle

< passed  through both VE arrays, or if a particle passed through both VW

arrays. .

$s
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through both of the inner arrays of halo counters. Central counters in both
the VX and VY arrays were retracted from the beam axis to leave a 25.4 cm

&
squdre beam hole.

I

An array of three 147.3 em x 25.4 cm counters, VEU, covered ' the east
side of the apparatus at the same location along the beam axis as the VX
counters. The logical Gﬁ/of thé signals from these counters was combined
with the logical OR of signals from an identical array of counters, VED,
3.1 m downstream but at the same position relative to the beam axis, A VW

signal was formed from the outputs of two identical arrays, VWU and VWD, on

the west side of the apparatus.

A HALO signal was defined as the logical OR of the VI, VE and VW
signals indicating that a particle had passéd through\botﬁ of the innner
"ﬁrrays or either pair of the outer arrays on opposite sides of the
apparatus. The' HALO signal was used to veto the BEAM signal so that beam
particles aécompanied by a halo muon yere” ignored by' the apparatus.
Typically 4 percent éf the beam pérticles were vetoed{ but "the trigger rate

was reduced by a factor of U, depending on the beam §upe.

o

3.7 Target - .
2 . N R

Déta was' taken with three diff%reﬁt nuclear targets, tungsten, copper
dnd Dberyllium, to inveétigate the A dependence of the céoss secpion.’
initially all targets were chosen to be 1.0 absorption lengths for incident:
antiprotons, and were machined as 15.24 cm diameter cylinders. A 1.5

interaction length tungsten target was used during the 1982 run. A 0.4

interaction length, tungsten target was also used for a fraction of the 1982

.
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run to estimate the effects of reinteraction. The physical lengths and

i

dens'ities of all the targets used are. .lis‘ced in Table 2. The 1\.0
interaction length targets were each divided into two segments an/d separated
in such a way as to minimize any difference in acceptance between the

“ﬁr;ggs nuclear glements. Counters were placed between the segments to
iden&if‘yq\“ﬂ hibch segment the interaction took place as an aid to the
reéons.truction progr‘ammes.‘ The three segmented nuclear targets were mc;unted
on a remote manipulator and interchanged regularly  during the run to

v .

minimize any possible systematic effects,
The bulk of the data was taken with the tungsten target, however, to

maximize the overall event rate.

]
3.8 Target Counters

s

The target counters consisted of 15.24 cm diameter disks of : 0.635 cm
thick plastic soint-illator' coupled to Amperex 56AVP photomultipliers{63]
with 60 cm long _"lueite light guides.n As with- the beam and Cerenkov
counters, the signals from the\tar‘getdco'unter photomultipliers were clipped
and damped in an attempt to achieve th"e‘ highest possible cou;ting r:a):e
consistent with the conflicting requirements of high gain an;i wide dynamic
range, The counters were mounted at the base of the target manipu'lator' wi~th
the light guide holding the scintillator in the beam ljine so as not” to
interfere with the movement of the targets. One counter, T6, was mounted
between the two segments and a second, TT7, was mounted in the gap between
the downstreanm target segment and tﬁe face of the absorber. Signal

amplitudes from the.target counters were recorded by Lecroy 2249A 12 channel

ADC“s8{66] for use by the reconstruction programmés.

-

bt

T




_u3_

Table 2 = Target Densities and Lengths

e st 3 49V

Catpe 1w

MLt

e

________________ e ——— e e —————
| BE | cy | W THICK W | THIN W
e Density (gm/cm?) -
| .18600E+01 | .89600E+01 |».18500E+02 | .18500E+02 | .18500E+02
Target Length (cm)
. | .41240E+02 | .15020E+02 | .98090E+01 | .14710E+02 |, .40870E+01
Absorption Length (cm) .o -~
________________________________ gy SO S g
" | Pbar .4O420E+02 | .149TOE+02 | .98245E+01 | .98245E+01 | ,98245E+01
Pion 58125E+02 | .19259E+02 | .11925E+02 | .11925E+02 | .11925E+02
Target Length (Absorption Lengths) o,
- Pbar .10203E+01_|_.10033E+01 | .99842E+00 .1u9i3EfQL .41 600E+00
Pion .T0951E+00 | -7T988E+00 | .82253E+00 | .12335E+01 | .34271E+00
Effective Length (cm)
o - — e e e e e e s e e e o e e e e o S e e o e S B o g -
Pbar | .25849E+02 | .94813E+01 | .62046E+01 | .76264E+01 | .33435E+01
Piopn .29534E+02 | .10430E+02 | .66864E+OT1 | .BU519E+01 | .34603E+01
- ] T
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3.9 Beam Dump - ) .

»

Hadrons from interactions ir the target and beam particles that did not
interact were absorbed by a beam dump downstream of the target. A copper
core of twelve 12.7 cm thick slabs covered the full' acceptance of the
spectrdmeter, giving a total th;ckness of 8 absorption lengths i“or‘ 125 GeV/e

pions. Copper was chosen for its relatively high density and acceptable

o
ratio of radiation length to absorption length. Steel shielding on either

~

side of the copper absorber minimized leakage from tfxe sides and helped to

attenuate off axis beam halo.

3.10 Absorber Chamber

Two plan of proportional wires were located approximately two thirds

of the way Yhrough the dump to aid in the vertex reconstruction. The
chamber package ihcluded 3 signal planes (X, U and V), 4 cathode planes, and
2 ground planes sharing the same gas enclosure, 0Only the U and the V planes
could be instrumex:xted because of space constre;ints. Signal planes consisted
of K480 ‘tungsten wires of 15 u diameter, spaced so that adjacent wires were

separated by 1.5 mm.in the X direction. Catnp\de planes were wound of 63 j

diameter tungsten wire on a 0.5 mm spacing. The wires in the U and V planes

b

were rotated from the vertical (Y axis) by + 16.7 degrees. The readout

electronics. were identical to those.used with the beam telescope, and the

-

chamber used the same gas mixture.

R,
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{ 3.11 Absorber Counter

E:? .
A four element scintillatioq counter immediately downstream of the dump ~

detected muons produced at angles\ greater than 70 mr with respect to the v

! T nominal beam direction. Because the mass of a muon pair depends linear-lzr on '
the opening angle in the laboratory frame, this pounter provided a high mass

bilas when used in one of the fast triggers. Four quadrants (ABUL, ABUR,

ABDL and ABDR) made of 0.9525 em thick PILOT A plastic scintillator[68]

covered the full’ acceptance of .the spectrometer except for a 0,305 m

. diameter hole centred on the beam axis. Figur-e; 12 shows the counter and the

shape of two of the four identical quadrants. Adjacent quadrants extended

beyond the centre line by 12.7 cm.'in X and by 7.62 cm in Y to cover the full

accdeptance of the corresponding rear muon counter qhadr‘ant. ) -

\
K

Each quadrant was coupled to an Amperex 56AVP photomultiplier[63]
connected to a resistive divider base. As with the beam hodoscopes, the
last two dynodé stages were clamped with zener diodes ’qnd the output signals °

were clipped with a 3 ns_stub of RG174 ‘Sb Q coaxial cable terminated with a

i

25 Q resistor. The photomultipliers were shielded fom the fringe field of
. the analysis magnet by 1 cm wall thickness steel pipe, and enclosed in a

1 cm thick steel box. Discriminated signe;][s from the four quadrants were
¢

used in one of the fast triggers and r'eco7/ded for use in the aha.lysis.

e

3.12 Drift Chambers

’\' B ’ b~ - - N N
Muon'trejectories in the spectrometer were measured by 18 planes of *
~ ' A} .

4

wire drift chambers. The design and operation of dri'f’t chambers have been

€ -
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. X
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Figure 12 - Absorber‘ﬁounter

Kl

The absorber counter was used to detect.fmuons produced at large angles to
in
N

the beam. Two of the four identical elements of the counter are
outline. Only the actual scintillator is shown.
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reviewed extensively[69][70][71] and will not be di—Scpssed in aetail here.
The nine planes in front of the analysis magnet were grouped Iinto' three
chambers of three planes ®ach, as were the nine planes following thNe magngt .
Wire spacings, diameters and or"ientations ‘are listed in Table 3 ‘and Table b,
The details of each chHamber varied because they were constructed at
different institutions,

Y4

-

The first chamber consisted of three signal planes wound on

glagss fibre-epoyy frames and sharing common cathodes. The cafhode planes

were also wound on glass-epoxy frames., The outermost cathodes were shielded

) N 5
by ground planes pof similar construgtion, The glass-ep?oxy frames were
bolted to an aluminum support frame and sealed with a noncorrosive silicon

rubber. The cathodes were run at negative high voltage and the anode wires

were direct coupled to the amplifiers, .-

The second and third chambers shared a common gas enclosure, The

signal wires for these chambers were supported by precision inserts set in a
& . ’ 1,
1 . 3

Jig bored aluminum frame. The cathodes, of stretched aluminum foil, were

glued to an aluminum frame and were run at g_rouﬁd potential, Anode wires

were capacitively coupled to the amplifiers, The physical construction of

 the fourth chamber was identical to that of the second and third chambers.

“enclosure with mylar windows.

A
b

»

The final two chambers were similar to the first chamber in that wound
L3
signal planes and cathodes were used. Each plans was wound on a separate
self supporting glass-epoxy frame. The cathode planes were run at negative
Y !

high voltage and the signal wires were agaln connected directly to the

amplifiers. The frames of each chamber were contained in a single gas

» -~

ho “

N
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Table 3 - Drift Chamber Parameters I

e e e e e o o e _z-__.'_,z/_// _________________________________ [,
Chamber | Cell signal | /Cathode | Drift Effective | Cathode
Size Wire Plane ¥ Wire Aperture Potential
(em) Diameter | Diameter | Diameter (em)
(cm) (cm) (cm)
1
DC1 0.6 2.0E-3 6.35E-3 6.35E-3 50x100 -H.V.
Tungsten Cu-Be Cu-Be
0.1016
Pitch
DC2 1.27 2.5“Ej3 2.54E-3 0.0127 50x100 Gr:ound~

Tungsten | Al Foil Cu-Be

DC3 1.27 2.54E-3 2.54E-3 0.0127 50x100 Ground
‘ Tungsten Al Foil Cu—-Be . N
DCY 1.905 2.54E-3 2.54E-3 0.0127 100x200 Ground

Tungsten Al Foil Cu-Be "

DCs 1.905 2.54E-3 6.35E-3 6.35E~3 167x335 -H.V.
Tungsten Cu-Be Cu-Be
0.1778 . !
Pitch
DC6 1.905 2.54E-3 6.35E-3 6.35E-3 167x335 -H.V.
Tupngsten Cu-Be Cu~Be
¢ 0.1778 .
‘ Pitch
ﬂ —_—

4
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Table 4 - Drift Chamber Parameters II

o o S e < T P R G e P A o S T ot S T o . Al o W o i R " o o T T S e S el D L s o

Chamber Plane "Type Angle Nuniber Cell . Z

’ ' (Degrees) of Size Position

Cells (cm) (cm)

DC1 1 v -16.7 192r 0.6 ~163.70

2. X 0.0 192 0.6 ~164.25

3 ] 16.7 192 0.6 -164.93

- | pc2 4 v -16.7 93 | 1.27 | -152.81
5 X 0.0 92 1.27 -151.50

b U {. 16.7 92 1.27 .| -150.17

DC3 7 v & -16.7 92 1.27 -138.84

8 X 0.0 93 1.27 -137.55

9 U 16.7 93 1.27 -136.27

DC4 10 v -16.7 123-f 1.90% 161.43

IR X 0.0 124 1.905 | 163.37

12 U 16.7 124 1.905 165.32

) DC5 13 v -16. 192 | 1.905 | 285.09

6.7
14 X 0.0 176 | 1.905 | 286.97
15 U 16.7 192 | 1.905.| 288.90

pCce 16 v . =16.7 192 | 1.905 ¥12.11
, 17 X . 0.0 176 | 1.905 | 414,02
18 u 16.7 192 | 1.905 | #15.92°
(
/o
n-ud& ———r i e "y e
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All chambers used a gas mixture of 50 percent argon and 50 percent

ethane to achieve a ‘low saturation voltage in the rear chambers, while
providing a high drift veloecity (50 u/ns)[72] and minimal dead time in the
front chambers. Flow rates were set to flush the individual chamber volumes

once every two days.

The signal wires were connected to Lecroy MVL100 monolithic
amplifier-discriminator chips[66] consisting of a 100 x gain gmplifier
followed by a voltage programmable ECL comparator. The control voltage was
set to give discriminator threshplds between 80 mV and 130 mV at the signal |

v v
wires/ dépending on the chamber. The differential ECL ‘outputs of the
MVL100“s were connected to Lecroy 2770A drift chamber digitizers[66] and
read out via CAMAC[73]. Each digitizer contained 96 time to digital
converters (TDC’s) with a full scale time range of approximately 256'ns for
256 counts, To correct for a chggnel to éﬁannel variationvof 10 percent and
ensure an accurdte)measurement of the Ldrift time, the TDC’s were calibfated
at the beginning of each data tape. . -
~

The calibration system "applied a series ;f 5 volt pulses to the f}eld
shaping wir;s of the chambers under computer contrcl. These pulses induced
signals on the sense wires, cau§ing the disgriminators to trigger and
seﬁding start pulses to the TPC'S. A common stop pulse was sent to the

TDC’s after a computer controlled delay. A series of 600)calibratlon events

was written automatiéally at the beginning of each data tape, Ten pulses at

’
L3

10 different delay times were sent to each of the six chambers in turn.
Prior to the .analysis of the data tapes, the calibration events were read s
and straight lines were fit to the number of counts vs delay curves to

obtain a set of calibration constants for each digitizing channel on each

'
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tape. After.calibration the TDC’s had a time resolution of better Ehan

¥

1 ns.
A stand alone version of the calibration system was used to monitor the
drift chamber electronics and diagnose malfunctioning channels throughout

0 '

the data taking.

Y

3.13 Analysis Magnet

The spectrometer magnet was a-large window frame dipole with saddie
coils containing 240 turns. The magnet aperture measured 90 cm ver"cical'ly o
and“1840 em horizontally with a 75 cm long iron yoke. At the nominal setting
of 2400 amperes, t':he main eomponent% of the field gave a horizontal rpomentum
change to thé particles of 830 MeV/c. The field was mapp;d by measuring the
current 1nduced ir} 3 orthogonal colls as they moved through the magnetic
field under computer control. NMR meas{frements of the field at the centre

of the magnet were used for absolute calibration. The magnet-current was

monitored continuously by a precision shunt in addition .to the standard

’
[y

power supply current transducer. The fiéld was monitored using a Hall probe }' .

fixed to the lower pole face of the magnet. The agreement between, the -

-~

current shunt and the Hall hprobe was always better than 0.1 percent, Using

L .

the measured JB-dl of the magnet, the y mass was reproduced to better than 1
percent accuracy. The polarity of the field was reversed "periodically
during the course of the 1981 run to check for systematié effects associated

with properites of the beam halo.
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3.1!4_ Charged Part;cle Hodoscope ~

N
.

\ < %

Two scintillation counter hodoscopes,)CPX and CPY, located immediétely

behind the final drift chamber measum%d the X and Y positions ofuchar'ged
]

N

tracks respectively. /

o

N

- N
The CPX hodoscope ceonsisted of two rows of counters made of

L

1 cm thick x 4 cm wide x im long NE110 plastic scintillator[62], and

arranged as shown in Figure 13. The counters were coupled to EMI 9807B . and

°

9814B photonultiplier tubes[74] with transistorized bases[65]. A simplified

"schematic diagram of the CPX electronic logic is'shown in Figure 14, The |

'

output signal from each photomultiplier on the top r‘ow‘ot‘ 62 counters was
summed with the signal from the corresponding counter in‘ the lower Yrou
before discr‘iminatllon. Logical signals from the combined CPX counters \:der'e
summed .and rediscriminated to supply a CPX22 signal to the fast‘: trigger
logic when more than two ~ of the counters were hit. The discriminated

signals from all of the CPX counters were recorded for each event.

1

The CPY hodoscope consisted _of 48 1 cmthick x 8 cm wide x 2m long

NE110 plastic scintillation[62] counters coupled to Amperéx 56avP[63] -
. '

-

photomultiplier tubes with transistorized bases[65]. The counfers were

arranged in two vertical columns of 24 counters each extending from X = 0.0

to X = 2.0 m. Logical signals from the CPY counters were /used by the

trigger processor. As with the CPX counters, discriminated signals from the

3

CPY counters were recorded for each event. .
. g .

Central counters in both. hodoscopes were retracted to leave a 32 cm

square beam hole. o _
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Figure 14 - Charged Particle Hodoscope Logic

This simplified schematic diagram shows the electronic logic used to define
the CPX22 signal from(the outputs of the CPX counters. Photomultiplier
signals from thejper row of counters were summed with signals from the
corresponding counters in the lower row prior to disecrimination. The Llinear
sum of the discriminated signals was rediscriminated to define the CPXZ2
signal,
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3.15 Muon Hodoscopes o )
e

'Muons were identified by requiring them to traverse a telescope of
three scintillation counter hodoscopes interleaved with walls of steel and
- concrete. The arrangement of the counters in the first plane and a plan

view of the three planes is shown in Figure 15.
7 ‘ : -
The first muon hododscppe, ul, consisted of two rows of 30

1 em thick x 20.3 cm wide x 1.45 m long counters made of NEi11l4 plastic
[ T . N

scintillator(62] kpcated pehind -a 1.106 m thick steel wall. The four

4

, %
central counters in the. first plane were retracted to leave a 20.32 cm
square beam haie. A second hodoscope, p2, with two rows each consisting of
4 .3

31 1 cm thick x 23 cm wide x 1.57 m long counters followed a 61 cm thick-

steel wall, -A third hodoscope, - u3, with 62
1 cm thick x 26.7 cm wide x 1.75 m long couanrs arranged in two rows of 3

counters each, followed a 90 cm thick concrete wall. Counters in the first -

" plane were spaced 20:57& cm centre to centre so that there was no overlap

between adjacent counters, and the array was positioned,symmetricaf;y about
the beam axis. Counters “in the second and third planes*wére spaced

22.225 cm and 24,57 cm apart respectively.

» - % ™y . ,

All of the muon counters were coupled to Amperex 2212B

photomultipliers[63] with transistorized bases[65]. Diécriminated signals’

T

from counters in the upper Fow of the first wall were combined with the

logical' OR of pairs of counters in the upper rows of the second and third

planes to define muon triple ?iiioidenée signals TC1-TC30 as follows:

~

TC1 = pl=1-¢ (p2=1 + p2=2>% (p3~1 + u3-2),

| <

TC2 = u1-2 - (u2-2 + p2-3) -« (u3-2 + u3-3),

.
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Figure 15 - Muon Triple Coincidence Counters

. This figure shows the first plane of muon hodoscope counters and the
>, relative locations of counters in the three planes. All planes were centred
" on the nominal beam axis. The central counters in the first plane were
withdrawn to create a beam hole. The centre line of-a typical muon triple
coincidence channel is indicated by the dashed line.
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and

TC30 = u1-30 + (u2-30 + u2-31) -+ (p3-30.+ u3-31),
as shown in Figure 16. Thg signals TC31-TC60 were‘defined for the lower row
of counters as follows:

TC31 = u1-32 « (u2-32 + u2~33) - (u3-32 + u3-33),

© TC32 = u1-33 » (u2-33 + p2-34%) - (p3-33 + pu3-34),

°

and

TC60.= u1-61 » (n2-61 + u2-62) - (u3-61 + u3-62).
To éuppress coincidences caused by ﬁalo muons, the counters of each triple
coincidence channel were centred to line up along the path taken by an
infinite momentum muon produced°in ﬁhe target. The widths of the counteré
in the second and third planes were chosen to give good acceptance down to

¢

muon momenta 5f 6 GeV/c when allowances were made for multiple scattéring.
Logic signals from all of the counters were recorded and read out via
o .
CAMAC[73] for each event. The time elapsed between the event trigger and
the signals from the first plane of muon counters was ﬁeasured and recorded
using Lecroy 2249A 8 channel TDC s[66] so that backgound due to beam halo or

hadronic decays could be studied offline.

L

3.16 Fast Logic X ’

~

)

Standard NIM[67) logic modules ﬁi;j/gsed te form three fast trigger - -

signals 1f appropriate combinations @of counters had autputs consistent with
- TN
the &ignature of a high mass muon pair, a single beam particle hitting the

<
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Figure~16 - Muon Triple Coincidence Logic

This simplified schematic diagram shows the electronic logic used to define
the muon triple coincidence signals TC1-TC30 from the photomultipler outputs
of counters in the top rows of the three muon hodoscopes as discussed in the
text. Identical logic‘“was used to define the signals TC31-TC60 from the
outputs of counters in the lower rows.

~

W
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target and two muons traversingl the apparatus,’ A simplified schematic
diagram of §he fastitrigger logic ls shown in Figuré 17. 1In the absence of
any transverse momentum, muons froé a high mass pair would enter\ the
apparatus in different geometric%l quadrants. The accidental coincidence
between a beam halo muon and a muon:produced by hadronic decay would not be
'506009§tra1ned. The four fold symmetry of the apparatus about the beam axis

was exploitéd in the definition of the trigger signals to bias against muon

pairs produced by such acciQental coinecidences.

T .

-

A muon was assumed to have traversed the apparatus if one of the muon
triple coincidences produced a signal. The 60 TC channels were combined
together 15 at a time to form 4 quadrant signals as follows:

TC1 + TC2 + ... + TC15, . . J

WQUADT =
j
uQUAD2 = TC16 + TC17 + ... + TC30,
\\\
UQUAD3 = TC31 + TC32 + .., + TCU5, )
X )
and _
™ uQUAD3 = TCU6 + TCUT + ... + TC6O. \\

A QUAD signal was defined as
QUAD = (uQUAD? - uQUAD2) + (uQUADT « pQUAD3) +
(uQUADY - uQUADH) + (uQUAD2 -« uQUAD3) +
(uQUAD2 - uQUADY) + (pQUAD3 « uQUADY),
indlcating that two muons had passed through different quadrants of the
abparatu%. The timing of the QUAD signal was set by the leading edée of the

n~/p signal from the beam tagging logic.

©

fhe lowest Jlevel fast trigger was defined as

TRIGO = (w_fp) + QUAD,

“~ERln

ey
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Figure 17 - Trigger ‘Logio

This simplifed. schematic diagram shows the electronic logic used to define
the three fast trigger signals. These signals were separately prescaled and
then combined with PION and PBAR signals from the beam logic to give a ginal
trigger signalt - ‘ ,




through the CPX hodoscope, the CPX22 signal was used to define the fast

trigger TRIG1 as -

TRIG!1 = (n /p) -+ QUAD = CPX22.
With typical beam conditions, the CPX22 requirement reduced the trigger ragé
by a factor of 2. The most restrictive of the fast triggers was biased

j -
ajainst low mass pairs by requiring at least Tne of the muons to hit an

abggrber counter quadrant and @a; defined as
‘ i “TRIG2 = (77/p) + QUAD - CPX22 - ABSQ.
The signal ABSQ was in turn defined as -
ABSQ = (ABUL - uQUAD1) + (ABUR - uQUAD2) +
\.(ABDL « uQUAD3) + (ABDR : uQUADu):

The TRIGZ2 \rate was typically a factor of 5 lower than the TRIGO 'rate.

The three fast triggers were prescaled separately and then combined
with PION and PBAR signals from the beam logic to prpvide a final event
tr}gger signal Yor the computer eontrolled readout, Most of the antiproton
data was taken\ with TRIG1 in order to avoid the kimematic biases of the
absorber counter.\ The bulk of the pion data w;s taken with TRIG2 to keep
the overall event rate as low as possible, Sufficient data wés taken with
TRIGO to check éhe efficiency of the CPX and absorber counters. &Special

1

runs requiring only two of three counters 1n the muon triple coincidences

\\\\ _ were taken to check the muon counter efficiencies.

3.17i$¥igger Processor

v
*

Events sagisfying the fast triggef logic were examined by a digiﬁal

trigger processor in real time. The processor has been described in some

|

B e ereme e e
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detail elsewhere[75], and therefore only the algorithm used and 1its

A}

implementation will be outlined here.

Wires hit in the X planes of the chambers downsfream of the magyet, CPX
counter outputs, CPY counter outputs, anF muon triple coincidence channel
outputs were stored by a fast ECL encoder gated by the trigger logic. A
hard wired trigger processor employing the Fermilab ECL-CAMAC system of
modules[761[77] calculated the invariant mass of all possible muon pairs and

rejected events which reconstructed to a mass of less than 2.0 GeV/c?,.

The processor examined all combinations of drift “Ghamber hits and

b

counter outputs to find candidate tracks in the X projection. The momenta
4

and opening angles in this projection were calculated assuming that the
tracks originated in the target. The CPY counter information was used to
give an upper bound on the opening angle in the Y projection. The invariant

mass was calculated for each pair of tracks using the approximation

2 =
M" = Pypjei,

where P; and py arg the momenta of the 1th and Jth tracks respectively, and

~

eij is the angle'between the tracks in radians. Events with any combination
giving a mass above 2.0 GeV/c? were read out via CAMAC[73] and recorded on
magnetic tape. Events with no candidates reconstructing to at 1least the

minimum mass were cleared and reset without being read.

#

1]

The processor made extensive use of precalculated tables stored in fast
memo;ies to simplify the logic and improve the performance. Typically about
5 gs were required to evaluate an &vent, and events ‘'complicated enough to
require mo;e §han‘ 100 microseconds to evaluate- weré accepted

unconditibnally; . . : 5
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«

During thekdevelopment\of the\processor,*a diagnostic and simulation

programme was written using the interactive language FORTH[78]. Test events
) :

‘from the simulation programme and data tapes allowed the processor to be

tested in stages by comparing internal values to results calculated by the

simulator.

A fraction of the triggers obtained during any given run were qeéorded
unconditionally, so that™ the trigger processor performance and efficiency
could be checked. The usefulness of the trigger processor can be seen
immediately from Figure 18, which shows the large number of low mass events
that were rejected. 1Its gfficiency can be seen from Figure ?9,'by comparing
the number of events rejected by the processor to the results of a full
reconstruction.rrThe processor reduced the overa;£~trigger rate by a - factor

of. 5-10, depending on the beam tune, with an efficiency of better than 99

[

percent.

3.18 Data Acquisition

The experimgnt was controlled and menitored using a PDP 11/45
computer[7971 running ° under the RSX11/M operating system. Data recording
hodules were connected to the computer using 3 parallel CAMAC[73]. granches.
Two 800 BPI magnetic tape drives were used to record the events %6f offline
reconstruction. |

One CAMAC branch was used to service the trigger processor 'described in

&
the last section. A ‘'second branch contained the following:
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Figure 18 - Trigger Processor Pérformarice

The dashed line shows the mass spectrum of muon pairs reconstructed offline
from events where the processor information was not used in the trigger. The
solid 'line; shows the mass spectrum of the events accepted by the trigger
processor. The large numbers of low mass events rejected by the trigger
processor resulted in a substantial -reduction of the tr‘if’ger"r‘ate.
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Figure 19 - Trigger Processor Efficiency

This histogram shows the mass spectrum of muon pairs reconstructed offline
from events where the processor information was not used in the trigger. The
hatched areas show events that would have been rejected by the trigger
processor. The measured efficlency of the processor was 0.99. '
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.. scalers used to monitor counting rates at various stages of the

fast'trigger logié and to record beam flux totals;
A - i
. qnalog to digitaf converters (ADC”s) used’ to monitor the

performance of various counters throughout the experiment;
' \J

L3

3. time to digital converters (TDC’s) used to monitor the Cerenkov

"counters and the first plane of muon counters; and

o -

-

4. coincidence registers which were used.to record the' state of all )
-t

the'counters in the experiment at the time of the trigger.

A third branch was used to read out the wires hit in the

v

proportional and drift chamber systems. -

¢
&

) A

) Theiéutput of the trigger processor was used to interr;pt the computer,
whieh then read out the three CAMAC brénches using a Fermilab suép;ied data
acquistion package{801[81]. The events Qere transferred directly into a
256 Kbyte bulk memory(82] during the,spill,'ahd transferred to magnetic tape

at the end of each spill, The information recorded for each event included.

the following:

1. the date and time of the spill;

Az

2. a list of all proportional chamber wires hit;
AN -

[
!

3. a list of all drift chamber wires hit and the drift times; .

4, a complete list of all counters hit. in coincidence with the fast
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5. ADC and TDC information for monitoring purposes. . g
In addition at the end of each spill, a list of scaler sums was

written to the tape. Thig Iist inéluded the following:

. )

. © a
A} Ed

»¥

.

“1, antiproton and pion flux totals; -

2. primary beam intensities; -

.
' o

v £ «

d ; \ o d

§. counting rates in the Cerenkov counters and the beam telescope;

-

2

-

{
4, counting rates of the absorber counters and selected muon counters;

and >y

v

~5. counting rates at various stages in the beam logic and the‘faét

1

»

trigger logic. : ?

~ .o \
¥ B . R |

~

The reconstruction of the muon pair kinematic variables fram ‘the

infoﬁmation on the data tapes will be discussed in the next chapter.

< L
- »

3.19 Online Analysis . ' . .o

.
~ -

"
¥

During the data taking the spectrometer performance was monitored o

a

* . B ° . E)
online by several analysis programmes based on SUPERGRAM[83][84], a

E]

histogramming package written at thg University of Michigaﬁ. By efficiently :

using disk storage, SUPERGRAM was capable of accessing over 10° bins of

- - %

¥ . [ ¢ o
- N -
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N The experjiment collected data‘f‘or' a total of-13 weeks between April and

~ / Cd
.n . '
N ’ -68~ . / ‘
. ) .
) 1=nfor‘mationh wnilevre%uiring o;lly 603< 103 words of .}:rr'ogr'amme memox;y space. .
The on_lfine analysis ?)’er't‘or'l\ed the ;‘ollowing f‘unctio‘nxs: ‘
. P ' | ) .
1. kept track of scaler: sums to give up to date beam totals, and to
monitor thbe‘performance of the beam tag;ihg system anc; the trigger;
) ¥
2. histogr-amr;'led wire and time distributions for the dr{i(ft chambers and
- . 5
! Mnal chambers to aid in the diagncsis of malfunctioning )
channels and to monitor ohamber'ﬁeff‘icienei%s}{4
‘ .\3. his“togrammed TDC, ADC and latch informatio'n to monitor counter and .
trigger performance;. K '
- “
4, contr'olled“ the data a_cquisiti\o‘h'system, beginning and\ending runs; .
’ ) )]

and ’ . ) - . . ’ ‘f\,a

5. plottéd histograms under console command, : ﬂ . -

¢
The online analysis was typically able to process 10“per‘cent of the

events in the time between successive beam spills, giving prompt ifformation

.
> v

about problems with the apparatus as they arose. A version of the online

dnalysis which read events from data tapes} allowed efficient:development and &.f -
testing of the online software. ) . g

3.200DatahSample v . ,‘ . ' .

’
L &

’ N
t - -
[

4

.furie of 1981 and .OJanuary. “and March of 1982, collecting 1500 data tapes. ..
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1 4

Most of the data was taken using a tungsten target in order to achieve the

£,

highest possible event rate, Ten percent of the running time was spent

" us g a beryllium target, and 6 percent using a copper target, so that the A

y .
dependence of the cross section for y productionh by antiprotons and pions
could be investigated. Of the 84 percent of the data ‘taken with tungsten

PN
I
targets, 28 percent was taken with the 1.0 interaction length target during

the 1981 run. For .the 1982 run, the length of the tar%et was incr'ease:i to
1.5 interaction lengths and 46 percent of the_ running time was spent using
thj.‘s configuration. In the final ‘weeks of the 1982 run, the remaining 10
ﬁercent of the total running tirge v;as spent using a 0.4 interaction length
tungsten target so that corrections for reinteraction of sécondary,particles
c;ould be invest‘:igated.

During trgg course of the data taking, the performance of the

spectrometer was mo}zitqred online as descr-itged in a previous section. A

/
subsample of' the data tapes yas also analysed offline as the experiment

proceeded to .ensure .that the apparatus was working correctlyw After the

completion of the data taking, events on the complete set of data tapes were

analysed and reconstructed as described in the next chapter,

Iis
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CHAPTER 4 ,

& .

Reconstruction

The information from the drift chambers was used to reconstruct the
trajectories of charged particles which had travelled through the appar‘at'us. )
Track segments in the redar chambers were 11nkeM1~th‘”’éégments in the
chambers in front:a of b{xe magnet. The' momentum of each particle was

1]

calculated from the bend in the traj ector'y~ caused by the analysis magnet.

g‘o eliminate tracks left in the chambers by ;'the debris from other
intgractioné, the tracks were required to inte“r‘:sect with CPX,%/muon
hodoscope countérs that had been hit in coincidence with the trigger. The
four momenta of the muons were combined with information from the beam
telescopc'a to calculate the kinematic variables of the muon pair, Many of
the details of the calibration procedure, time to dist:ance conversion, track

reconstruction, and track finding efficiency have been discussed at length
£

in another thesis{85] and will not be repeated h?g‘e.
7\
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Recofstriytion of the events from the data tapes took place in three

[N

stages. In"the first stage of the ahalysis, each event was required to have
two tracks in the chambers which’pointed to muon triple coincidence channels
that had been hit in coincidence with the trigger. The two tracks were
required to give an invariant mass of at least 2 GeV/c?, f? an event
satisfied théese critera the or'ig)mal event record was written to a secondary
file known as a condensed file. A data tape with 1.4 x 102 triggers could

be reduced to a file of 200 condensed events in 1500 CPU seconds on the

=N

Fermilab Cyber 175 computer[86]. The condensed files from each run were

—N

collected on tape and subject to a second stage of analysis.

/
— )
In the second stage, the events on the condensed data tapes were

subject to the full analysis using both the drift chamber and beam telescope
infoermation, The track parameters from this stage of the analysis were

written to a data summary tape witho{xt the original event record. Each

event required four times as much - CPU time at this stage as had been

required for the previous condensation. The summary tapes allowed -eygnts to

be studied in detail without repeating the reconstruction each time.

In the final stage, the reconstructed tracks were réquired to pass
through fiducial regions corresponding to. ‘the physical apertures of the
1 - '

/
apparatus. Additional requir'ements were made on events with a high energy

negative muon to reduce the c%ntam:mation from beam halo. Events meeting
all of these conditions were fisted on a disk file with their reconstructed
W

kinematic variables, centre of mass energy, and trigger level requirement.

kY

The entire chain of analysis programmes was checked using Monte Carlo
' , \
events written in the original data event format with background hits

incorporated from actual experimental data events. u
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4.1 Drift Chamber Calibration \2

’

The first step in the drift chamber track reconstruction inv;)lved the

calibration of the time ~t\o\ 'digital converters (TDC’S) and the conversion of
N - .

the drift time to drift distance. To a good approximation, the -drift
velocity of electrons in the 50 perceht argon and 50 percent ethanevmixtur'e
used in this experiment is 50 u/ns at atmospheric pressure independent of
the electric field[72]. Because the d;'if‘t paths are not always linear“?\and
the drift veloeity is not exactly constant across the cell, a better
estimate of the time to distance conversion is obtaineg by integrating the
time spectrum{87] as shown in Figure 20. If the chamber is illuminated by a

2

uniform flux of N particles across a drift cell of width Ax, the time

spectrum will be given by ) .
aN  aN dx
dt = ax 9% ,
where ' ) ‘ .
aN - o . '
dt 18 the number of particle€d having a drift time t, .
dN N /
dx = &x 1¢ b)}a constant flux, and
dx

gt is the drift velocity which may be a function of x.

<

By integrating both sides, the time E’o distance conversion relationship can
L

b

be expressed as

1

- | dN
X(t) N'vAX I at dt. ‘
An initial ‘analysihf/ a subset of the data tapes was made assuming a
constant drift velocity across the cell. The time spectra of drift chamber

hits used for the tracks reconstructed in this analysis were integrated to

1
give a time to distance conversion relationship for each drift chamber
- R : .

plane. The relationships were stored as tables on a disk file.
R

'

As discussed in the last chapter, each data tape began with a series of

-4
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Figure 20'- Time to Distance Conversion

The top histogram shows the number of tracks plotted against the corrected
. drift time for the X plane of drift chamber DCH, The lower figure shows the
integrated time distribution normalized -to give the time to distance
. -« conversion as discussed in the text,. '
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six hundred calibration events. rior to the analysis, the calibration
events were read and straight 1lines were fit to the number of counts vs’
delay curve for each TDC. As the TDC information was read for each event,

the calibr‘ation constants for each channel were used to convert the counts

-

to drift time. The drift time was used to look up’the distance the track

had passed from the sense wire.

o

LN . N

4.2 Drift Chamber Reconstruction”

The drift chamber track reconstruction proceeded from the rear of the

L

spectrometer to the front, The chambers downstream of the magnet typicall&

—

< \- v
finding simpler. Track segments in the rear were projected through the

had half as many wir‘@ hit per plane for a given event, and this made track

mag:l\é"t\-and used to help find the coresponding hits in the front chambers.
The track momentum was calculated from ‘the bend of the track in the analysis
magnet’'and combined with the direction of the upstream track segment to give

the four momentum of the muon in the laboratory frame. The charge of each

v
\ .
particle was determined from the direction of the magnetic deflection. -

w

The information from each of the drift chambers in the rear was studied

in turn and all possible combinations of hits were examined to find

" . 4 ‘
U‘and V'wire hits that coincided with an X wire hit as

1nteréections of

‘shown . schematically in Figure 21. The combination was deemed tb be a rough

triplet if

[x - cose LY 5 0.8ax

where

- )

X, U and V are the coordinates of the wires as measured from the Z axis

¥’

as shown in the figure, . vJ
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Figur‘e. 21 ~ Drift Chamber-Triplets

The intersections of hit wires in the X, U, and V planes of.a chamber were
y used to define a drift chamber triplet as discussed in the text. The X,U and

'« V coordlnates were measured from the centre of the chamber as

indicated by
the arrows. s
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AX is the chamber wire spacing, and
8 = tan'10.3 is the stereo angle from the vertical of the U and V
planes in the drift chambers., : ¢

At this st-,age only the wire coordinates were used; no information about the
drift time was included. Up to 40 rough triplets were allowed in each
chamber.

-The next step was to combine the rough triple}:s in the three chambers
downstream of the magnet to find all pb’ssible track segments, Thr'e‘e
triplets, one each in chambers DC4§, DC5 and DC6, were deemed a rough track

1

segmgnt (no dr#ft time information used) if .

/
s

IXs'L-})iiuhmx -

<

and

[¥s - La¥el < 1.1a%/tans

where

X and Y; are the coordinat;es of the triplet in chamber DCi, and ¥
— T AX and 6 are t':hg wire spacing and stereo angle as discussed above.
After all ﬁrack segments with tr{rge rough triplets were found, the programme
. te
returned to f‘in?i ‘any track segments that could be constructed using twof
rough triplets and a pair of wires in the remaining chamber. Thus a track

segment required that at least 8 of the 9 possible hits be found before it

could be reconstructed. Again up to 40 rough track segments were allowed.

At this point, the time information'was included to refine the rough
triplets. The drift time was calculated from the digitizer counts using the
caiibration constants discussed in the last section, and was used in turn to
calculate the distance the track had passed from the sense wire. The slopes

of the rough tracks were used to project the hits in the U and V planes onto
\ .

[
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the corresponding X plane. When the time information was included, each set

of three hit' wires could be used to constryet 2° possibie fine triplets

. 2 !
because of_the.left-r'ight ambiguity inherent in the drift time. The X and Y

1)

positions of each possible fine triplet were calculated as

*triplet = (V¥X+U)/3 -

and .

Irpipler = (V=U)/(2tans)

where X, U and .V are the coordinates of the drift chanber hits projected
onto the appropriate X plane with the time information included.. The sum of
the ‘squared residual distances, R?, of the X, U and V hits from the position

of the fine triplet, that is, ¢

1

L - 2 - 2 -
R (X x:rr'iplet) +(U=Uppg preg) ** (V-Vrpip1et)?
was required to be less than 0.016 cm? where the U and V positioﬁs of the

L.

triplet w?‘e given by the following expressions:‘

Urpiplet = Yrripret*YTriplettand); and

L e -
- - L dzee

R e e

e N
vTr'iplet = (xTriplet;-YTriplettane)'
Again @ 1is the stereo angle of the U and V planes. The residuals of the -

fine triplets in the rear chambers typically had an RMS value of 0.25 mm.

The fine triplets were in turn used to define fine tracks in the rear.

o

The remaining track(ség}nents in thé rear were th“en projected through
the magnet to the plane of the third drift chamber. The Y coordinates of
rough triplets in the chamber were compared to the Y coordinate of each
projected tr‘aék in turn and.fine triplets were constructed if a match was

found. Rough track segments in the front were constructed by linking the

b 4

?
fine triplets in the third chamber with the intercept at the magnet bend

plane of the track segment in'the rear. The candidate track segments in the

4

front were projected to the first and second chambers which were then

e

»
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examined for triplets or doublets of wires., Rear track segments which could
A

not be matched with triplets 1in the third chamber were checked agginst

triplets in the first and second chambers. All tracks required at least one

triplet and two doublets be found in the front chambers before 1t could be

regénstructed. The residualsof the fine triplets in the front "chambers
1

typically had an RMS value bétween 0.30 and 0.35 mm.

¢

The horizontal momentum component of each track was then calculated by

fitting a circular arc of radius

}

f) = LEff/(51n6IN—sin60UT) ,

as shown in Figure 22, between the X projections of the fronb and rear track ©

segménts and gsing[13]

px_Z = 0.3Hp/0. .
The quantities appearing in these equations are def ined~ds follows:
L Y o
eIN is the angle between the the X-Z projection of the track upstream

of fhe magnet and the Z axis;

GOUT is the angle between the the X-Z projection of the track
: 5

downstream of the magnet and the Z axis; )

v

Lpee is.the effective length of the field; )
pX-Z is the component of momentum in the X-Z plane measured in MeV/c;

+H is the magnetic field in Kgauss; and
i p is the rad{ﬁs of curvature of the track in centimetres. :
Corrections were applied for the energy loss ;f thé muons in the copper
absorber[88], and the four momentum components of each muon were calculated
from Py_y anquﬂe diﬁectioﬁ of the upstream'track segment as ‘

Py = Px-zsinery,

a
Py = px-ze0sery gz

Dz = Dy-zCOSBTy, and

S

o v

S &

——-

v
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Figure 22 - Mome aloulation

The momenta of the tracks were calculated usjng a squar'e field approximation
as discussed in the text. -

"
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A

E = (p,2 , 2 2 2y1/2
,px * Py ""pz *Mu)

where %a is the Y slope of the upstream track segment, The charge of each

muon was determined from the direction of the deflection in the magnetic

field,

-~

4.3 Beam Che.q;lber‘ Reconstruction

' s o

The large momentum spread and spatial divergence of the beam: made -it
‘neces'sary to me_asur:e the position  .and momentum of each individual beam

particle. Information from the beam chambers and the beam hodoscope counter

elements was used to reconstruct the beam, particle trajectories. The
particle momenta were calculated fram the bend in thé trajectories cq'a?ed by

the magnets in the beam spectrometer. | R i
3 l
. ’ -

¥
>

Wires hit in the nine planes' of beam ‘pr‘oporftional chémb rs’ ;Jere
“e:_camined to find triplets in each of the three bea.un stations as shown
schematically in Figure 23. Correlated triplets in the three stations “wer'e
matc‘l:lqd in the non-behd or X coordinate to f‘i‘\nd tracks. The momenta of the
tracks were calculéted using a single bend plane approximation for the pair
of dipole magnet; in the beam spectrometer, :Candidate tracks outside of the
acceptance of the beam teiescope or of the momentum bite of the ¢beam were

rejected. ‘

~
°

As discussed in the last chaptéi‘ the beam counter hodoscopes were

designed to have a sensitive time shbrter than the separation between
successsive RF buckets. Residual tracks in the chambers due to particles
not 1in coincidence with the trigger were eliminated by requiring the

trajectories to point at beam hodoscope elements which had recorded a count.

%
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Figure 23 - Beam Chamber Triplets . '»,

-

Y, U, and V planes. The
centre of the chamber as indicated by the

s

Beam chamber triplets were defined by the intersections of hit'wires in the ‘
Y, U, and V coordinates were measured from the. f

arrows.
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The beam momentum spectrum and profile are. shown in - Figure 24. The __

’

<

momentun spread of thé beam'was 15 GeV/cmFW the target the beam had a

s'patiél spreadlsohf 10 cm FWE-IM in X and 6 cm FWHM in _Y‘. The beam 1is "not

centred about Y = 0 at the target because of the upward bend caused by the

momentum tabging magnets, The taggi;yé gystem allowed the momentum to be

measured to 1‘ GeV/c and the posit"fo‘ to 0.5 cm FWHM at the target position.
. } i

1

4.4 Vertex and Halo Requiréments - _ !

.o
L)

-

Pairs of reconstructed tracks were projected upstream through the beam
duzr;p to determine whether the collision had occuredl in t‘:he target or the
dump. The point at which the distance between the tracks was a minimum was
used as é first estimate of the production ver‘te);. Information frdm the
drift chamberg; beam chambers, and the absorber chamber“was used to make a
bette{' estimate of the vertex using the algorithm discus’ased in Appendix II.
A histogralm‘ of t—he Z position of the r’econstructed vertices for pilon induced
events in the 1982 sample is shown in Figure 25, and the posi'tion‘of the
target and the upstream end of the dump are indicated. The vertex
reconstructed in this way allowed evﬂents produced in the dump to be clearly

!

separated from events oriéinating in the target.

W,

Requirements were placed on the distance between the tracks at the
reconstructed vertex and on the pdsition of the:vertex to ensure that the

two muons did originate at a common point\énd were not the result of  an

P [ - -
accidental - coincidence between a halo particle and a muon from the decay of

a hadron, The reconstructed vertex was required to be within 9.144 cm in X

and 10,16 cm in ¥ of the nominal beam spot at the target, that is, X = 0.0

and Y-= 5,08 em. The Z position of the reconstructed vertex was required to’

r e et
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4 Figure 24 - Beam Momentum Spectrum and Profile

The top histogram shows the reconstructed beam mpmentum for events from the \
1981 run. The second histogram shows the X distribution of the beam tracks

" at the target. The Y distribution of the tracks, at the target is shown in
the final histogram. The Y distribution of the beam is not centred at 0
because of the upward bend caused by the momentum tagging magnets.-
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Figure 25 - Reconstructed Vertex

The reconstructed Z vertex position i1s shown for the tungsten target used
during the 1982 run. The positions of the target and the copper beam dump
are indicated in the top half of the figure, and the dashed lines show the
positions of the - vertex cuts. The reconstructed vertex was used to assign
the events to either the dump or the target. The kinematic variables for
events assigned to the target werey recalculated assuming that they had
originated at the centre of the target.
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{ ‘be ‘l:getween -444.3 cm and ~358.14 cem when the single target 'was Used, andﬁ’
. ' between -495.5 em and -358.14 cm when a split target was used. The glistancé
of - closest approach‘of the two tracks was requ;red to be‘les—s than 7.62 cm
in X, 10,16 cm in Y, and 2.54 cm in Z. Whenithes,e vertex requirements were®

tested in the Monte Cérlo simulation, they resulted in a loss of less than 1 .

percent of the events with no bias in any of the kinematic variables.

v

-

8 To eliminate any residual contamination by beam halo, special

requirements were imposed on events with a high momentum negatively charged

- myon to ensure that both muons came from a common vertex. Events with a
‘ muon Y of either charge with a momentum of greater than 85., GeV/e were not
- .
. inclyded in the final data sample. Events with a negative' muon with a

-momentum of greater than 20 GeV/c were excluded from the final data sample

{ .
ﬁ; if°the separation of the tracks at the target was greater than 5.08 cm and
. - \,\}’. .

If the distance of elther tragk from the r‘ecgpstr‘ucted beam track was

greater than 5.08 cm. -
- . i . \\
. ’ Ty
The special vertex requirements imposed on events with a high momentum
’ A

‘

nega[tive muon were studied using the Monte Carlo simulation"':and by applying -

[ e them to events with a high momentum positive muon and found to result in a
e 1 a -
in i b

negligible 1loss, -The rejection gf events with a muon having a momeritum of
greater than 85 GeV/c resulted in the loss of a few percent of the
oppositely charged high mass events, but eliminated-a large fractionwof the
. negative-negative events surviving the other requirements. This requilrement

had no effect on the kinematic distributions with the exception of the high

<

XF region. Figures showing the effects of this requirement are presented
e - g
, together with the track finding efficiency in a later section. A correction

for these effects was included iﬁ the calculation of the acceptance, as

1Y

Jdkscussed in the next chapter.
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' ( 4,5 Aperture and Trigger Requirements - </ ‘

The reconstructed muon tracks were required to pass‘ thr'ough‘ f‘i‘ducial

regions corresponding to the defining apertures of the appa’r'atus.‘ In !

addition, the track®d were required to point at counters that had been hit in

* . coincidence with‘the trigger. The muon palr was also required to completely

“ R satisfy the trigger conditions that had been imposed during the data taking.

3

'

These r'equiremenrtp eliminated most of the events 'which had satisfied
N

the tr‘igg:er' because of an accidental coincidence between a Hadron decay or
punch through and a beam halo par'ti'cle, and guaranéeed that ".counter
i_nef‘f‘iciencies could be accurately c;alculated. Because the resolving time
of the counters was much smaller than the sensitive t‘:ime ‘of the drift
chambers, it was posgsible to eliminate tracks fg;om interéctions of beam
particles in previous RF buckets. The aperture and trigger requirements

also ensured that the acceptance of the apparatus could be accurately

. modelled by making the same f‘equir'ements in the Monte Carlo.

The X and Y coordinates of the reconstructed tracks were ‘calculated at

1

- for various values of Z as listed in Table 5’; These correspond to the
following physical locations: e
. ’ P
- 1. the edges of the active area of the third drift chamber,

= .
“r

2. the aperture defined by the downstream end of the magnet yoke,

( i »”

3.' the downstream edges of the magnet coils,

-



[

Table 5 - Fiducial Regions

This tlable summarizes the fiducial requirements placed on the reconstr'ucted
tracks AS discussed in the text. The tracks were‘r‘equired to fall with(in #DX °
and i-D of the nominal beam c¢entre point at XO and YO at each of the
chambers. At chambers DC3 and DC6, additional requirements were also made in
U and V. At the absorber counter one of the tracks was required to fall
outside a circle of radius DR if signals from the counter were used in the
trigger for the event. The tracks were also required to fall outside the
_beam holes in the CPH and muon counter hedoscopes. The Y coordinate of the
beam centre depended on Z because-of the upward slope of the beam caused by

magnets in the .beam spectrometers " &,

- i
Aperture Z0 X0 YO bX DY DR DU pv

(cm) (em) | (cm) (em) (cm) (em) (em) (em)

} ”;:

Absr Cntr |-174.24 | 0.0 | 5.23 25.4 | 55.88 | 15.24 | - N
N N
DC3 -137.52 1 0.0 5.95 2u.63 | - - - 55.95 55295
Mgnt Yoke 76.2 0.0 6.17 91.44 | us.72 | - - -
Mgnt Coil | 135.3 | 0.0 6917 91.44 | - - - -
— ¢
DCYy 163,40 | 0.0 6.7U6 - 49.53 - - -
] v "-l

DC6 414.05 | 0.0 | 7.404 | 167.17 - 174.25 | 174.25

CPH Hole 441.07 | 0.0 7.404 15,241 15.24 -

Muon Cntr | 925.20 | 0.0 8.658 20.32 20.32 - -

v vta

Loty

e
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4, the edges of the active areas of "ther fourth' and sixth

o i

chambers, - !

-

I
’ Y

5. the edges gf the beam hole in the CRX and CPY counters, and
. ) . !

N

.

6. . the edges of the beam holé in the first 'muon hodoscope.

At the drift chambers and magnet apertures the track coérdi\nétes
|

were examined and the event was rejected if i they . passed' outsiqe *of a

’ )

rectangular region of size DX and DY centred on tﬁé nominal beam c\entre atny
&

2 A
X0 and YO, also listed in Table 5. At the CPX, CPY, and muon h}sdoscope

holes the tracks were rejected if they passed iﬂsiqe of a rectangllar region
of size +DX and +DY centred at X0 and YO. Be;fj_use the active areas of the
chambers were not square, the tracks were-also required to fall within a

region +DU and +DV of the nominal beam centre spot at rthe third and sixth

>

drift chambers, where U and V are defined as

U= X + Ytans, ' W

V=X - Ytan®, and . ’

g = t;an'1(0.3) is the stereo angle of the U and.¥ planes of the ~drift

1 ‘. -

chambers .

-

Both reconstructed muon tracks were required to poirit to CPX, CPY and

muon triple coincidence channels which had been hit in coincidence with the

trigger. H@glf a counter spacing was allowed for resolution at the CPX and,

i
3

the CPY counters and a 12.7 cm margin for multiple scattering was allow;ed
with the muon counters., The two tracks were required to point to muon
triple coincidence channels in different quadrants of the hodoscopes. Each

muon was required to point to a different CPX counter with a recorded hit to

guarantee that the CPX22 requirement of the hardware trigger was satisfied.

ALY
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addition at least one of the muons was required to pass outside of a
|
circul?r region corresponding to the absorber counter hole if the trigger
. o - ‘

. . .
’ for a given event had required the counter, The absorber counter quadrants
il
traversed by the reconstructed tracks were compared to the list of active-

Jo . -
.. counters and a)z least ode af the quadrants hit was required to have recorded
» . ) - Y ‘
a countl& —_— . o
B ) ) Lo |
i . ' !

4.6 Recohstruction Efficiency ' " ’ : "

‘ ) |
(I : ' |

e

. ' i ¢
“ It/is difficult to make reconstruction-programmes one hundred percent

efficient. Missing hits due to chamber inefficiencies, electronics dead

o

time and extra tracks from halo particles or other interactions can confuse

[

even the m'(gst car‘eful].y~ written programmes. Our reconstruction efficiency

&
was investigated by generating Monte Carlo events with simulated backgrounds

and inefficiencies and g;?constﬁucting them with the analysis programmes.

1 . \

Background hits in the chambers were simulated by using the drift
[c] ' R

chamber information from events on a’'special data tape taken using the BEAM

‘*"’signal only as the trigger. Muon pairs generated by the %r{te Carlo

were propagated through the its measured

: simulation apparatus using

parameters and added to the‘ background drift chamber hits. The drift

chambers‘ were assumed to be 99,5 percent efficient, a number consistent wigh

e tests using cosmic r‘ays‘a‘nd low iritensity beam runs. The dead time of the

drift chamber electropics was included by disabling drift chamber wires

which had beeff hit 1n a second beam event. These simulated data events were

~analysed Wit/ the same programmes as the data events, and the reéconstruction

»

effficiency/fas calculated by comparing the number of events generated to t,he:

number syfviving the analysis,




. ‘ ‘ \
: the highest Xp bin used. Also shown on the figures as soliék squares are the

efficiencies -when the requirement that the. individual muon momenta be léss

+ i

than 85 GeV/c, 1is ingluded. This requirement has little effect on the

kinematic distributions with the exception of the h‘igh Xp region.

¥

w " } )
Decreasing the efflciency per plane to 99.0 percent typically decrgased
the track finding efficiency by 1 percent, Reducing the electronics dead
time from 350 ns ‘to 300 ns increased the overall track finding-efficienty by

J
1.2 percent. A calculation of the efficiency using background hits from

real reconstructed dimuon data events agreed to within 2 bercent with the

calculation using background hits from beam triggers.:

-
“ s

Comparable results were obtained by iridependent estimates of the_ track
firiding efficency based on - the scanr;ing of subsets of the data sample by
hand and machine, and by meaé'ur'ing the drift chagmber' “electroniés dead ti’me.

. These estimates are discussed extensively by Kraushaar[8f5]. A 20 percent
res;dua"l uncertainty in the track finding inefficiency translates into a 2
percent uncer‘tam‘ty in the fiﬁal cross section, ncluding uncertainties irl
the electronics dead time and the efficiency of ‘t e drift ichambers, the

final uncertainty in the total cross sections is estimated to be less than 4

percent. The maximum correction to any data point is\20 percent, so that

[

the maximum uncertainty in any of the differential cross sections is

estimated to be ¢33 than 8 percent:
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Figure 26 - Track Findibg Efficiency vs Mass and xg

- i
The open squares show the track finding efficiency as functions of mass and

for the 1982 running period. The solid squares show the combined effects

X
o? track finding

reconstructed events. The requirement that both muons
than 85 GeV/c results in the loss of half the events in the highest p

less
bins,
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+ The open squares show the track finding efficiency as functions of p..2 and

¢ose for the 1982 runningy period.
track finding efficiency and the kinematic requirements imposed
no strong dependence of

reconstruction efficiency on any of these kinematic variables,

show the combined
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The acceptance of the spectrometer was calculate'jd by generating events
with the simulation programme and determining what fraction. of them
successfully traversed the entire spectrometer. The details of the

simulation programme will be discused in the next chapter.. The

reconstruction efficiency was incorporated by requiring the Monte Carlo

// »

. . 1
events, including background and electronigs dead time as decribed here, to
be reconstructed with the same series of analysis programmes as the real

-

experimental data.

I,7 Kinematic Reconstruction and Data Sample

\ P 1

The mass resolution of the spectrometer was li’rfii't-;ed by the uncertainty
in the opening angle of the muon pair caused by multiple scatter'i.ng of the
_muons in the copper absorber. In the final stage of the analysis,
information from the beam chambers and the absorber wire chamber was used to
determine the o‘pen‘rng angle of the muon pair and‘ thereby give the best
resolution for the spectrometer. The four moménta of the muons wer-e; then
r-ecalculatecf using this procedure and used to calculate the kinematic
variables of the muon pair. —

The muon-pair_-s could be assumed t;o have been created by the interaction
of‘_ a beam particle in the target. Monte Carlo simulations showed that the
measurement of the opening angle could be %@’proved by assuming that tﬁe
muons had originated at the centre of the target rather than just using the
drift chamber tracks to determine the Z position of the vertex. The beam
track was used to provide the X and Y coordinate positions of the production

vertex. Thé absprber chamber gave information about the positions of the

tracks before they had been fully scattered,‘ ald could be used to give the

T L - - B Yo NN PR - U
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best determinition of the openipg"angle. To do this, the drift chambe

7

tracks, in the front of th® magnet were projected back to tﬁe’ centre plane of .

the absorber chamber. A radial area of 1,016 e¢m around the tracks  was

searched for hits. The X and Y positions of the track in the absorper

chamber were taken to be the crossing point of the U and V wires closest te

the track. Line segments linking the absorber chamber coordinates with|the

)

centre of ‘the target segment i1n which the event was produced were use

1 .

to

give the final values of the production angles of the muons.

5 ©

The effects of different reconstruction procedures on the width the

Yy peak were -examined, Usmg~only the tracks’in the front drift chambers to
calculate the production angles of the muons gave a y peak :qith a wiydth of
270 MeV/c?, Using line segments 1linking the drift chainbe}"track 1n the
front chambers to the centre of the target segment gave a 1dth of

190 MeV/c?, Incorporating the absorbér chamber information reduced the width

of the peak to 185 MeV/c?,

L

o

The four momenta of the muons were recalculated using the best values

for the direction_ of each muon. The beam-tar‘get" centre pof mass was_
;o .
calculated from the measured four momentum of the beam par‘tic]7/e -assuming

that the target particle was a nucleon at rest in the labiframe. The muons

were Lorentz transformed to the centre of mass frame and used t/o calculate

!

the 1nvariant mass, x., pgp, and rest frame parameters of the palr as

described above in Chapter 2. The individual muons and the beam-and target

particles wéxje transformed from the centre of mass frame to the rest frame

g e
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Although data was taken using copper and beryllmm targets so that the_

A dependence of ‘the cross section for y p'r'oduction could be investigated,

this analysis is based on the tungsten data only. The breakdown of the
, . -
final data sample by beam type and trigger condition is given in Table 6.

The mass spectra for muon pairs produced by antiprotons and pions in all tr{e
tungsten targets are shown ~in Figure 28 and Figure 29 respectivély. No.

cor'rection for the acceptance of the spectrometer has been applied at this

°

5étage. The dpen squares are the sum of events with either two positively or

two negatively tharged muons. The y peak obser¥ed at the correct mass of-

3.1GeV/c? ‘has a width consistent with’ the calculated resolution of the

spectrometer.

i . . o

The next ehapter describes the Monte Carlo computer programme u"s%’i! to
calculate the acceéptance. The fitting of the kinematic distributions, the

corrections applied to the data’,‘_,andzthe rei)ts are discussed in subsqquent
L . ] X m-w"“” )
chapters. * as

g‘:}
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5 Table 6 - Breakdown of Events by Target Configuration
This table summarizes the number of reconstructed high mass muon pairs with

M between 4 and 9 GeV/c? and Xp 2 0. Oppositely
pairs are listed in separate columns.

et o e S e A 2 . e e " VD i Uy iy T i S O o e e A .

charged and like charged

-3 | Antiprotons | Pions
4 Target | Trigger | +- | ++/-= | += | | ++r--
S ROt St S OO S
BE TRIGI1 .| ~ 10 - - -
wir®l TRIG2 3 - 56 -
. . cu TRIG! - - - -
. TRIG2 20 - 70 1 1
- W TRIG - - - -
TRIG2 106 - | 367 2
. THICK W TRIG1 250 5 102 1
: ' TRIG2 17 - 578 9
. | THIN W TRIGT 14 - - - ,
* TRIG2 - - 54 -
TOTAL W 387 | 5 | 1101 12
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( 1
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Figure 28 - Uncorrected Antiproton Produced Mass Spectrum
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The solid squares show the number of oépositely charged muon pairs produced
as a function of mass. Jhe open squares
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Monte Carlo °

Dﬂ‘g

’

The largest correction that had to be made to the data was. for the

4

limited acceptance of- the spectrometer itself. A FORTRAN Monte Carlo

programme was written for the Fermilab Cyber 175 computer(86] to model the

apparatus and calculate the acceptance.

e - .
L ey

» t

i

The progiamme sought to simulate the apparatus ;s closely as possible.
Events were gene}ated randomly throughout phase space using the meagured
beam energy spectra andlprofilzs, and thé, resulting pairs of muons were
propagated through th; spectrometer taking into account multiple scattering,
energy loss, and the Fermi motion of éhe target nucleon. The track
positions at the chambers ;éfe digitized, the counters hit weﬁe recorded,

v

and the results were written to a disk file in the same format as the data

events, Background hits were included as desgribed in the last chapter to

) allow for electronics dead time and give the same pattern recognition

A

. L gmn
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efficiency as for the data events. The events were subject to the same set

. Ve

of analys}s programmes and the.same trigger and aﬁggture réquirements as the

[

data events. Both . the generated and reconstructed kinematic variables of

each Monte Carlo event were stored on the disk file. . . ‘ -

e

¢ r

This chapter describes the degails of the simulaf}on programme itself

/ f
and the mechanics associated with reweighting events. The list of events

generated summarized all of fﬁé\information apout the acceptance )of the '

spectrometer and it could be read and reweighted by the fitting programpes ,

as described in the next,chépter, without repeating the entire Monte Cario

! »
' e

calculation.

This Monte Carlo programme was compared to an. independently written
programme[89]17\ Each programme generated 1.0 x 10° antiproton produced muon
pairs. using the kinematic distributions given below. .The programmes were
founid to agree on both the absolute valuqs‘aﬁd shapéé of the acceptance as é

function of the kinematic variables to within statistical errors.

&

\ v

5.1 Beam Particle ) : '

» o

The four .vector of the beam partihieAwgs selected from files of beam
momenta taken from the data summary tape§ go give the correct beam profile
and momentum distribution in the Monte Carlec. The files coptained
approximapely 9000 and 15000 events for the 1981° and \1982 data runs
respectively. e .- £ -

I3 . &
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5,2 Target Particle

a +

—

Qghé/fpur vector of the targé% nucleon was generated according to a

s ]
simple Fermi gas model[90] to take into account the motion of the nucleons

inside the heavy target. The target nucleon was given an isofropic angular

distribution in the laboratory frame with momentum distributed between 0 and -

14

the Fermi momentum as follows:

. o .:
The Fermi momentum for the various targets was taken as[91][92][93]

L]

Preiy; (Be) = 0,203 GeV/c,

*
i1

Ppermi(Cgf,Q‘0.2so~ceV/c, and

pF~er'mi(W) = 0.265 GeV/c,

The effect of including high momentum tails(94] in the Fermi distribution

wés investigated in the simulation and found not to be significant.

”~ -

5.3 Event Generation ,

1

€

gFor each muon pair 1in the abontinuum region, the five kinematic
variables and a random azimuthal" angle about the Dbeam direction were
generated according to the following unnormalized distributions in the

~

beam~target centre of mass system:

(AN . .
?ﬁ = exp(-ayM), R
XF"XFQ 3
Hxy, exp(~3(———)%), !
XF 7 c )
dN Pr Op,
- = 2 T “
de pT[1+(pTo) ] t i -

doosg = 1+Acos?s, and

-

-

.
2%
» M oA
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N -
dg = 1 - )
The parameters used in the <distributions’ were taken from a preliminary

oet .
f

analysis of the data[95] and are as‘ﬁollows: ) .o

4

ay = 1.26

Xpo = 0.0,

2
L

-10.2, and

A= 1.0
for antiproton®produced pairs; and .

GM"‘ 1.0 .

xFo - 0.0’

N . = -9,3y and

Pr
A =—1..O = Y
for pion produced pairs.

-

-
S Mt e 2 gy s A . -
B . T S R T S T

.

ﬂo minimize computer time, the mass and pi of the muon pair were

calculated by integrating' the probability distributions and inverting the

equétipns to find M and p; in terms of the cumulative probabilities as

“described by James in ‘his review of Monte Carlo techniques[96]. For

example, the mass distribution normalized t% unit probability bepween Mmin

~
1

and M . is given by

Ww PP R IR PR I YT ST SN
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a = “M;exP(“M(MmEn'MJ)'dM' [1'ex9(&M(Mmfn'Mmax)

""

DefinLng the Qumulative\probability distribution to be
. M
C y(M) = J R \
. M 0

and inverting P& ptain M in terms of y, we find

4

M= Moyn - %ﬁln[1 - yexplay(MpinMpay)) 1.

®

o The random number generator, RANF[97], was used to ive a value of y

o, uniformly distributed between O and 1, and the mass.was then calcuiatqugrcm
the. equation above. The Xp distribution was ob;ained by scaling a normally
_ distributéd random number generated‘ by the CERN libraky ’programme
NORRAN£98][99].*N:Becayse the inversion of the cumulative prob;\ility of the

cos6 distribution involves the solution of a cubie equation, th standard

.,
téchnique of generating a random value for cost between +{ but using it only- -

4

s, ‘ : o
\ / if a secopd@ random number between 0 and 1 was less than [1+cos?8]/2, was

used instead. . . a
[ ‘ .
' ) 1: I

The kinematic quantitiés were used to cafbulaf@ the four vectors of the
-~ 5 : ;‘
two muons in the beam~target centre of mass frame. The CERN library routine

——

LORENC[100] was used'to transform the beam and target ur momenta from the '
r

laboratory frame to the beam-target centre of mass framel The values of Xp )

= ]
° - 3

/ P, and the azimuthal angle of the pair about the beam dir;ction were used
" to calculate the motion of the muon bair in the centre of mass framé. The
beam and target particles were transformed to the muon pair rest frame and
used to calculate the X, Y and Z axes of the Gottfreid-Jackson frame. A
unit véctor along the Z axis was scaled téié%ve a muon énergy of M/2 in the
¥ rest frame ff the pair. The vector was rotated by an angle of o about the Y
4 ’ axis and t\en by an angle of ¢ about the Z axis to give the three mpmentum

. | vector of | the positive muon in the rest frame of the°pair. ‘The three

\
v e

. momentum of--the negative muén was taken as equal and opposite. The muon

’y s s 4 b
- ? Cadary PN
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5.4 Target and Dump . }

"

Ll ., X
- T,

:

The X apd Y coordinates of the‘productibn vertex were taken from the
. #

file of reconstructed\beam momenta'in order to reproduce the measured beam

£

profile and include any \correlations between the spatial and momentum
distributions. The Z coordinate of the production vertex was generated

according to an exponentially decaying distribution using the same technique

’ )usen to generate the mass. The decay 1ength uged in the ekponential was the

absofption length of the target material for the specific beam Wparticle
type. The abeorption lengths were taken from experimental measurements .by
Carroll[101] and are listed in Table 2. The four vectors discussed in the
last , section Qere used to give'the initial direceions and momenta'fo;'the

two muons.

. v 4

The muons were propagated through the remainder of the target using the ~

Gaussian multiple scatterlng distribution discussed in Appendix II. In the

limit of small scatter;ng‘ angles, negligible\, energy 1los8s, and many

~

individual scatters, the probability projectedy on the Y Z plane that B

particle travelling along the Z axia and entering a\scatterer at Y = Z = 0

the Z axis, is given by

PCYL0y2) = —20— axp(- ——(oy - 30,0 + 392))
"ByRMsZ OyRmsZ T

e et . U VR S AV
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(- . “ .where y is the dimensionless ratio Sy

- 3
-, .

b v = ¥/Z,. and ) o °

L]

——————LV )
-

_ the projected RMS scaltering angle is given by[13]

6! . 0.015 ‘/Z

=y ’ . el
RMS Ep Z}ad ”
and ’ .

B is the velocity of the particle in units of ¢, -

_+p is the momentum of thé track in GeV/c,
- - \; \\

. [, b
Z is the length of ﬁhe scatterer, and )

’ L . ' .
Zrad is the radiation length[13] for the particular target material.

, )
e A similar expression also hold$ for the X-Z plane.

A}

The muon momenta in the laboratory frame were also coffgeted for energy

v

loss in the target using tables[102][103] calculated from the Bethe-Bloch
/ =
. p
ionization formula with corrections for density effect, bremsstrahlung, and

]

' .
nuclear fhteractions. The tables of e¢énergy loss for' tungsten, copper,

\ beryllium, iron and concrete were parameterized for kinetic energies between

* parameterization for iron was compared with other references in the
litgrature[104](88] and found to agree to better than 1 percent for muon

eneréges in the range of interest.

~—
\

\ \ . .
\ «

The muons werg alQQ\\Eii?agated through the beam dump taking into
count scattering and energy Yoss as in the target. Thé track coordinates

at the absorber chamber were recorded foﬁ use in the'redgnstruction.

[
]
1
k,

\1 0 MeV/c and 125 GeV/c, and these are shown in Figure 30. The

b 1 b i
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The energy loss for muons in the various materjials used in the
is shown as a function of the kinetic energy of “the muon.
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5.5 Spectrometer

Muons emerging from the dump were required to pass through ﬁegionq
corresponding to the physical apertures of the front chambers. The
trajectories of both muons weﬁé examined to determine whether either muon
had passed through an absorber counter quadrant, If both muons passed
within all of the physical apertures upstream of the magnet, the particles
were propagated through the magnetic field using a square field of effective
lepgth 2.03 m and central field value 13.6 Kgauss. The tracks were also
required to pass through apertures corresponding to the physica} dimensions
of the magnet field region. Downstream of the maéhet, the tracks were
checked to make sure that they pas;ed through thgadrift chambers and CPX and

CPY hodoscope counter arrays.

[v]

‘ &

5.6 Muon Hodoscopes and Trigger - -

Muons tracks passing through all the apertures of the spectréheter were-

propagated through the muon filter walls taking into account energy loss and
mult;ple scattering as had been done 1n the target and beam dump. Tracks
were required to hit apertures corresponding to the muon hodoscope counter
arrays. Counters hit by the tracks were combined to form triple coincidence
channels 1identicdl to the corresponding hardware channels. The information
from these triple coincidences was then combined'w1th the absorber counter
information .to decide whether the event should be rejecﬁed,“accepted by the

level 1 trigger, or accepted by the leyggl 2 trigger.

i
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5.7 Trigger Proceséor

The trigger processor *algorithm was applied’to all events accepted by
the software simulation of the apparatus. The track coordinates in the™ear

drift chambers were digitized and used to calculate th projected slope,

dX/dZ, downstream of the magnet,. The track positions

2
-

were used to give the slope dY/dZ. The downstream track/ was projected to
the magnet bend plané and used to d?termine th'e muon m men tum assuming that

the production vertex was at the cenfre of the target. |[The mass of the muon

pair was calculated using the approximation
OMZ = P,p,8?
Floe
whene p and p, are the individual muon momenta and’

~

is the opening angle
] N N
between.them in the laboratory frame. Only events reconstructing to a mass

of greater than 2.0 GeV/c? were accepted.

5.8 Reconstruction

vy

To take 1into accountuany dependence of tﬁe recon truction efficiency on
the kinematic variables of the muon pairs, all of| the Monte Carlo events
were reconstructed by the analysis programm;s used flor the real’ data as
described in the last ch;pter. Events accepted by t?e softygre model of the
spectrometer were digitized and recorded on a disk file in the original data
format. Drift chamber hits from events triggered by beam particles were
used to simulate backgr;%gd hitssin the chambérs. Events from the same beam
runs were_ also used to calculate the inefficiency of the chambers resulting

from the dead time in the eléctronics. An efficiency per plane of 99.5

percent was used for the drift chambers and the electronics dead time was

WA R e vave aat amues ses e

t the CPY hodoscope
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taken to be 300 ns. The Monte Carlo events were processed by the complete
! ) Y n

set of

analysis programmes. and a list

of generated and reconstructed

k"ine‘ry&tio variables was stored on tapg for use by the fitting programme.

5.9 Reweighting Events

—~—
-aF

9

The calculation of the acoeptance using the simulation programme can be

approxlmation ot‘ an integral by Monte Carlo methods. Th‘e

reweighting of Monte Carlo events is then equivalent to using +the specific

technique of importance sampling.

Economic considerations require the

reweighting of events. The justifications for Monte Carlo evaluation of

S

integrals, comparisons with other mefhods of numerical integration,

importance sampling, and the attendant errors are discussed by James[96], in

’

his review of Monte Carlo methods, and in a book by Schreider[105].
) \

As discussed previously, the Monte Carlo events were generated assuming

l
o N

that the muon pairs were distributed in phase space accor‘dmg to a

v 0
“multidimensional distrit’)uti‘on,nc(x), where
g - ~— f

x * (M'xF.pT. 100 ) ! s

i

is the set of k;nematié variables, and can be considered to includé other

pa}:}-lmeter-s such - as the azimuthal angle about the beam, multiple scattering

‘ang’les, and nucleon momgnta due to Fermi motion. For a given event .X, the’

.acceptance is either1 or 0; the event is either accepted or it is rejected.

-t

B

Th\e dalculation of the overall acceptance of the apparatus is equivalent to

e

’ t e evaluation of an integral, that is,

p Y

I = JA(X)G(X)dX, -

where G(X) is normalized stich that

-
~

~~JrGQX)dX-1. , - L ‘

- ~
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( The\evalﬁa%\ion is:aocomplished by making the approximation
\ JGOOAMXAX = A $, ..
N . . .. ’ i A ¢
- where the .Xi " are’ N points randomly distributed according to the
L myltidimensional distribution G(X). ‘
' *e As y'dll:become clear in the next chapte‘r', it is necessar} to be able to,

N ¥ N s

—e}Jaluate the acceptance ‘for other multidiménsional distributions such as

- F(x \Lr,\ls»possmle to repeat the simulation with the new distributions,

L

but the generation and tracklgng of .the events is an expensive process

requiring subshantial *amounts of computer, time, A  more ecortomical
. Sy

altérnative is to,run the smulation once usmg an' inttal dlstr'lbutlon,

4«
[y

, ()() , and r'ecord a list of the kinematic variables for each event and
whether or not the everit was accepted. The acceptancé ‘can then'be evaluated

' L Ll
for- any other distribution, F(X). normalized such that:

{ JE(X)aX a1 ‘ . g .

*
¥

. by as‘signiggueach,,event' a we}ght of F'(xi)'/c(xi), Tﬁi; gives for the new

v distribution ’ .. . ) -
AU 1 JF(X)A(X)dX : 1IJ.-2“‘,111(x1;1v(x1)'/c(x.) , oo
¢ : where the X, are the same N points, r'andomly distributed accor*dlng to the

g multidimensional dishribution G(X). : o ‘

-= & " “5,10 ‘Accepténce ; ‘ -

5 ' ' . - .w““wﬂ ~ -
. Tné data must be corrected for the aceeptance of the spectr'ometer', ‘but

the' acteptance 1in turn depends on the' kinematic di'str'lbuti,ons of the'data.

&

B

{ The final acceptance ofr theispectrom'e.y;er' was calculated using the ‘results
from. fits described in the next chapter'.' The' acceptance for high mass muon

pairs produced by aptiprat.ons as a fuiction of the kinematic variables is

-t ¥

s
-
3
.
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Figure 31 -- Acceptance vs Mass and Xp for Antiprotons

The upper figure shows the acceptance of the spectrometer for high mass muon
pairs produced in antiproton-tungsten collisions ‘as a ‘function of the
invariant mass of .the pair. The lower figure shows the acceptance as- a
function of the longitudinal momentum of the pair, expressed in terms, of the

dimensionless variable Xp.
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Figure 32 - Acceptance vs pTz, cos® and ¢ for Antiprotons |

The upper figure shows the acceptance of the spectrometer for high mass muon
> pairs produced in antiproton—-tungsten tungsten nucleus collisions as a
- function of the transverse momentum of the pair. The central and lower
figures show the acceptance as a function of the decay parameters cosf and ¢

respectively.
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shown in Figure 31 and Figure 32 and the acceptance for pion pr‘bddced pairs
is shown in Figure 33 and Figure 34. Note that the overall acceptance is
typically 20 percent Tfor both antiproton and pion produced pairs. The

acceptance does not vary rapidly for most of the range of the kinematic

U
be NV

variables b'ué does fall sharply at high values of cos?p and for negative
values of Xp. In «lgoth of thése cases, one of the muons of the palr did not
?a(re enough energy in the laboratory frame to traverse the entire apparatus,
since armuon required an inuital momentum of 6 GeV/c to penetrate to the

final muon counter hodoscope, The acceptance for pion produced pairs’also

falls off at very high xg because these events were required to satisfy more-

. '
stringent trigger requirements during most of the data taking.

o
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' Figure 33 - Accep:c.anoe vs Mass and xF for Pions

The upper figure shows the acceptance of the spectr'ouieter for high mass muon
pairs produced in pion-tungsten nucleus collisions as a function of the
invariant mass of the pair. The lower figure shows the acceptance as a
function of the longitudinal momentum of the pair, expressed in terms of the
dimensionless variable Xp.
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Figure 34 - Acceptance Vs f)'frz, cosp and ¢ for Pions
<

*

The upper figure shows the acceptance of the spectrometer for high mass. muon
pairs produced in pion-tungsten nucleus collisions as a function of the
transverse momentum of the pair. The central and lower figures show the
acceptance as a function of the decay parameters cosé and ¢ respectively.
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CHAPTER 6

Analysis

~—
—

4

Ideally the cross section per nucleon can be obtained by dividing the

-

number of events obsertred by the number of beam particles apd normalizing to
the effective number of" nucleons per cm? in the target. In practice, the

apparatus 1is nojaone hundred percent efficient and has limited acceptance.

»,
An accidental coipgeidence between a_halo particle and a muon from hadron

decay can mimi a muons pair. In thitk targets, ‘secondary hadrorlxs can

@+

interact and produce real muon pairs. Corrections must-be applied for all

0}

of these effects.

. The reconstruction of the kinematic variables of the muon pair events
was discussed 1ri.chapter 4, A list of the variables for each reconstructed
event was stored on a disk file by the analysis programmes. The generation

of a similar list of Monte Carlo events, summarizing the complete knowledge

of the acceptance of the apparatus, was ‘discussed in the last chapter. The

« . 8
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N

'

maximum Llikelihood method was used to’ fit the unbinned data events to

empirical parameterizations’ of the kinematic distributions, ' and the

acceptance of the spectrometen was recalculated at each step of the fit by .’

%

revweighting the list of Monte Carlo events. The contamination of the daga

-

sample by accidental colncidences betwsen ungorrelated muons was evaluat d

by examining the number of positively and negatively charged muon pairs. A

correction for this backgrgund was made by sSubtracting the number of like

charged pairs from the number of cppositely charged pairs on a bin by bin
* 1 .

‘basis, The contaminatioh of the data sample by muon pairs produced by

reinteracting secondary particles was determined by examining ‘the ¢ '‘cross

section as a functipon of the length of the target. ‘A correction for
contamination of the high mass region by muon pairs produced in the decay .of

t

the ¢ r'esonancéf was also appljed to-the-tetal cross section, Corrections -

!

wer"e made to the beam flux to take into accoqht any confusion caused by

multiple beam particles in the same RF beam bucket,

©
v

These corrections and any resulting® systematic uncertainties are

discussed in this chapter, The final cross sections and kinematic

o

distributions are presented in the next chapter.

| '
i
[

\ 'y
6.1 Fitting and Acceptance o ]

A common approach to multidimensional fitting in particle physies is
the‘fitting of the data in projection[106j. The experimental apparatus as a

rule has limited acceptance in some regions of phase space. The parent

- ’ ~ 1
distributions of the data pointd can only be determined as well as the

acceptanc”eiis known, but the acceptance in turn adepends on the parent

distributions of the data. The data points are binned separately in each of

=
'
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( the variables, that is, proje'cté‘d onto the axes of the multidimensidnal
-

space to “obtain a -'number oF one or two dimensional distributions. The

aqc_e:p_t;gnce is calculated for each of the pro:]'éctions using som&® initial

guess for the parent distributions. The one dimensional projections are

/ : then corrected f:or'acceptanoe and fit to th‘q same parameterizations usirfg‘

the least squares method. The results ‘of the fit are used to r*eca.lcglate

' ‘the- agceptance and the\process is repeated until there 18 no difference

. 3 .
o between the parameters used to calculate the acceptance and the parameters

3 obtained from the fit,

1ble to bin the®data points multidimensionally

1

In principle, it is po

and fit them using the leagt squares method, but the number of bins that

must be used grows rapidly when the number of dimensions exceeds two or

three, -The least squares methad ' does not handle bins with 0 or 1 event

gracefully; this is a problem that ogtcurs when a small number ef evenis are

< ;
binned in a large number of dimensﬁ) S. Binning events also results in a

Ve e —

loss of in}i‘ormation. Since the maximum 1ikelihood method can work with the

unbinned data, all of'the information islused. If the data {s not binred,

g 3

no problems‘can arise because bins contain sma]sl numbers of events, In the

e 1} A
asymptotic limit, as the number of data points to be fit approaches

infinity, parameter estimates from the maximum 1likelihood .method are

unbiased and normalgty distributed with minimum variance, or, in other words,

\

asymptotically no ot\r‘\er method can do better, . ' -
\ {

than other methods.\ The asymptotic properties do not necessarily hold for

- finite numbers of events. As Eadie[107] has pointed out, the fact that all

it b

© -
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of the information i1s used does not imply that it is necessarily used in the

best way. On the whole,,. however, the maximum likelihood method still

provides tﬁe best ‘way to extract' information from a limited number of
events. One advantage over the usual approach of fitting in projection that
should not be underestimated is the presence of ‘/g,n obJj ectlw(e convergence
criteria. Compuﬁtaing stops when the likelihoé'a/funétibn has been maximized

and not when the experimenter feels that nothing is to be gained by further

iteration. -

To fit the data points. using, the maximum likelfhood method, the
individual kinematic distributions .wer'e 'par'ameter-ized using simple
functional forms which were multiplied together to obtain a multidimensional

distributionr. The multidimensional distribution was used to give the

probability of observing a set of data events as a fungtion of the

parameters. All of the distributions were fit simultaneously by finding the

set of parameters which “maximized ‘the probability of observing the

experimental data points. The ceptance was recalculated at c_aach step of

last chapter., The .maximum likelihoo

the books by Eadie[107j‘, and by Frodesen[1
here. ‘ : ‘ - ’ b

t

-

tThe mass distribution was parameterized with a falling exponential

which‘ was normalized to unity between Mmin and Mg, that 13"

P(M) = ayexp(-ayM) . [el'(p('OtMMmin)“'-"‘F’('0‘MMmax):r.1

A Johnson bounded empirical distribution[109], a transformation of a

Gaussian designed to fall off to zero at the kinematic 1limits of +1, was

used for the xp distribution:_

P(Xp) = /2 exp(~gz?) %,z(—F

-
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where

Xp+1 Xp ot
= In(g=7—

) (‘] xFO)J

- |
z ’o—'[ln(1-xF

When normalgzed 'to unity between xp . and 1, this distribution becomes

*

Pxp|xpa,ox ) = 2/2 exp(—gz?) - coxF<J-erf'czr,,m>)(xF_q)u—xF))J‘1

A Gaussian, normalized to wunity between 0 and =, was chosen, for the p.rz
// N ¥

-

distribution:

p(pTzlPTo) - —_P;o '/‘12F exp(jvl_r(

rrsmn | 2 .
5. )
In terms of- Pr this becomes:
Pt P
P - ——— .g - 1 — | 2
(Prlope) = 2(5~) /7 exl 2500
The ¢os6 distribution was taken to be ‘ ’ .

P(coso|r) = ’ZI._‘IJWH [1+Acos?e]. .
The ¢ distribution was assumed to be co}lstant, that is,

<
P(9) = o=,
as was the distribution of the-events in the azimuthal angle about the beanm

direction, - ‘ 4

To the extent that these distributions are flexible enJugh to represent

the underlying parent distributions, the likelihbéod or probability that the ‘

ith gvent will have the kinematic variables

Xi = M{uxF;Rri,00981,04),

is ,
f

LX) - p(xi;r)t\'éxi)[fpoqr)A(X)de'1

* where

P(xilr) = P(MilaM) P(XFiIXFo,Oij P(pTiI'OpT) P(COSGIIA)

is the probability that an event will be produced with kinematic variables

X;. The elements of T, ’ ) ,
. i

e - )
L4

r-= (aManovavaopTr)\)p ) ,

are the parameters of the kinematic distributions and ACX{) is the

» ]
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acceptance of the spectrometer for the event X;. By definition the

*

acceptance {s 1 for an event that has been accepted.

s

It follows that-the likelihood of observing a set of N events X = (X,,

LY

X1, tet XN) is

LOX|r) = T _ix, D).

Fitting the N data points to the multidimensional distribution P(XII‘) with '

the maximum likelihood method involves finding the set of parameters T which
give the maximum\ value of the likelihood function, that is, the highest
probability that N actual data poirits would be observed. In practice,
because the logar;tthm of the likelihood is better behaved, the negative

logarithm of the likelihood function is minimized, rather than the

-=¥lkelihood itself maximized.

[ t |
The integral in the denominator of the likel;gx_ood function was

Kl

evaluanted using the 1list of Monte Carlo events. As difcussed in the last

|

‘chapter, the simulation programme had been used ¢o generate muon pairs and

follow them through the apparatus. The events were generated randamly

throughout phase space according to a multidimensional distribution, G(X),

and listed on a disk file. The integral in the denominator of the

likelihood function can then be evaluated as

[

JPOXDACOM = g T POX | DA /6K,
where
i N is the number of events generated,

P(X|r) is the multidimensional distribution - being f‘itg to the data

points,

A(X) is the acceptance for an event with kinematic variables 'X, that

- i1s, 1 1If the event is accepted and 0 if it is not, and

©
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G(X) is the multidimensional distribution used to generate the Monte

- 1

Carlo events. , )

v - l" .

| ~
. .
2 ~ /

——

1 /
A FORTRAN subroutine was written which evaluated the negative logari,éhin

of the likelihood for a given set of parameters TI'. Positively and negalt-ively

charged muon- pair'su were handled by dividing their likelihood out Of the

’ likelihoodu function. The CERN library routine MINUIT[110]J[111] was used to

search for the minimum of the function. Each time the function was called
. kS g

by MINUIT, the Llikelihood of each data event was revaluated with the new

par ameters, and the weights for each Monte Carlo event were recalculated. A -

full fit of the 387 antiproton continuum events using 10° Monte Carlo events
took 200 seconds of central pr-ocessdr' time on:the Fermilab C}ber 175'

T
computer[86]. . .

The parageters obtained from the simultaneous fits of these forms to
the unbinned data are given in Table 7 along wi'th the errors and correlation
coefficients calculated by MINUIT. The cosp distribution was assumed to

behave as —~

3

1+cos?9 = : )

| ~
for these fits. Table 8 gives the results as/Sumin‘F the cose distribution
i . i .
behaves as ’ ‘ . | R
. 1+Acos?p, " )

and allowing the- fitting program to determine the best value for A. The
r'esulting‘ value of } = 1.06 + 0.28 for the pions is in good agreement with

tr}e value of A = 1 expected from the Drell-Yan model. ' The agr'eemer}t

- o W
obtained for the antiprotons is less satisfactory, but it can be seen that

~

the mass, XF, and pq distfibutions are not sensitive to the ¥alue of A. Both

the antiproton and the pion coso distributions will be discussed further in

B e U .
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Table 7 - Kinematic® Distribution Parameters I

[

-

This table and the next present’the results of fits to the data using

- 'different assumptions about the cose distribution. The parameter sets in

this table assume that the-: decay distribution behaves as 1+cos2?g.. The

- acceptance, A, for’each of the fits,-and the gradient of the acceptance at

the minimum of the negative log-likelihood function are also given.

D — ——— = —— " — D —— — — " 23 o oD o M D S T e o 408 P S S D W b S W T e iy A D S S D A D e VP U S S ) S i S o oy Sl S

Antiproton'I ’
Parameter Value Error’ | Correlation Grad(A)
ALPHAM 1.292 | 0.068 : 6.326E-3
XFO 0.0 Fixed .
XFSIGMA P 0.603 0.019 0.019 1.54T7E-1
PTO 1.1 0.027 0.013 0.0aQ7 ‘ -4, 066E-3
A 1 0.217, 0.004 2
- - g ——— VQ“ ——; ——————— e e S et S e ot e e e e et e s s e o
Pion I
'Parametgr' Value | Error | Correlation : Grad(A)
ALPHAM 1.078 | 0,037 ' : ' "l 1.375E-3
XFO -0.027 0.079 -0.031" 2.837E-2
XFSIGMA 1.039 0.074 0.067 -0.928 : _ . 3.884E-3
PTO 1.155 0.018 .0.014 =-0.003 0.007 - 4,190E-3
- - - .
A 0.229 | 0.003 |.;
“ .
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-~ Table 8 - Kinematic¢ Distribution Rarameters II

This table

presents . the resulps of the fits to the data assuming that the

cosd distribution behaves as 1+icos?6, and allowing the fitting pﬁogranme to
find the best value for A. The acceptance, A, for each of the fits, and the

gradient of the acceptance at the minimum

function are also given,

of the, negative 1log-likelihood

Antiproton II ' ’ e
Parameter Value | Error | Correlation Gradta)
ALPHAM, 1.300 | 0.068 6.07T4E-3
XFO 0.0 Fixed . -
XFSIGMA 0.606 | 0.019 0.026 1.662E-1
PTO - 1117 0.029 0.032 0.028 -1.193E-2
LAMBDA 0.308 | 0.363 | -0.075 -0.112 =0.227 -4,223E-1
A i 0.242 | 0.0

Pion II .
Parameter Value Error | Correlation 1 Grad(A)
ALPHAM 1.077 | 0.037 . 1.494E-3
XFO -0.028 | 0.078 | -0.016 2.846E-2
XFSIGMA 1.029 | 0.073 0.059 -0.924 4,177E-3
PTO 1.155 | 0.018 0.030 , 0,018 -0.005 4,582E-3
LAMBDA 1.058 | 0.284 | ~0.102 -0.127 0.070 -0.163 | -2.764E-2
A 0.227 | 0.011

] °
.
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the next chapter. . R
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The mass distributions for antiproton and pion 'produced muon pair\\

LN

events with x>0 are shown in Figure 35 and Figure 36 respectively and

compared with the exponentials used to calculate .the acceptance, In

.

Figure 37 and Figure 38 the x; distributions for .antiproton and pion
produced events in the mass range 4 s M $ 9 GeV/c? are shown with the curves
used in the acceptance calculapibns. The Pr, cosg, and ¢‘Histributions are

[ ]
presented and discussed in the next chapter.

LI

The kinematic distributions extracted from the data are 'in good
agreement in all cases with the functiopal fdrms assumed. For any variable;
the distributions extracted from the data should not bé sensitive to,;the
parameterization ofv that variable. The“aceeptancekcorrection for the mass
plot will depend onm the parameterizations chosen for'the Xp, Pp,» €OS6, and ¢
distributions, but should not depend on the parameéerization chosen for the
mass distribution. The agreement between the.xF, Prs COS8 and ¢ «dependences
éxtracted ;nd the distribugions used to calculate the acceptance leads to
conﬁidence in the acéuracy of the mass distribution. In the same way the

agreement in terms of the other four variables leads to confidence in the Xp

distribution, and so on for the other parameters.
Y J

i ¢
-

Since the aceeppance and the kinematic distqiﬁutions are Linterrelatedn
it 1s necessary to determine the uncertainty in the acoeptance due to the
uncgrtainty in th? parameters obtained'froﬁ the likelihood fit. anie[107l
discus%es vaRious methods of'estimating erron intérvals for the parameters

from a maximum likelihood fit, but some discussiomr is neceséary here.

[
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Figure 35 - Antiproton Mass Distribution
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The points 'show the mass distribution of the antiproton produced data.
Corrections have been applied for acceptance and reconstruction efficiency.”
The errors showh are statistical only. The curve shows the exponential fit
using the parameter value of ay = 1.30 from Table T.
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The points show the mass distribution of the pion produced data. Corrections
have been applied for acceptance and reconstruction efficiency. The errors
shown are statistical only. The curve shows the exponential fit using the
parameter value of "dy. = 1,078 from Table 7.
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The points show the x_, diftribution of the antiargoton produced data.
Corrections have been appfied for acceptance and recois tion efficiency.
ohnson empirical
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Figure 38 - Plon x; Distribution

The points show the x. distribution of the pion produced data. Corrections
have been applied for acceptance and reconstruction efficiency. The errors

shown are statlistical only. The curve shows the Johnson empirical

distribution used to parameterize the data. The parameter values obtained
from the fit are given in Table 7.
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-'acceptance. The gradient of the acceptance at the minimum can be

-define an acceptance axis. The error ellipsoid can be projected ont
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24 ’

At the minimum, the negative log-likelihoad function 1is roukhly

pérabolic. All the first derivatives vanish and a Taylor series expansion.

begins with the quadratic terms. A change in the negative log-likelihood of
172 corresponds to a change in probability of 68.3 percent, in much the same
way as a change in x? of 1 does in the usual least squares fit. If we
denote the value of the negative lag-llkelihpod at the minimum by Lo, the
locus of .points where the negative log-likelihood function has th value
-ln(L) = -1n(Ly) + 3 '
defines a hyper-ell;psoidél surface in the multidimensional parameter space,
sometimes called the error ellipsoid. This can best be visualised by
Al .
considering the\case of two parameters, a and ‘B, with a minimum in the
negative negative log—likelihood function at a, ;nd Bos, a@s 1llustrated in
Fiéure 39 wheré\the the parameter axes and the error ellipsoid are sketched.
Error bounds..for a parameter can be evaluated by projecting the ellipsoid

&
onto the parameter axes.

5

° The same technique cdn be used to calculate bounds on‘the error in the

to obtain bounds on the aocepthnce. The usual inter on ascribes a

68.3 percent probability that the acceptance lies-within these boundsT

The acceptance of the spectrometer for each of the fits was given in
Tables 7 and 8 together with the gradient-of the acceptance at the minimum
of the negative log-likelihood function, and the calcqlated bounds for the

acceptance. If the cos® distribution is 1+cos?@, the probable error made in

»

e wen
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Figure 39 - Error Ellipsoid

The surfaces of constant likelihood can be used to give error bouynds on the
parameters by projecting the error ellipsoid onto the parameter axes as "
discussed in the text, The ellipsoid can also be projected onto the gradient

of the acceptance to give bounds for the error in the acceptance oalculation
as explained in the text.
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" for the 1982 run, and ) ‘ S
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calculating the acceptance is 2 percent for the antiproton produced’déta and

ok

1.2 percent for the pion producéh data, based on the parameter sets of
Table 7. ‘ Allowing the‘fit to determine the value of A, that’'is, using the
paramétér sets of Table 8, the " probable error made in calculating the

acceptance 1s 9.1 percent and 5 percent respectively for,.the antiproton and

- el

the pion produced data.

6.2 Reconstruction, Counter, and Trigger Efficiencies

-

¢

As discussed in the last chapter, the correction for track finding

»

efficiency was included in the calculation of the acceptance by requiring
the Monte Carlo events to be reconstructed by the analysis programmes. The
uncertainty in the total cross sectign due to uncertainties in the track

finding efficiency correction was calculated to be less than 4 percent. The

L
maximum error in any of the differential croSP sections, due to

upcertaintiés in the correction for track finding efficiency, is calculated

to be less than 8 percenf. The eross section was also corrected for the

-

measured counter and trigger efficiencies.

i}

.
’

When the absorber counter was used in the trigger, a subsample of
events which did not require the counter was recorded so that the efficiency

of the counter could be studied. Reconstructed muon tracks. were projected

back to the counter and tﬁé latch information for these events was examined‘

to see 'if the counter had been hit in coincidence wi'th the trigger. The
overall efficiency was calculated in this way to be

& i

e(ABSR1982) = 0.9700 ¢ OrOO?Zn

€(ABSR gg.) = 0.969 % 0,004, , " |

e

g ol
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for the 1981 run.

N

Events from specidal runs with bhe‘kespective hodoscope signals removed
from the trigger were used to calculate the CPX and CPY efficiencies, The

efficiencies were found to be as follows for the various runs:

€(CPX,gg5) = 0.9844 .+ 0.0020, ) "
e(CPY gg,) = 0.9900  0.0016,

0.9877 t 0.0055, and

- .
e(CP¥1931) = 0.9869 + 0.0058.

&

The efficiencies of the muon counter arrays were studied in a ‘special
run using coincidences between only two out of the three planes in the
trigger. The efficiencies of the three muon planes were calculated to be f/

e(ul) ='0.9810 + 0.0013, SR

o

e(u2) = 0,9980 + 0,0004, and ,. ' “

; e(u3) = 0.9970 & 0.0005.

H

Combining these numbers ylelds overall trigger efficiencies for the various

-

»

El

!
‘runs as follows:

C(TRIG1‘982) = 0.905 t 0-00‘8 + 0.012, . .
E(TRIGZ1982) - 01883 + 0,004 £ 0,013,

e(TRIG11981) = 0.905 £ 0,011 ¢ 0,027, and

e(TR1021981) = 0.877 £ 0.012 + 0.031.

The first error quoted for each efficiency. is the result ,of adding the

¢
SR e el & P e o

individual'grrors in quadrature. The second error is the result of assuming

i
.
et

.

e
T
! i
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that the individual errors add linearly.
During the data taking, a.subsample of events was. recorded for ‘'which

or Iinformation - was avéilable but not included in the
j

‘The trigger processor efficiency was calculaﬁed by comparing the.
state of %&pe trigger processor to the results of a full reconstruction of
the event, The trigggr processor efficlency was calculated to be

e(TP) = 0.990 + 0.010. “ % -

6.3 Resonance Contamination and Reinteraction

The Monte Carlo programpe was used to deﬁermine the fraction of _muon

@

¥

section, the contamination of the high mass region by pairs from redonace -
decay was calculated to be 2.4 + 0.2.percent for both the .1981 and 1982
’ ¢ . . — - S

ruﬁning periods, A correction was applied to the total cross section to

take this contamination into account.

“1
2

The correction to the total cross section ‘for events produced by
secondary interactions 1in the target was determined by comparing the cross
sections for y's produced by pigns from the different length tungsten

targets. If°. tertiary interaébions are ignored and the absorption cross

section 13 assumed to be independent of energy, the measured cross secgtion

'
T

should depend on the length of the target as

‘Measured = %Direct * %Reinteractiont
where /[ ~

-

L L
1 - / (exp( y - 1]
Labs Uabs )

L is the physical angth, . ~

pairs produced in the decay of y and Yy’ particles which‘;econstruqted to ;//////

give.a mass of M 2 4,0-GeV/c?, Using the measured value of the ¥ gpfﬁﬁf/‘
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LAbs is the absorption length of the target material, .

%Direct LS the cross section that would pe :measured using an

infinitesimally thin target, and

Reinteraction 18 @ constant that depends on ‘the details of the

L ' reinteraction but is independent of the target length.

‘

Measured cross sections fer different léngbh targets can therefore ' be used

to obtain these parameters, This equation is discussed further in Appendix

III.

The relative production rates for y’s from the front half of the 1981

?%3ggsten target, the 1982 thick tungsten target, and the 1982 thin tungsten
7 " _ -

’/4f/target were found to be 2,728+0.082, 2.71540.057,and 2;831t0.0h2

~ 2.655 + 0.078, - -

- .

0ﬁeinteraction = 0j356 t 0.202, ] )

so that the correction for any length of target c;n be depermiﬂéﬂf//// -

. f
ANN N
<

The Monte Carlo programme CASIM[112] was used to extrapolate from pion

W produced ¢ events t3 the high mass region. CASIM uses éhe Haéedorn—ﬂanft
thermodynamic model to generate a spectrum of secondary particles, The

, measured 1 dependence of the Drell-Yan cross section[18] was used to
geéerate high mass muon péir events from the spectrum of sécondaries. The
pairs were propagated through the spectraneter Qith the simulation proéram
and used to determine the reinteraction rate for the antiproton beam and the
high mass region relative to pion produced y’s. The correction factors for

the cross section with various target and beam combinations are glven in

Table 9..
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, Table § ~ Reinteraction’ Correction’-
< These factors have been applied to the various subsets.of data fo correct
] for reinteraction. The estimated errors on the corrections are given below ‘
! iy the number‘sr . . . .
/ . Tmmmmmmee—— .&—-—--‘-° —————————— —————— e e e e e e e — e e e
: BE | cu | W | THICKW | , THINW
-| PSI ,RE%NTERACTION CORRECTION -
PBAR | .95440E+00 | .95502E+00 | .95519E+00 | .93899E+00 | 497922E+0Q
.25233E-01 .2LU893E~-01 .24795E-01 .33760E-01 . LJ499E~01
. PION .95799E+00 .95442E+00 95231E+00 .93385E+00 .97832E+00
.232148\&'-01 .25223E-01 .26392E-01 .36603E-01 <11996E~01 )
{ Sttt -
CONTINUUM REINTERACTION CORRECTION . ¢ ./
L PBAR | .96580E+00 | .96626E+00 | .9664OE+00 | 95424E+00 | .98442E+00
© .18925E-01 .18669E-01 .18596E-01 25320E-01 .86243E-02
PION .9TUTI9E+00 | .9T265E+00 .9T138E+00 | .96031E+00 | .98699E+00 | 'V
. .13949E-01 .15134E-01 .15835E-01 .21962E-01 .T19TUE-02 2
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.The relative rates for ¢ production by pions is

A
B
)]
/’
- J—
ﬁ ) ~
2s |- X \ - -
’ . i . _
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* J
* ™. .7 , . .
2.4 1 S | 1 ":;'»; 1 1 ] 1 1 \>
0. 0.2 0.4 0.8 T 08 1. 1.2- 14

TARGET LENGTH (ABSORPTION LENGTHS)

o Figure 1o j\w Cross Section vs Target Length
. . J
shown as a function of

_target, lehgth. The curve ghows the parameterization of the cross sectlion as

a function of target length discussed in the text. The curve can be
extrapolated to a target of 6 infinitesimal™ thickness to obtain the cross

section for direct production of v’s. .
- ; . ~ -
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The size of the corrections are less than 5 percent for the 'hig'h mass

antiproton data and less than 4 percent for the pion data} The

« =1

_uncertainties in the corrections lead to a 2 percent uncertainty in the - '

cross sections. . ‘

6.4 Beam Flux
.; -

{‘
1

The number of .beam particles hitting the target was counted directly by
% L ]

the Cerenkov counters and' beam hodoscopes. Corrections were made to, the

_flux totals to take into/account the probability that two .beam particles

4

travelling through the beam telescope at the 3ame time, that is, in the same
RF bucket, would not be vetoed by the 2BY22 l;:gic. Since no confusion could
arise if both particles were pions or {f both particles were antiprotons,
the flux totals were increased to take these cases into account. Because

even a- small contaminat‘;ion” of pions could blas the antiproton kinematic

. < e
distributions, all events for' which. both Cerenkov counters had recorded a

beam particle were eliminated from the data sample.. The flux totals were '

3

correspondingly decreased to take this case i?&{ account,

e
The beam flux’tStals were taken to be

-

PBAR, xa; = (PBAR + 2PBAR«VP-HP =~ (PI-PBAR))(BEAM_ ryp/BEAM) -

. - -

for antiprotons, and

(o

PLigra = (PI + 2PIeVPeHP - (PI-pBAR))(PIPRESCALED/PIQ,(\BEAMLI-VE/BEAM)

for pions, where the various terms are definéd as follows:

-
“

PBAR 1s the total number of Goincidenceé betweenasignal in the

o

N antiproton:b'erenkov éounter‘, CS1, and the BEAM signal, indicating
the number * of antiprotons which had travelled through th’é,beam

telescope; T ..

P —

PN TV L RS

..
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{ ' PI is the total number of coincidences between a signal in tike pion

Cerenkov counter, CS2, and the BEAM signal, indicating the * humber

4

. . -of pions which had tray%u/gh the beam telescope;
7 .
\ 2PBAR-VP+HP and 2PI<VP+HP= are the estimated -number of pairs| of

antiprotons (2PBAR) or pions (2PI) that had travelled through the

. , beam telesoope‘ at the same t';‘ime but were not detected by the 2BYZ2
veto or rejected by the HALO veto logic; the probability tt;at
.~ A ' beam particle would survive the 2BY22 veto (VP) or the HALO veto
(HP) are discussed below; \
(PI-PBAR) is the total number of coincidénces between the PI. and PBAR
signals indicatiné the number of times that both a pion and
‘antkiprotoh had traversed the beam telescope at the same time;
(BEAM; ryp/BEAM) 1is the live time of the experiment, that is, the
- . . ’ fraction of BEAM signals counted while the experiment was not busy
reading out a previous event; the live.time was calculdted on a
spill by spill basis and was typically between 80 and 95 percent
'depending on the running ;:ondi tions; and
(PIPRESCALED‘/PI) 1s the fracﬂtion of pfons t\hat passed the pion pr'eséale
logie; this fraction was typically between 1/4 and 1 depending on
the setting of the pion pr'escal:&ﬁg}é This unit was sat at the
beginﬁing of each run to maintain a reasonable balance between thé

overall trigger rate and the experimental dead time and depended

on the beam spill structure and intensity.

-

\ ' The probability (or formation efficiency, FE) that two be\am particles
{ traversing the beam telescope at the same time would give a 2BY22 signal was

. calculated by Supérimposing beam tracks from the da\ﬁa tapes and determining

; what fraction of the tracks passed through the same counters in at least two
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.

of the beam stati,ons. The formation efficlency was calculatea to be
FE = 0.851 —_— .

for the 2 out of 3 beam station veto condition.' The prébabifity f{hat two~

" beam particlég\will not be vetoed is then ’

VP = (1-FE).

The number of ¢times that two beam partlcles'travelled t.hr'ough’ the beam

telescope cansbe calculated from _the number of 2BY22 signals counted as

2BEAM = (2BYZ2)/FE. %

"

Poisson statistics were used to determine t@je number of times two
’ —_—

;}tiprotons (2PBAR) or two pions (2P1) had travelled through the telescope
from the number of times two beam particles (2BEAM) had travelled through
the beam telescope an'{i from tHe ratio of the number of antiprotons to plons

#
in the beam. o

B

The probability thd#b a beam particle would not be vetoed by a HALO
signal was calculated as ' N

HP = BEAM/[3BY - (2BY22)]
where 3BY was the total number of coincidence signals from‘ the Lhree beam
stations, HP was typically about 0.96 depending on the running conditions.

; The corrections were applied to the bear flux total's on a 8pill byj

spill basis, The average correctighs to the totals were 0.6 percent for
antiprotons and 4 percent for pions. Depending on the intensity, spill'
structure, and formation efficiency, the correction to the pion total

reached 10 percent for some runs. The final flux totals for the various

e
A

target configurations are given in Table 10. The uncertainty in the Qroas

sections due to uncertaintlies in the corrections to the beam totals is less

than 1.5 percent,

et e

~ e iy - -
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Table 10 - Incident Beam Flux by Target Configuration

-
-

This table summarizes the numbers of beam particles hitting the various
targets. The number of beam particles of each type hitting: the target was
counted directly by the Cerenkov counters and beam hodoscopes. All
corrections discussed in the text have been applied. The errors in the flux
totals are calculated to be less than 1.5 percent for both antiprotons and
pions. J

————— o0 > o ot e s e At T e o s o o o " e Y T ~ — — ———— " o - — - - 2

Target Trigger Antiprotons Pions
BE | TRIGI L1578E11 -
TRIG2 ,2453E10 8354E11
Ccu TRIGY - ) -
TRIG2 1587E11 LA6UY4ET
W TRIGI - -
TRIG2 JTT92E1 1 L2014E12
) THICK W TRIGI1 1312E12 - - .5862E11 i
TRIG2 .1026E12 .2646E12
THIN W TRIGH .1536E11 - i
TRIG2 - .TO60E11
B L
. ' )
. %
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6.5, Cross Sections

2
-

. Once the parameters were obtained from the maximum likelihood fit, the

data events kK were binned in terms of the kinematic variables. Like charge

P

muon pairs were subtracted on a bin by bin baais; The acceptance for each ~

Y

bin was calculated using the technique discussed above, and the data points

The dit‘f’erenti_‘al cross section for each ‘ bin in

o

corrected for acceptance.
the kinematic variable x was then calculated using the formula

dx = [A-R-Ngyengsd/[8x-No-p-lgpe £-E-Npean]
where )

x 1s one of the kinematic variables, M, Xg, Py COSB or ¢,

A

——r——

dx 1s the differential cross section in cm?/nucleon assuming an A

dependence of Al, -
Ax is the width of the bin,
A is the atomic number of i:he nuclear target,
N, is Avagadro’s number,
p :is the density of the target in gm/ cm?®,
\ Lgpe is the effective length of the target, -

R is-the correction-for reinteraction and resonance contamination,

g is the acceptance for the bin,

("

E is correction for counter and trigger effliciency,

Events 18 the number of data events in the bin, and

Ngean 1S the number of Toam particles hitting the target.

Each of the nuclgér targets used was weighed and measured.

The length,
\~ density, absorption length-and effective length of each target are givenpin
Table 2. The absorption length for each target x.nateer'ial was interpo\_lated

B 3

Y

kﬂ;"w'u‘w"ﬂ”"';}m R

§
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from absorption cross section data for tungsten, copper anq beryllium
measured with antiprotons-and pionsgwﬂ at beam en'ergies of 40 and 200 GeV.
The effective length can be expresaéd in terms of %hg physical Vlength of the
target and the absorption length as

L
LEff = Lppgl? - exp(- ]j;b—s-)]a’

where ) . .

LAbs = °AbspN°L is the absarption length of the targét material in
centimeters, '

L is the physicél léngth of the target in centimeters,

%ps 1S the absorption cross section, and
&

‘

p, N,, and A are the target density in gm/ cm®, Avagadro”’s number, and

the atomic number of the target ‘material respectively.
.1
Data from targets of different lengths was combined by taking a welghted

average of the effective lengths, using (the‘ be@fm flux as the wetghting

a

factor, Uncertainties in the absorption cross section lead to a 1.7 percent

>

uncertainty in the effective length,’and thus in the final cross sections,

. The final cross. sections are présented 1n. tpe next chapter along with
comparisons t;) the 'Dr'elnl-Yan model and leading order dCD calculations. The
statistical uncertainty in the total cross section'for antiproton produced
muon pairs with masses between ll..o.and' 9.0 GeV/c? and Xp 2 0 1s 5 percent,
based on the 387 events collected wusing the. tungste'n' targets. The

statistical uncertainty in the cross section for pion pr{:oduced pairs is 3

percent based on a sample of 1101 events.

S ' B
LN —
Systematic uncertainties in the acceptance, reinteraction correction,

"

counter efficlencies, and beam totals have been discussed in pr'e\iious’f‘

sections of this chapter, These errors and their contributions éo the

.

0

Y

i
|
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Table 11 —~ Systematic Errors

This table gives a summary of the contributions to the systematic
the measured cross section for antiproton produced muon painrs. Eaeh
individual component errors. has been discussed in the text.
components are uncorrglated and the errors add in quadrature, the

error in
of the
If the
overall

systematic . error 1Is 5 percent. If.-the cpomponents‘are completely correlated
and the errors add linearly, the overall systematic error is 12 percent,

__________ [OOSR, __-...-..-_.._.-.._.._-___n...-__.._.......s__,---......-

-

Sourge Error

N Ak

Counter and Trigger Efficiency 0.4

Trigger Processor Efficiency ) 1.0

Reconstruction Efficiency 4.0

Resonance Contamination Correction 0.2

. Reinteraction Correction . 2.0

Eff‘ec&ive Length 7.7

° *| Acceptance ' 1.2

I 3 . . .

|__medn Normalization - : ‘ 1.5

[
. . -
Total S;fstematic Error ) 5.3 é
............. - - —_—— o e e o e e 2 e o e
]
1
o
§ 9
«‘ ) 1
: ST,
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uncertainty 1in the final cross sections are summarized in Table 11. The

overall systematic error in the total cross section is 5 percent if the
‘ g
individual components of the error are assumed to be uncorrelated.

Alternatively, assuming that the errors are completely correlated gives a .-

bound of 12 percent. These ‘nwnbe_r'sv, of c‘our-;e, depend on the assumptions
made in calculating them. 1If the cosé distribution 1s not .1+cos?s, and A
must be determined from the fits, the systematic error 18 dominated by the
resulting  uncertainty uin the acceptance that the uncertainty in A

introduces, and othe uncorrelated systematic errors must be increased to 8

)
and 11 percent respectively for the antiproton and the pion produced data,

t
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CHAPTER 7

Results ' '

’

Previous chapters have outlined the ;'econstruction .of the kinematic
variables (of the muon pairs and the 'methods used to ex‘tr'act the cross
seg¢tions, This\éhapter' summarizes the results. The total c¢ross sections
for 4 S M3 9 GeV/c? are compared. to the Drell-Yan model and a leading order
éCD calculation., The kinematic distrihutions are presented and compared to
o’%her experiments and the Drell-Yan mod‘el.‘ In the final section the
Drell-Yan model.ls inverted to extract the valence structure functions of

the antiproton and the pion t‘rom~the data.

' \

)

7.1 Total Cross Sections ’ *

. s //,
> . PR

~

{ The total cross section per nucléon for continuum muon. pair production

. with 4 SM& 9 GeV/c* and x; 2 0 is

o5 = 0,104 £ 0,005 + 0:005 nb

[ .

e e e e et e
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for antiprotons and . C
v i ,

0, = 0.107 % 0.003 % 0.005 nb -

for pions. The first error quoted is statistical and the second error is '

i

systematic. The total cross sections were obtained by dividing ."the nupber

of data events 1in the appropriate M and Xz ranges by the acceptance

calculated using the Monte Carloc ‘s;imulation and normalizing to the number of

beam particles incident on -the target, s discussed in the last chapter.

The systematic error includes uncert s in the correétions for counter
and reconstruction efficiencies, reinteraction, contamination from the
resonance region, and the éncertainty in the;/acceptance, and assumes that

these are uncorrelated. - )

-

The calculated value of the cross section in the Drell-Yan model using -

- Vs \
structure functions from  a'leading order QCD analysis of deep inelastic muon

+

and neutri}@zséaftzering data by Duke and Owens[113] is a factor of
K'_ =
p 20 5

times smaller than the experimental result. 'Including leading order QCD

corrections[29] and using the samys‘tr‘ucture functions gives a result

‘Experimental/oLo = T4

times smaller than the exper'iment’al result. The leading order corregtions

-

are only weak functions of mass and xg. Table 12 gives the ratio of the muon
pair cross section calculated using first order QCD-to the cross section

calculated using the Drell-Yam model for 4 s M S 9 GeV/c?.and x'F 2 0, At low

values of x;, the region .that dominates the crdss section, this ratio

cha_nges by less than 10 percen‘cybetween masses’ of 4 and 9 GeV/c?, The change

>
-~

as a function of Xp for any fixed value of mass is less than 5 percent, and

-

the- largest change, at high values of Xp between masses of 4 and 9 GeV/c? is

only 20 percent. ‘ ’ .

o« N
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Table 12 - Leading Order Corrections
This table presents the ratio of the cross section for muon pair production
in ant;ipr'oton-tungsten collisions calcuated using first ‘order QCD to the
cross’ section” calculated using the parton model as a function of mass and

=
Xm . The-table was calculated using a programme written by R.Wagner using
equations from Appendix D of Reference 29, and Set 1 structure functions

*

from Reference 113, with a A of 200 MeV/c?, The programme -used a 6 point @

Gaussian integration routine[114] from the CERN Program Library to calculate
the integrals numerically. Doubling the number of integration steps changed
the K factor by less than 0.2 percent at any value of mass and Xp in this
table,

- > 13— T " — > —— > T Ao T " oy D T S o S B e T e b 7 e S e D M o o S W D T o e e D o o i o

4

kil

)

XF| 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

M

4,0 | 1.725 1.727 1.727 1.726 1.722/ 1.716 1,707 1.695 1.679 1.654
4.5 | 1.734 1.735 1.736 1.735 1.729 1.722 1.714% 1.703 1.687
5.0 | 1.744 1,746 1.743 1.740 1,735 1.728 1.720
5.5 | 1.757 1.759 759 1.758 1.756 1.754 1.754 .
6.0 | 1.771 1.773 7T 1777 1778 1.781 1.788
6.5 1.787 1.789 .796 1.798 1.802 1.808 1.822
7.0 | 1.805 1.807 .816 1,820 1.826 1.836 1.857
7.5 | 1.825 1.827 .839 1.844 1,852 1.866 1.893
8.0 | 1.8u47 1.849 .863 1.870 1.881 1.897 1.930
8.5 | 1.872 1.874 .890 1.899 1.911 1.931 1.970
9.0 | 1.899 1.901 .920 1.930 1.945 .1.968 2.013

S
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Systematic uncertainties in. the antiproton K factor arise fram both the

theoretical calculation and the  experimental measurement.. The
S

experimentally measured cross section has an associated statistical

uncertainty of 5 percent and a systematic uncertainty of the same magnitude

due to errors in the acceptance, counter efficiencies and beam ' ;

normal ization, . W

-

It is difficult to make a reliable estimate of the systematic errors

v

associated with the calculated cross section.. A ten percent uncertainty in

the normalization of the structure functions will lead to & 20 percent -

¢

uncertainty in the predicted Drell-Yan cross section. The normalization of
the deep inelastic structure function, F,, seems to va_r'x’t‘r'om experiment to
experiment by up to 20 percent. Duke and Owens normalized their $tructure

function fits to EMC muon-hydrogen datal115]. Based on  their

i i

discussions[113] and compariso;xs by experimental gr'oups[‘l-? 6][1,17]. the
normal izations of CDHS neu’crino—iron£118],‘ EME nuon-deuterium[119], EMCI
mhdn—iron[120], BFP muon-iron[ﬂﬁ],‘ CCFH;R neutrino-iron[117] s;,nd SLAC
electron-hydrogen and electron-deuteriumf{ 121] scattering datav_ with respect
to EMC muon-hydrogen data 'are 1.1, ‘105, 1‘.,03, “0.98, 0.94, and 0.92

respectively, so that there is a substantial uncer;tainty in the ‘calculated

- f
cross section from this source ,alone, ) v

©

+ -

Additional uncertainties arise from other sources as well. Some of the
» N s

difficulties associated with the extr'akction of f;atr‘uctur‘e functions from the
data are discussed by Devoto[122]‘and by Barker, Martin, and Shaw[123]. In
both moment analyses and numerical 1;1tegr-ations of the Altgrell“i’-Parisi
equations, scaling violations depend strongly on the behaviour of thé

structure functions in the high x region, This 1s a region whigh is

(PSS PRV
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© difficult to probe experimentally, So that the results of the fits can be

not change, the correction terms are a factor of . \
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sensitive to the fungtional form assumed. » R P
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Problems also arise in the extraction of the non-valence terms which ;

are coupled ,to an unknown gluon distribution[122](123]. The value of i;hq'

[P

QCD mass scale parameter, A, 6bta1ned from the fits depends strongly on the

N

assumptions made about the gluon distribution[113]. Duke and Owens{113]

T e pre

obtained a value for A of 0.2 in the fits discussed above using a relatively
soft gluon '&istribution. Assuming a‘harder gluon distributior}f changed the
yélue obtained for A'to 0.4. With structure functions from the fit which J i
assumed a hdrd gluon distributi:on, the D(r‘ell-Y_an eont;'lbu‘tion to the muon
pair c,r'dss‘seotion.changéd by only one percent, and only very small ch'ang‘es- ,
in° the mass and x; dependence of the cross sections r-esuléed; _First orderu

L}

correction terms, however, are directly proportional to

-

. = 12w/[25 1n(Q¥/A%)] T
S0 thnat, while the dependence of the correction terms on masé\ and Xp does
1n(25/0.22)/1n(25/0.42) = 1.27 C N -

higher at Q2% = 25 GeV3/c¢* if the larger value of A is used. - : ’ <

o

ES

% %
;

7.2 Kinematic Distributions . oo .

| <

il‘ne antiproton produced mass distribution is co;npar'eci to - the i ;
predictions’ of the Drell-Yan model in Flgure HIH. The component :
contributions to the mass distribution a{re shown Separately., The Drel l-Yan
predictions were caieulated using the deep inel‘astic structure y

°© 1

functions[113] discussed previously, and were-multiplied by a factor of

K‘_ L]
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Figure 41 - Antiprotoh Mass Distribixtion Compared To Drell-Yan-Prediction

The points shew# the mass distribution of the antiproton produced data. The
solid l1ine shows the shape of the cross section predicted by the Drell-Yan
madel using structure functions from measurments of deep-inelastic
*gcattering for both the antiproton and the nucleon. Tr;g curve has been
multiplied by a factor of 2,45 to reproduce the measured total cross section
for 4.0 S M s 9.0 GeV/c? with X 2 0. The other curves show the components

of  fhe predicted cross, section as indicated. Note that the annihilation of
valence antiquarks from the antiproton with valence quarks from the nucleon
_accounts for more that 90 percent of the total. o :

*
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to reprodhce the measured total cross section. The antiproton cross séqtion
is dominated over the entire mass region by the valence-valence terms, . .

“

t

The pion produced mass spectrum is éompared to the Drell-Yan model in

Figure uz{ ﬁbr this pfot, the beam structure fuﬁction was extracted from

8

our data-as discussed later in this chapter, while the nuc%eon structure
function was -taken from the deep inelastic scattering results{113]. The

curves were multiplied by a factor of - -

.

Kpm = 2.39

o

S0 as to reproduce the mgasured ~cqggs sectiohc Again the component

"

\

distributions are shown separately. N\
\ ~dy
. N4y

In Figure 43 and Figure 44 the x; -distributions _arkx{own togdther With

“

the Drefl-Yan predicﬁioné. Again the calculations have been multiplied by
the empirical K factors necessary to reprifuce the experimentally
cross sections. As with the mass distributions the separation ¥f the :

predictions into” the component curves shows the extent to which both \the

.

Counting rule arguments[124][125] suggest that the Xp distribution for.pidn

.,8hould- be flatter than that for antiproton eventé,ﬁand this is confirmed by }

the data.

o ' y
The shapes of the antiproton mass and Xp distributions are sensitive

tests of the Drell-Yan model. Leading order QCD corrections have little

effect other than changing the normalization. The Drell-Yan model describes

-

both of these distributions very well. - N

3

-

The Pq distributions for antiproton . and pion produced ‘events with

r~ ' -

s
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+
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ifghre 42 - Pion Mass Spectrum Compared To Drell-Yan Prediction

The points show the mass distribution of the pion produced data. The solid
line shows the shape of the cross section predicted by the Drell-Yan model
using structure functions from measurments of deep-inelastic scattering for
the nucleon, and our fits for the pion structure function. The curve has
been multiplied by a factor of 2.39 to reproduce the measured total cross
section for 4.0 S M S 9.0 GeV/c? with Xp 2 0. The other curves show the

- components of the ﬁFedicted cross section as indicated.
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Figure 43 - Antigrotbn iF Distribution Compared To Drell-Yan Prediction

77 .
The peints shoy »the &F distribution of the ‘\antiproton produced data. The
solid line shows the shape of the crbss section predicted by the Drell-Yan
model using structure functions from measWrments of deep-inelastic
scattering for both the antiproton and the nucletn. The curve has been
multiplied by a factor of 2.45 to reproduce the measured total tross section
for 4.0 § M § 9.0 GeV/c? with X 2 0. The other curves show the components
of the predicted cross section as indicated. i -
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Figure 44 - Pion x; Distribution Compared To Drell-Yan Predictig.

The points show the X, distribution'of the pion produced data. The solid
line shows the shape of the cross section predicfed by the Drell-Yan model
using structure functions from measurments of deep-inelastic scattering for
the nucleon, and our fits for the pion stricture function. The curve has
been multiplied by a factor of 2.39 to'reproduce the measured total cross
section for 4.0 S M S 9.0 GeV/c?. with Xp 2 0. The other curves show the
components of the predicted cross section as Indicated.
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Figure 45 - AntiprotOﬁ Pp? Disééibution

The points show the differential cross section, da/dp.,?2

of muon pairs in’ antiproton-tungsten collisions.
Gaussian fit to the data discussed in the last chapter using the parameter

value of DT°-1 117 given in Table 7.
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{, :
4 S Ms9 GeV/e? and x; 2 0 are shown as a function of pT2 in Figure 45 and

Figure 46 with the Gaussian distributions used to caloulate the acceptance,

In both cases the fits are very good, and the parameters of the Gaussians

are approximatel& the same for the' two beam particles.

" 3
A

The cos8 distribution for antiproton events with M between 4 and

i
9 GeV/c* and with Xp 2 0 is shown in Figure 47 and the pion cosg

v

distribution is shown in Figure %8. The curves drawn on the figures are the

i

1+cos?g distributions assumed to calculate the acceptance., The l mited

acceptance of the spectrometer at high values of cos2?8, and tﬁe small gata

sample make 1t difficult .to determine the value of the A parameter. The

“value of A = 1.06 + 0.38 obtained fram the fit to the pion produced data is
- < 0

consistent with the Drell-Yan model so that we have assumed tHat A = 1 for
the antiproton produced data as well when fitting the other varfables.

While the results from fitting with MINUIT discussed in the last chapteé

. sugéest that the c¢osg distribution may be somewhat flatter than this, the

error 1is large and the data JiS‘“nét inc?nsisteﬁt with the assgmed
distribution, ) /\7
i, .

The ¢ distributions are shown in Figure 43 and Figure 50. These
distributions were assumed to be uniform in calculating the acceptance for
the other variables as would be expected from the Drell Yan model. Both
the antiproton and the pion data may show a weak dependence on cos 2¢, but
this is not st;tisticallxﬂsignificant and will not affect the distributions

integrated over this variable.

i

The gobd agreement between the data and the parameterizations chosen to

describe each of the kinémagic distributions leads to confidence in the

[

accuracy of the acceptance calculations for the remaining variables.
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Figure 46 - .Pion p,? Distribution

. The points show the differential cross section, de/dp.2, for the production

of muon pairs in pion-tungsten collisions. The curve sgov'ls the Gaussian fit
to the ,data discussed {in the last chapter using the parameter value of

Pro=1.155 given in Table 7.
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Figure U7 - Antiproton cosg Distribution In The Gottfreid-Jackson Frame
The points show the distribution, o"do/dcose, of muon pairs produced in

antiproton-tungsten collisions. The curve shows the 1+cos?9 distribution
assumed when caluculating the acceptance and discussed in the last chapter. .
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Figure 48 - Pion cosg Distribution In The Gottfreid-Jackson Frame

3

.

The points show the distribution, o—1da/dcose, of muon pairs produced in

The curve shows the 1+cos?g~eistribution assumed
when caluculating the acceptance and discussed in the last chapters

pion-tungsten collisions.
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Figure 49 - Antiproton ¢ Distribution In The Gottﬂreid-Jackson Frame-

The points

show the distribution, o'1do/d¢, of muon pairs produced in
antiproton-tungsten collisions. This distribution was agsumed to be uniform
when the acceptance o£ the spectometer was calculated.
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Figure 50 - Pion ¢ Distribution In The Gottfreid-Jackson Frame

The points show the distribution, o"do/d¢, bf muon pairs produced in

pion-tungsten collisions.

This distribution was assumed to be uniform when

the acceptance of the spectometer was calculated.
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- 7.3 Comparisons With Other Experiments

3 F) »

L
i

Comparison of the data with other experiments is wof interest from two
of .view.

points Scaling behaviour of the cross sections provides

confirmation of the pointlike -nature of the interacting ' constituents while
comparisons with the higher statistigs plon data of other experiments
p}ovides a valuable cross—-check on the antiproton results.

b

.

k

do as a function of V1

Figure 51 shows the scaling cross section, MSHH’
”- . -
for antiproton produced events with Xg 2.0 compared with similar data using

Beth the

a 150 GeV/c beam obtained by the NA3[126] experiment at CERN. -

]

; dependence on ¢t and the magnitudes ofathéitwo data sets agree very well.

£l

Pion produced events are shown in Figure 52, and compared with points from,~
. . . 3

four pfher,experiments[127][128][43][44]. As most fixed target experiments
~——have-limited acceptance in the backward hemisphere, the extrapolation of th 3

cross section to all Xp 1is subject to considerable systematic errors. We
. , .
have chosen to restrict our results to the region of Xz 2 0, but the same

¢ o ®
overall trend of the data 1is evident from the results of all the

-

expeffments. Note that we have multiplied the CIP. points for this plot by a

1 7 "y -
\I . .
/

factor of

0.12
Ay

to reflect -our assumed A qépendence, rather than the A?'?z depenaence used
} H ‘
/

= 1.87 !

in their analysis[39]. = ' . o
u\ ‘ ' ‘ ! ,
e, Perhaps‘a better test of scaling 1s' the comparison of the cross

‘ 0
sections, $3/2.% ror the region with xp % O as shown in Figure 53. Our

plon data is compared wish data from the CIP[128] and Omegal43] groups. All

. of the Omega \q;ta and the bulk of the CIP data were taken with a tungsten
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Figure 51 - Antiproton Scaling Cross Section Compared With NA3 b
Qur measurement of the cross section, M®do/dM, for the production of-muon
pairs with xo 2 0 in antipreton-tungsten collisions is shown together  with
data obtained by the NA3[10] collaboration using 3 150 GeV/c beam incident.
on a platinum target, as a fufiction ofivt. - . i ; -
lﬂf‘,'- {, '
.( r f
. S
B} - e
0 S
. . B —
, ) P .
. » ¢+ //’/» .
¢ ‘ a' f
. = , @
~ ! o :
. \ . \




e e e RS TOFAZ ¥ TI

S,

. . -165- .
<t 3‘\0 z e ¥ - T T T 1 T ) T
g . g 3
é> 3 ) * = .
‘ . v TW=—=>u'u X ' .
%’ C . ® E537 125 GeV/c (%>0) |
- I K O NA3 759 GeV/c (ALL x) . ]
’ g ) - aclP 225 Gev/c (x> 0)
" \\ ii .
E i \ o GOLIATH 175 Gev/c (ALL x)
: - - . - )
-Ew - f \ OJOMEGA 40 GeV/c (ALL ) ] —
- I r ’ y .
L ¢ ) i
- * ’ © : n

i (=
S - ¢ =
-t ] .
] =3 ) -
! Z
ﬂf [ W
=ad .d
%.
= . 1
? ‘ *
) | A q - (1 [ 1 1 . .
° 028 0.32 0.38 0.4 0.44 0.48 . 052 0.58 N !
e -
g T

.

Figure 52 ~ Pion Scaling Cross Section Comparison -

Our measurement of the cross section, M3d do/dM, for the. proguction of muon
pairs in pion-nucleus collisions is shown together with data obtained by the
NA3[46], CIP[128], Goliath[44], and Omegal[ 43] collaborations. While we have
-restricted our measurement to the region with xF 2 0, the same overall trend
is apparent in all the data., .
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target, so that we have presented these cross sections per tungsten nucleus
tonavoid any controversy about A dependence, There is go&i\agreemerit over a

wide\range of incident beam momenta. .

&

<«

exhibit scaling behaviour if it' is 1integrated over the same t region.
Figurg 54 shows the &good agreement in both shdpe'and magniéude between ouir;
measurement of the, cross section s-%-;—F for masses between 4,10 and
6.71 GeV/c? uéing a 125 GeV/c pion beam incident on a tungsten target and
éimilar‘ data for massSes between 5.5 and 9.0 §V/c’l as measur'éd by the CIP

experiment using a 225 GeV/c beam[128]. Again these- cross sections are

given per tungsten nucleus.

7.4 Structure Functions

The distribu&ions of the data points 1in th_e X,"X, plane are shown in
.Figure 55 for antiproton produced events and in Figure 56 for plon produced
‘edents. Lines of constant M and x; for a beam momentum of 125 GeV/c are
also shown. The kinemat;ic cut at a x;lass of 4.0 GeV/e¢2, which is required to
eliminate the resonance region, §nd our limited acceptance for Xp S.0 mak.e
us 1insensitive to the behaviour of the beam structure fulictions belo;d

: -

X, = 0,2, The kinematic cut at 4.0 GeV/c? is not st{a"r‘ﬁl,y defined in th&

X;-X, plane because of the finite momentum bite of the bé@xn and events can

appear below the line.

The antiproton and pion structure functions can be extracted from the
unbinned data using the fitting procedure outlined in the last chapter. The

antiproton valence structure functions were parameterized as

.
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Figure 54 - Pion x; pistribution Compared With CIP

Our measurement of the cross section, s-do/dx;, for 4.10 S M $6.71 GeV/c? is
compared to data obtained by the CIP collaboration[128] in the same region
of VYt for the production of muon pairs in pion-tungsten collisions.
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Figure 55 - Distribution of Antiproton Produced Events In The x,-x, Plane

The points show the fractional momenta of the quarks in the beam and target

\\Eigxicles, x, and x,, of each of the muon pair events produced by

antiprotons. Thé lines show the contours of constant M and Xp for a beam
momentum of 125 GeV/c,
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JFigure 56 - Distribution of Pion Produced Eeents In The(xl-x2 Plane

The points show the values of x, and x, of each of the muon pair evem:é_
produced by pions. The lines show the
beam momentum of 125 GeV/c.
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U () = A0k,

and

d (x) = 0.57 (1-x) uy,

with the requir'ement that
. T o
CHCOREMENE- & -3

v

The

~

sea terms used were taken from the analysis by Duke and Owens[113].

With these structure functions;‘the Drell~Yan model was used to predict  the

joint M=x probability distribution

“ (] 1 d2%o
SMxple8) = 5 v, -

The width of the 15-1- distribution was allowed to Emly;whue_mgcggaﬁ/

distribution in the Gottfreid-~Jackson frame was. again-assumed to be

Q\ 1+cos?g.

N . ?

The §; distribution was assumed to be uniform. The sea' quark structure
functions of lthe antiproton we:re taken to be the same as the proton sea
antiquark structure f:unetions, by “part:.icle—antiparticle symmetry. The
neutron structure functions were obtained from .the proton str'uctgre

functions by 1sospin rotation, The results obtained under these condl tions\

s
S

are given as Set 2 of Table _13. _ ' . R

s . s [ \\/,
RN ' o

When these parameter values are used, the Drell-Yan modélfr'equires a kK

B

factor of v, ‘ .

K—,-
P 1._91

K
-

to reproduce the experimental cross section. The kinematic cuts at

M= 4.0 GeV/c? and Xp = =0.1 eliminate the region of the x,-x, plane with

X, $ 0.2, making it difficult to determine a reliably; therefare the

structure functions were refit with o fixed to 0.5 as expected fram Regge

-
w

theory arguments[129]. The results obtained with this constraint are given

as Set 1 of Table 13. The K factor for antiprotons with these aésumptions
A x \-J
is

o v rm—
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Table 13 - Structure Function Pér'ameters

war /

-This table presents the results of fi:itting the antiproton and pion valence

structure functions to the mathematical form x%(1-x)® under various
assumptions about the sea and nucleon valence structure functions. The
values of o and 8 obtained from the fits are shown together with the error
bounds ‘estimated by MINUIT. The K factor obtained under each of " the
assumptions is also given,

T v g T —— - 4 " s ] o —— - o " - - —_— > o e e

Antiproton Structure Function Paramters

Set Alpha Error Beta Error K
1 0.5 - 3.5155 0.2092 4.63
2 0.7784 0.2207 3.7238 0.2261 1.91
3 0.5 - 3.5232 0.2100 ‘[ 2,45
\ y 0.8022 0.2703 3.7433 0.2946 2,45
5 0.5 - 3.3799 |.0.1919 2.45
6 0.9989 0.5602 3.8619 0.5890 | 2,u5
7 0.5 - 3.4143 0.1926 2.45 |
8 0.9419 0.5594 3.8416 0.5885 2.45

Set Alpha Error Beta Error K
9 ’ 0.5 - 1.2609 0.0796 2.39
10 0.3915 0.2011 .1 1.179N 0.1750 2.93
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L Kg = 4,63,
and this illustrates the sensitivity of the cross section to the assumed
behaviour of the s?r‘ucture functions at low values of x. Approximately one

half the integral,

- Y dx ’
Jo B0 + 4,000 5= - 3,

is contributed by the region x $ 0.2. The normalization of thei ﬁrell—Yan
cross section in turn depends quadratically on the normalization of the
sfructure functions.- The choice of a different functional form to
parameterize the structure fugctions, for example, a sum of terms of the
form x“(1-x)5, could drastipally alter the normalization of the calculated
Drell-Yan c¢ross section while still conserving baryon number by integrating
to give three vglence quarks. '

The relative contr‘ibutioh of the valence quarks is also sensitive to
the method used to normalize the structure functions. Using. the Drell-Yan
calculations with deep inelastic structt;r'e functions as a guide, the data

was constrained so tiha; the valence_quarks contributed a constant fraction

of the total cross sectiqn given by

L}

-

Ovy = 0.91 opopa - : ‘
The results of these fits with a fixed, (Set 3), and a free, (Set 4), are

also given, in Table 13. It can be seen from the small changes in o and 8,
that the shape of the structure. function is not very sensitive to the
normal 1zatio§1 conw}ention chosen., In addition, the antiproton structure
function was fit using the deep inelastic structure functions for the target
particle only. While we did not have sufficient dgta to dllow the t;eaxn
particle structure functions to violate scaling, we %llowed the target

particle structure functiona ¢to  evolve with Q* = M2, and the r-esult's are

glven as Sets 5 and 6 in Table 13. Using " the deep Inelastic structure

P i, I ey

*
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functions for the target p;rticle with Q2 fixed to our mean value of
<M2> = 25 (GeV/¢2?)? givées similar results which are Sets 7 and 8 of Tabfe
13. | L
. The pion valence structure function was fit in a simillar‘ fashion. The
v valence structure function was paramebAeggized as
VT(x) = Ax®(1-x)B,
nor:/malized such that.
Jﬂ vTx) 8L,
0
The NA3[130] result,
sT(x) = 0.292 (1-x)8-2, : ,

1

obtained from a simultaneous énalysis of 200 GeV/¢ n* and 7~ data, was used

3

for the sea. Results with o fixed at 0.5 and free to vary are given as Sets
' ’ -

9 and 10 r-espgctively in Table 13.

“

Using the results of Set 9, where o has beeh fixed at ~075, in the

Drell-Yan model, we find a K factor of
Ku."- bad 2-39 = . !

is needed to reproduce the experimental cross section for the pion produced

data with masses between 4.0 and 9.0 GeV/c? and Xz 2 0. Using the results of

Set 10, where the .value of a'is determined by the fitting programme, a K

factor of .

v '

By

K"-\ = 2093
is required. As for the antiproton, the normalization of the structure
) - . i
function 1is dominated by 1its behaviour at low values of x. Uslng a 5
different functional form to ;;arameter-ize the atructure function results in

a different K factor, It is apparent from the results of the fits to both

the antiproton and the pion produced data that the sum rules are not.a gooél N




\é,‘ | T k %

guide to the normalization of the structure functions in the absence of

2
oy

information about their behaviour at low values of x. The shapéi of the

a

structure functions is less sensitive. The results of two of our antiproton

structure function fits are shown in Figure 57. The points on this graph

are projected from our data as discussed in the next section., The dashed
line shows the results of Set 5 of Table 13, where a was fixed to 0.5, while
the dot-dashed line shows the results of S;t 6. Both of trxxese fits describe
the data well over tﬁe ranée of x, accessible to our experiment. The
dot-blank 1line and the dotted line show the averag‘e deep 1qelf\atic valence’
structure functions with Q2 = M* and with Q2 = <M?> = 25 (GeV/p2)%,

o

reapectively. All of the cuyrves have been multiplied by

“

K—xs
) 2.45

‘ ~
to allow them to be compared to the data points. It is apparent from these

curves tﬁat the agreement between our structure function fits .and the

‘results ‘obtained from deep inelastic scattering is good. The small

differences between the two deep inelastic curves Justif'} ignoring the s‘cile

o

br'eakiné behaviour of the beam strixc@;ur‘e function in the fitting. ~J

b s

e

Figur'e'58 shows our fits to the pion valence struecture function. Set 9
of Table 13 1is shqwn by the .dashed line, and Set 10 ié shown as the"\"

dot~dashed line. Again the po.ints are the projection of our data on the.. x,

. - ~ 1 ~
. axis described in the next section, and the two fits have been multiplied by

their respective K factors. Both reprodube the shape of the structure
) )

function very well., It is ~ciear that any measurement of the pion K factor

i3 subject to large systematic uncertainties as long as the Tbehgviour of the

»

valence quark structure function is unkown.,

.

o

J
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i 'Figur‘e 57 - Antiproton Structure Function Fits
The dot-dashed linme shows the antiproton structure function fit, Set 5 of
Table 13, with ¢ fixed to 0.5. The dashed line shows the curve corresponding

-to Set 6. The dot-blank line and the dotted -line show the value of the deep

inelastic st re functions[113] with Q% = M?* and, Q% = 25 (GeV/c?)?
respectively.
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Figure 5§ - Pion Structure Fynction Fits y

The dashed line shows the pion valence quark structure function fit using
the parameters of Set 9 of Table 13, with a fixed €o 0.5. The dot-dashed ~
line shows the curve corresponding to Set 10. Both curves have been
multiplied by their respective K factors,"
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» project avera%g beam and target structure functions from the data.
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. . .

7.5. Structure Function” Projections L "
' ' . " . . $'
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Because the expressions for the cross sections can be approximated by
~ . .
the product of a function of x, and a function of x,, it is possiple to

These

projections can be used to compare the structure function fits obtained

i - ‘ .
above with the data, and to compare the data to other experiments. ,:
s :
1

The cross. section can be written exactly as

d%o . o \ . - | . -

dxldxz ——-L-{F (x‘,Q ) G (xz,Q ) + "Jiu,, . . ‘ l |
L5108 6,000 + Fa(r, Q%) 6 (60,07 )3, e e

o

4

| where - , ' Z
i “ . i

i

Fo(x,,Q%), F,(x,,Q%) and F,(x,,Q%) 4re combinations of beam particle

quark structure functions,
/

7y, G,(x,,Q2) and G,(x,,Q2) are

o (a7

3quark structure functions and

~

ombinations of t;arget particle

-

0o

= ug“ is a normalization factor independent of X and x&P
18 . .
For antiproton—tungst;en collisions, the sStructure functions and G are

& .
usually chosen as ~
- . ’ (‘l’

Fo(X,) = 4uP(x,) + dP(x,), .
Fl(xl) = dp(xx)» ) ' ) = * . ) A
Fa(xx)'sp(xx)- i "."' . \ | -
and ° . o . %
. & ' ! T i
Go(xz) = Iup(x ) + (1 )dp(x ) hd Sp(x )n \ %
| . 4 b, . "::
o G,(x5) = (1-2.%.,(up(xz> - dP(x,;)), o L .o
G, (%,) = (1-3§)&P(x,) + (4=3E)qP (x,) + 10.55P (x,], . .
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{ 3 . where '

’

4
uwP(x), dP(x), and SP(x) are the up quark, down quark’ and sea quark

ve t structure functions respectively for the proton, ‘and

I
s

yA
1 ls the fraction of protons in the nuclear target.
For pion-tungsten collisions F and G are given by

T Folx,) = VM(x,),

» h v

Fi(xy) = 8Mxp), -
) and s o ) .

Go(x,) = K2P(x,) + B(1-5)aP(x,) + 55P(x,),

Gi(xz) = (1+435)uP(x,) + (4-35)aP(x,) + 115P(x,),

-

} where VT(x) and $™(x),are the valence and sea structure functions of the

‘pi'on and F,(x,) and °Gz(x2) are both zero, The terms have been chosen in

sugh a way that the second and third terms are small compared to the ®rirst.

If we ignore them, we can write the cross section as

d%g o '
dx,dx, ~ —;'Lz" Fo(x,,Q%) Go(x,,Q%). ,
X1X3 ’

When this is integrated over x, we obtain R

do

T = 22 |F,(x,,Q%) Go(x,,@2) a2 .

i g 3
which we c/aji(x write as ‘

do D °
Ay ._g.ﬂ.Fo(xl) Gq(xzqu)i&
+ dx; 2 2
X1 . _ X2
where we have defined, F,(x,), a structure function averaged over x,, and

thus over Q2%, as

F}(xl) - JFo(xxrqz)Go(xznqz) 2%" [JGO(Klez) g§13_1' <
. X2 X2 —
We can therefore proj'ect out the averaged beam structure function, F,(x,),

by histogramming the data in terms of x, with a weight given by:

x} '
wix,) = -a-i [IGo(xz',Qz) -d-x-‘-J-'..l- ‘ |
G ° xt

Similarly the averaged target structure function, Eo(xz). can be projected

out by histogramming the events in terms of x, with a weight pf'
. X3
d -
. Wixy) = o= [JF,(x,,Q‘) -x—’:-L] 1.
’ 1

wt
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When the exact expression for the cross section is used, 'a structure

function projection can still be defined as
2

F(x,) = 3—:—} %}%l [J(‘;o@(x) %i]"
énd corrections can be appliecalito this quantity to obtain the averaged beam
valence structure function F,(x,): The projection, F(x,), of the data using
the deep ir;elastic scatter'in§ structure functions[113] for the target
nuc¥eon 1s shown in Figure 5?. ‘The\ upper curve shows the value for the
projection, F(x,),. expected f‘r'm? the Dréll-Yan model. The lower curve shows

the averaged sum of valence qudrk distributions, Fo(x,), that would be

S expecteq if the cross section cquld be written exachfly-as a t‘ne product of a

function of x, and a function Ofi X,. Both curves have been multiplied by the
antiproton K factor discussed: abové. It is clear by comparing the curves
|

that the terms neglected by the Fr'ojection are small even at the lowest"

i

accessible values of x,. The projection of the target structure function,

. - x2 |, - s . .
~—4d dx;--
G(xz) = 5= a—,‘:a [Jr.r,,(xl),_Lxz 17,
1 v

using the deep inelastic scattt?ring structure functions for the antiproton

is shown in Figure 60. Again thé upper curve shows the Drell-Yan prediction

—_ |
for the projection, G(xz),1 while the lower curve represents, the

| _ .
corresponding sum of quark structure functiohs G,(x,) that would be obtained’

if the «cross section factorized exactly. It is again evident from the

L r

gur'ves that the neglected terms are small, -

»
' t

Figure 61 shows the projection of the antiproton .valence structure
function data compared with 150 GeV/¢ ciata from the NA3 experiment using
. both antiproton and. protan data to subtract away'non-valence contributions.

Corrections for the neglected ter;ms have been applied to our“data points on

2

thig plot. There is good agreement betweegq the experime'_nts about both the

shape and normalization of the data points.

-

' ' -
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Figure 59 - Antiproton Beam Structure Function Projection

' The points show the projection of our antiproton produced data on the x,

axis. The upper curve shows the projection, F(x,), expected from the
Drell-Yan model. The lower curve shows the averaged sum of valence quark
structure funetions, F,(x,), that would be expected if the cross section

could be written exactly as the product of a function of x, times a function
of x,. ‘
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Figure 60 - Antiproton Target Structure Function Projection

The points show the projection of our antiproton produced data on the x,
axis. The upper curve shows the result, G(x,), expected .from the Drell-Yan
model . The lower curve shows the valence quark structure function G,(x, )
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Figure b1 - Antiprofon Beam Structure Function Compared To NA3 .

Qur projected antiproton valence quark structure function is compared with
data obtained by the NA3[10] collaboration. ‘ )

a




-184- . : _ '

(\ . Figure 62 shows the beam structure function projection, F(x,);
projected from the plon data usiné the deep inelastic structure functions
' for the target nucleon. The upper cur‘\;e shows the results expected for the

px‘”ojection, F(x,), from the Drell-Yan model. The lower curve shows the. sum -

of valence quark distributions, F‘_o(xl), thxat would be expected if the .(éross

section factorized °exactly. Here we have used the parameters from'Set 9 ’ot‘ ‘ |

N :

Table 13 for the pion valence structure f‘unct,ion. the 4NA3[146] 200 GgV/e

results .for- the pion‘ sea, and the deep, inelastic scattering structure

' functions[113] for the target nucleon, to'calculate the Drell-Yan curves,

[

Thé Drell-Yan curves have -been multiplied by a factor of

Kpm = 2.39 .

4

‘,”
to normalize t_o the measured cross setion, The projection of the farget -

structure t;unc;tion, G(x,), for the pion data is shown in Figure 63. The

. curves again ‘show the values expected for G(x,) and G,(x,) from the

.« Drell-Yan model, and‘ again the terms neglected by the projection are ‘small.

Comparisons of our beam structure t‘un‘ction with data from the NA3[46],

CIP[Y40], Omegal 43], and GOLIATH[44] collaborations-are shown 1in Figure 64,

Note that we ha“\}e agigusted the CIP points on this plot to reflect our

assumed A dependence, The agr:eemer:t Pbetwéen ourselves and the other
experiments 1s very good over the entire x,; range, both in shape ancll
absolute value. Our target structure function is compared to the results -

. obtained by NA3[46] and CIP[40] in Figure 65. Ag:'sin the agreement is quite .

. good in both cases, .,

8 ) 7.6 Conclusion

S P . , : .
’ This thesis has reported the results of an experiment which has

) .
measured muon pair production in 125 GeV/c antiproton-tungsten and

°

B e T . . - - A - . e e
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Figure 62 - Pion Beam Structure Function_Projection

-

The points show the projection of our pion produced data on the x, axis, The

upper curve shows the result, 'ET(X;). expected from the Drell-Yan model, The

« lower curve shows the averaged sum of valence quark structure functions,
Fo(xl)- ' T *
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Figure 63 - Pion Target. Structure Function Projection
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The points show the projection of our pion produced data on the x, axis. The
upper curve shows the result, G(x ), expected from the Drell-Yan model. The
dower curve shows the valence quark structure t‘unction G (X3) Qa
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Figure 65 - Rion'Target Structure Funetion Comparison
The nucleon\gtructure function projec’ted from our pion produced data is
compared to data from the NA3[46], and CIP[40] experiments. -
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plon-tungsten qplllsions using a tungsfen target, a. spectrometer with good
acceptance for masses betwee;'n 4,0 and 9.0 GeV/c? with xp 2 0, and a beam
tagging system capable of ecc?untlng and ridentifying individual beam
particles. The measurement of the cross section for muon pair producticn by

antiprotons provides an unambiguous test of the Drell-Yan model and QCD

~
o

corrections since the valence quark structure functions of the nucleon have
been accurately determined in deep inelastic lepton scattering experiments.
Our ' sample #¥r~ 387 events and our identification of indivrdual tbeam particles
give us the best measurement of the cross section for muon pair 'ﬁr:bductlop
by antiprotons to date. Because of the scaling properties ofathe cross
section predicted by ~the Drell-Yan model, comparison of the pion pr_pducg:d
data ﬂo results from other experiments using different beam energies
provides a valuable cross-check on the antiproton r'esul’ts as well as testing
the model itself.

We find that both the kinematic dependences ‘and the :albsolute
normalization of the cross section for pion produced pairs aérees well with
measurements by other experiments. We also find good agreement with the
only other data for antiprofton’ prodi.xced pairs. We" have compared our
measurements of the differjential cross sections, %% and %-%F, for the
préduction of muon pairs in antiproton-tungsten collisions to the
predictions of the Drell-Yan model using nucleon structure functions
measured in deep 1inelastic scattering and find gdod agr‘éement between the

data and the model if we multiply the predictions by

K’_= - ;
D 2.45

The .1eading order QCD corrections make only small changes i1n the predicted

[

kinematic dependences of the cross sections but increase the absolute

magniéu(de of the predicted cross section by a factor of 1.87, so that we
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K.
find that the experimental c¢ross section exceeds the 1léading orger

pr'edicti,on by a factor” of b

S

%Experimental’ %LO = tE. . . . .

Calculations of the cross seetion for mubn pair production in pion-tungsten

collisions involve large uncertainties because the pion valence quark

v

. 3
structure function cannot be measured in inelastic scattering experiments.

o .
N

The pion produced, data does, however, exhibit the qualitative features
expected from the model. The differential cross section, %1('3[' falls more
-quickly with 1ncreasing mass for antiprotons than for pions as would Se

expected. from the model dn the basis of counting rule arguments.” The

differential cross section, d; , also falls more quickly with increasing xp
F 5
for antiprotoms’ as would be expected from the same arguments, The angular

; 3 1 do 1 dao . o~
distribut L .
istributions, RG] and Ry are also consistent w1t1:1 the expectations

of: the Drell-Yan model for both the pion produced data and the antiproton
3
’ \ﬂ

produced data.

\J
q
The Drell-Yan forfiula has been inverted and used to obtain the

antiproton structure function from the data. Agaln we find good agreement
befween our results and data obtained by the NA3 collaboration[10]) using a
150 GeV/c beam. The shape of the antiproton structure function 1s also in

good agreement with the shape of the proton structure function measured Dby -

4

deep inelastic scattering exper'lmen”ts. The pilon structure function

extracted in the same way agrees well with measurements by other muon pair

\:1

3

experiments both in shape and magni tude.

It is clear that antiproton experiments with higher statistics are

+

necessary to make detailed comparisons of the shapes of the kinematic

distributions with the Drell-Yan model and the first order QCD ‘predictions
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in diff‘erent ranges of M and Xp. EXperiments with good acceptance over the

whole range of cosp and ¢ would be able to determine tne variatlon of the

°

angular distributions with M, Xg, and  pr. Experiments at higher beam
energies will be able study the scallng violatlons predicted.by QCD, __Some .

of this work 18 already underway. The NA10[51] experiment at CERN hasg
reported preliminary results from extensive measur'emeynts of* the cross
section  for pion produced pairs thsing a 194 GeV/c beam incident on a !
tungsten target. Two experiments at Fermilab, E605053] and E615[54], are
measumr:gj muon  pair production in p?oton—tungsten and pion-tungsten
collisions respectively. The latter experiment in partlcular was designed

&

to’have good acceptance over the entire range of cosg.

\
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Appendix II - Vertex Reconstruction

)

The resolution of the spectrometer was limited by multiple scat}ering
of the muons in the K copper hadron filter. éubstantial improvement was
achireved in the mass resolution by fixing the production vertex at thg
centre of the target as diScussed‘in the tth. This was possible once the
event was known to have originated in the target, bBut the misassignment of
an event produced 4n the dump to the target could result in a substantial
error in the reconstructed mass. A simple distance of closest approach
method allowed most events to be uhambiguously assigned to either the dump
or the target but enough events remained unresolved to cause concern about
bias in the kinemaéic distributions. A better determination of the

production point was made by finding the most probable vertex for the painr

of muons using a Gaussian model for mdltiple scattering.

Iy

f The model for multiple scattering used here is due to Férmi and is
discussed by Rossi and Greisen[131] and in Rossi’s book[132]. The algorithm

used to find the best vertex is a straightforward adaptation of techniques

originally applied to cosmic ray tracks in cloud chambers[133], and was more °

recently used in other muon pair experiments[128][134]. The implementation

of the algorithm in this case was discussed in some detail by Kraushaar[85],

but will be outlined here because of itspimportancéf
. n
In the limit of small scattering angles, negligible energy loss, many.
separate scatters, and working in the projection on the Y-Z plane as

illustrated in Figure 66, the probability that a particle travelling along

o ~

the Z axis and entering a scatterer at Y = Z = 0, will emerge a distance Y

from the Z axis, with an angle .8, with respect to the Z axis, is given by
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) Figure 66 - Multiple Scattering'
A charged particle, normally incident at ¥ = Z = 0, will undergo multiple
Coulomb scattering with the nuclel of a target materkdi After traversing a

length Z of material the particle will emerge with a spabial displacement Y i
and an angular displacement ey. '
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<\N P(Y,0y(2) = 23 4.

exp(- (oy - 36yv + 392))
! 0y RMs S 8yRmsZ

where ¢ is the dimensionless ratio

Y = Y/Z.
3 . .
The plane projected RMS scattering angle is commonly taken to be[13]

8 0.015 /Z
YRMS = BD Z}a
where

d

a

B is Ehe velocity of the particle in units of ¢,
p is the momentum of the track in GeV/c,

A 7 .
Z is %he length of the scatterer, and

Z.aq 18 the of the radiation length[13] for the scattering material.

The probability that a particle which enters /the scatterer at

Y=2 =0, travels to an intermediate point Y,,Z, with angle @,, then

3
emerges at a point Y,,Z,, at an angle 6,, is given by

”

P(Ylnyznexnezlzxyzz) =
P(Xdrel|Zl)'P(Y2'Yx'91(Zz'zl)véz-exlzz'zl) =
. Aeexp(-x2/2)

o

where we have defined the various parameters that appear as follows:

A = 2/§7[neY=RMSk=(1—k)=z,“],

o I
X2/2 = v%—;::;iz— (62 + 52 + wz + ‘92), ‘[
6% = prrRy (82 * 35T i - 3T e 43 0%, s

BB = 3 ey (6 - K(3-2K) ¥, + k(1K) 82)%,

w? = 3(¢,2 - % ez)z’ Pl
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and the dimensionless variables are .
k = 21/22,
¥, = Y,/kz,, and L

Vo = Y2/22:
Integration over all ;alues of 6, using
T de, - RO a8
gives the probability that a pgrticle entering a scatterer at Y = Z = 0 is
observed;at Y,,Z, and emergés from the scatterer at Y,,Z, with angle 9,.

-

. 4
It is straightforward to generalize to the case of a particle produced

)

at a point Y,,Z, "at an angle Q99 beiné observed at a point Y,,Z, and’

. P

emerging at a point Y,,Z, with . angle _92 by making the following
substitutions: - :

62 > 6570y,

Y, » Y,~(Z,-Z,)8,, and 0

Y, » IYI—(Zl-zo)eo.
For the case ©of two particles produced at a common vertex at Y,,Z, with
angles 8,, and 502, and being observed with ¥,,, Y,,, 6,, apd Y,,, Yoo, 85,
respectively, as "~ shown schematical&y‘ in Figure 67, the total probability
will be the product of the individual probabilites. Scattering in the X
direction can be treated in exactly the same fashion. . '

2 / k\g
Here the drift chambers were used to give measurements of the track

. positions and slopes downstream of the dump, that is at Z,. The absorber -

chahbe} gave information about the track coordinates 2/3 of the way through

+
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Figure 67 - Vertex Reconstruction

calculated by

finding the point Z,, Y, which gave the highest probability of observing the
muons at their actual positions as discussed in the text.
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the dump at Z,. The beam chambers were used to determine the X and'Y of the

production vertex. The Z position of the production vertex was found by
numerically searching for the values of Z, and the production angles, 8y,
and 0,,, that gave the phe highest value of the probability function in tﬁe
abéve expressions. The search was performed using 2XSsQ, a FORTRAN callable

nonlinear minimization routine from the IMSL library[135].
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Appendix III - Reinteraction Correction

v

‘The incident beam is a .enuated in the target according to the well

A )

known exponential law, ’ e

|
1

I4Z) = I, exp(—Z/LAbs),

where L, . is the absorption length of ‘the target material, If %ach

> b

particle removed from the beam creates dn secondary particles 1n thé energy
range dE, then the number of secondaries, di, created in the interval dz

will be

gi  dI dn : ‘ ‘
dz © ~ dz dE*

If the absorption length does not depend on energy, each sqcondary created

in an element of length dv will see a target of effective length

Lgee(2) = Lypgl1 = expl= =) ’

Abs *

where L 'is the‘ physical length of the target. If o(E) denotes the cross

*

seétion for the production of muonlpaiﬂs by secondary particles of enérgy E,

the number of muon pairs dN (within constant factors) produced by

secondaries created in the element of length dz will be

dN L L-2 "[Fmax -dn
dz = I°/LAbs exp(-IT——d- LAbs[1 - exp(- E——_)]' HE‘O(E) dEi
. Abs Abs 0
Integrating from Z = O to Z = L gives
. R )
N(L) = Nol1 = (1 + 2 Jexp(- £3 ,
Abs ~ Abs \
where we have defined ’ : . \
E |
- ma ' :
N, = I°LAb5JO ) %E' o(E) dE. - . :

This quantity depends only on the physical .processes taking place and not on

the length of the target.

v

In contrast, the number of muon pairs produced by primary particles

depends on the target length as

_ L
NDirect(L) = Nopipectl! exp( EX;—)]'
, s

“

DR roas

o .
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' Nopidect = I?“°(Emax)'LAps"

'which again does not ‘depend on the target length. The measured cross 4

section will ﬂhen be \ o . ?} .

. L
°Measured(L) = [NDir‘eet(L) + NSecondary(L)]/ [I*’LADS“ - exp(- r‘rbs))]

L L
0L HOR s i[1 = o (exp(=—) - 1)1
Dl?eot Reinteraction LAbs - Labs v

where
L3 ;d . v
Direct 18 the cross section that would be measured using an
infinitesimally thin target, and
°Reintg;action is a constant independent of the length of the target,

This expression can be fit to’ cross sections measured using targets of

H

Opirect 3™ Ogeinteractione Once these are

different lengths to obtain

given, " the expression can be used to caléulate the correction for

i

reinteraction fpr a target of any length.
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